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#### Abstract

Consider the acoustic wave scattering by an impenetrable obstacle in two dimensions. The model is formulated as a boundary value problem for the Helmholtz equation with a transparent boundary condition. Based on a duality argument technique, an a posteriori error estimate is derived for the finite element method with the truncated Dirichlet-to-Neumann boundary operator. The a posteriori error estimate consists of the finite element approximation error and the truncation error of boundary operator which decays exponentially with respect to the truncation parameter. A new adaptive finite element algorithm is proposed for solving the acoustic obstacle scattering problem, where the truncation parameter is determined through the truncation error and the mesh elements for local refinements are marked through the finite element discretization error. Numerical experiments are presented to illustrate the competitive behavior of the proposed adaptive method.
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## 1 Introduction

The obstacle scattering problem is referred to as wave scattering by bounded impenetrable obstacles. It usually leads to an exterior boundary value problem imposed in an open domain. Scattering theory in structures of bounded obstacles has played a fundamental role in diverse scientific areas of applications such as radar and sonar, non-destructive testing, and geophysical exploration [12]. Due to its significant industrial, medical, and military applications, the obstacle scattering problem has received considerable attention in both the engineering and mathematical communities. It has been studied extensively in the past several decades. A large amount of information is available regarding its solutions. A variety of numerical methods are proposed to solve the scattering problem such as the finite element methods [20,21] and the boundary integral equation methods [11].

Since the problem is imposed in an open domain, the unbounded physical domain needs to be truncated into a bounded computational domain in order to apply the finite element method. Therefore, an appropriate boundary condition is needed on the boundary of the truncated domain so that no artificial wave reflection occurs. Such boundary conditions are called transparent boundary conditions or non-reflecting boundary conditions. They are still the subject matter of much ongoing research $[2,13,15-17]$. The perfectly matched layer (PML) technique is one of the effective approaches to truncate unbounded domains into bounded ones [7]. Various constructions of PML absorbing layers have been proposed and studied for wave propagation problems [ $10,23,24]$. Under the assumption that the exterior solution is composed of outgoing waves only, the basic idea of the PML technique is to surround the physical domain by a layer of finite thickness with specially designed model medium that would either slow down or attenuate all the waves that propagate from the computational domain. Combined with the PML technique, effective adaptive finite element methods were proposed to solve the diffraction grating problems $[4,5,8]$, where the wave is scattered by periodic structures. Due to their superior numerical performance, the methods were quickly extended to solve the obstacle scattering problem for both the two-dimensional Helmholtz equation and the three-dimensional Maxwell equations $[6,9]$.

Recently, an alternative adaptive finite element method was proposed for solving the same acoustic obstacle scattering problem [19], where the transparent boundary condition was used to truncated the domain. In this approach, no extra artificial domain needs to be imposed to surround the physical domain, which makes it different from the PML technique. The transparent boundary condition is based on a nonlocal Dirichlet-to-Neumann ( DtN ) operator, which is defined by an infinite Fourier series. Since the transparent boundary condition is exact, the artificial boundary can be put as close as possible to surround the obstacle, which can reduce the size of the computational domain and the scale of the resulting linear system of algebraic equations. Numerically, the infinite series needs to be truncated into a sum of finite sequence by choosing some positive integer $N$. In [19], we derived an a posteriori error estimate, which accounted for the finite element discretization error but did not incorporate the truncation error of the DtN operator. Therefore, it was ad hoc to pick an appropriate truncation number $N$ and lacked of a rigorous analysis for the choice of this parameter.

The aim of this paper is to give a complete a posteriori error estimate and present an effective adaptive finite element algorithm. The new a posteriori error
estimate not only takes into account of the finite element discretization error but also includes the truncation error of the boundary operator. It was shown in [18] that the convergence could be arbitrarily slow for the truncated DtN mapping to the original DtN mapping in its operator norm. The a posteriori error analysis of the PML method cannot be applied to our DtN case since the DtN mapping of the truncated PML problem converges exponentially fast to the original $\operatorname{DtN}$ mapping. To overcome this difficulty, we adopt a duality argument and obtain an a posteriori error estimate between the solution of the scattering problem and the finite element solution. The estimate is used to design the adaptive finite element algorithm to choose elements for refinements and to determine the truncation parameter $N$. We show that the truncation error decays exponentially with respect to $N$. Therefore, the choice of the truncation parameter $N$ is not sensitive to the given tolerance. The numerical experiments demonstrate a comparable behavior to the adaptive PML method presented in [9]. They show much more competitive efficiency by adaptively refining the mesh as compared with uniformly refining the mesh. Thus, this work provides a viable alternative to the adaptive finite element method with the PML technique for solving the acoustic scattering problem. The algorithm is expected to be applicable for solving many other wave propagation problems in open domains and even more general model problems where transparent boundary conditions are available but the PML may not be applied. We refer to [25] for a closely related adaptive finite element method with transparent boundary condition for solving the diffraction grating problem.

The outline of this paper is as follows. In section 2, we introduce the model problem of the acoustic wave scattering by an obstacle and its weak formulation by using the transparent boundary condition. The finite element discretization with truncated $\operatorname{DtN}$ operator is presented in section 3. Section 4 is devoted to the a posteriori error estimate by using a duality argument. In section 5 , we discuss the numerical implementation of our adaptive algorithm and present some numerical experiments to demonstrate the competitive behavior of the proposed method. The paper is concluded with some general remarks and directions for future research in section 6 .

## 2 Model problem

Consider the acoustic scattering by a sound-hard bounded obstacle $D$ with Lipschitz continuous boundary $\partial D$, as seen in Figure 1. Let $B_{R}=\left\{x \in \mathbb{R}^{2}:|x|<R\right\}$ and $B_{R^{\prime}}=\left\{x \in \mathbb{R}^{2}:|x|<R^{\prime}\right\}$ be the balls with radii $R$ and $R^{\prime}$, respectively, where $R>R^{\prime}>0$. Denote by $\partial B_{R}$ and $\partial B_{R^{\prime}}$ the boundaries of $B_{R}$ and $B_{R^{\prime}}$, respectively. Let $R^{\prime}$ be large enough such that $\bar{D} \subset B_{R^{\prime}} \subset B_{R}$. Denote by $\Omega=B_{R} \backslash \bar{D}$ the bounded domain, in which our boundary value problem will be formulated.

The acoustic wave propagation can be modeled by the two-dimensional Helmholtz equation

$$
\begin{equation*}
\Delta u+\kappa^{2} u=0 \quad \text { in } \mathbb{R}^{2} \backslash \bar{D} \tag{1}
\end{equation*}
$$

where $\kappa>0$ is a positive constant and is known as the wavenumber. Since the obstacle is sound-hard, the scattered wave field $u$ satisfies the inhomogeneous Neumann boundary condition

$$
\begin{equation*}
\partial_{\nu} u=-g \quad \text { on } \partial D \tag{2}
\end{equation*}
$$



Fig. 1 Geometry of the obstacle scattering problem.
where $\nu$ is the unit outward normal vector on $\partial D$. In this work, we use the soundhard boundary condition as an example to present the results. Our method can be applied to solve other type of obstacles with either the sound-soft or the impedance boundary condition. In addition, the wave field $u$ is required to satisfy the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r^{1 / 2}\left(\partial_{r} u-\mathrm{i} \kappa u\right)=0, \quad r=|x| \tag{3}
\end{equation*}
$$

Denote by $L^{2}(\Omega)$ the usual Hilbert space of square integrable functions. The space is equipped with the following inner product and norm

$$
(u, v)=\int_{\Omega} u(x) \bar{v}(x) \mathrm{d} x \quad \text { and } \quad\|u\|_{L^{2}(\Omega)}=(u, u)^{1 / 2}
$$

where $\bar{v}$ denotes the complex conjugate of $v$. Let $H^{1}(\Omega)$ be the standard Sobolev space equipped with the norm

$$
\begin{equation*}
\|u\|_{H^{1}(\Omega)}=\left(\|u\|_{L^{2}(\Omega)}^{2}+\|\nabla u\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2} \tag{4}
\end{equation*}
$$

For any function $u \in L^{2}\left(\partial B_{R}\right)$, it admits the Fourier series expansion

$$
u(R, \theta)=\sum_{n \in \mathbb{Z}} \hat{u}_{n}(R) e^{\mathrm{i} n \theta}, \quad \hat{u}_{n}(R)=\frac{1}{2 \pi} \int_{0}^{2 \pi} u(R, \theta) e^{-\mathrm{i} n \theta} \mathrm{~d} \theta
$$

We define an equivalent $L^{2}\left(\partial B_{R}\right)$ norm of $u$ by using the Fourier coefficients:

$$
\|u\|_{L^{2}\left(\partial B_{R}\right)}=\left(2 \pi \sum_{n \in \mathbb{Z}}\left|\hat{u}_{n}(R)\right|^{2}\right)^{1 / 2}
$$

The trace space $H^{s}\left(\partial B_{R}\right)$ is defined by

$$
H^{s}\left(\partial B_{R}\right)=\left\{u \in L^{2}\left(\partial B_{R}\right):\|u\|_{H^{s}\left(\partial B_{R}\right)}<\infty\right\}
$$

where the $H^{s}\left(\partial B_{R}\right)$ norm is given by

$$
\begin{equation*}
\|u\|_{H^{s}\left(\partial B_{R}\right)}=\left(2 \pi \sum_{n \in \mathbb{Z}}\left(1+n^{2}\right)^{s}\left|\hat{u}_{n}(R)\right|^{2}\right)^{1 / 2} \tag{5}
\end{equation*}
$$

It is clear to note that the dual space of $H^{s}\left(\partial B_{R}\right)$ is $H^{-s}\left(\partial B_{R}\right)$ with respect to the scalar product in $L^{2}\left(\partial B_{R}\right)$ defined by

$$
\langle u, v\rangle_{\partial B_{R}}=\int_{\partial B_{R}} u \bar{v} \mathrm{~d} s
$$

In the exterior domain $\mathbb{R}^{2} \backslash \bar{B}_{R}$, the solution of the Helmholtz equation (1) can be written as a Fourier series in the polar coordinates:

$$
\begin{equation*}
u(r, \theta)=\sum_{n \in \mathbb{Z}} \frac{H_{n}^{(1)}(\kappa r)}{H_{n}^{(1)}(\kappa R)} \hat{u}_{n} e^{\mathrm{i} n \theta}, \quad \hat{u}_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} u(R, \theta) e^{-\mathrm{i} n \theta} \mathrm{~d} \theta, \quad r>R \tag{6}
\end{equation*}
$$

where $H_{n}^{(1)}(\cdot)$ is the Hankel function of the first kind with order $n$.
Given $u \in H^{1 / 2}\left(\partial B_{R}\right)$, we introduce the $\operatorname{DtN}$ operator $\mathscr{T}: H^{1 / 2}\left(\partial B_{R}\right) \rightarrow$ $H^{-1 / 2}\left(\partial B_{R}\right)$ :

$$
\begin{equation*}
(\mathscr{T} u)(R, \theta)=\frac{1}{R} \sum_{n \in \mathbb{Z}} h_{n}(\kappa R) \hat{u}_{n} e^{\mathrm{i} n \theta}, \tag{7}
\end{equation*}
$$

where

$$
h_{n}(z)=z \frac{H_{n}^{(1)^{\prime}}(z)}{H_{n}^{(1)}(z)}
$$

It follows from (6) and (7) that we have the transparent boundary condition

$$
\begin{equation*}
\partial_{r} u=\mathscr{T} u \quad \text { on } \partial B_{R} . \tag{8}
\end{equation*}
$$

Multiplying (1) by the complex conjugate of a test function $v \in H^{1}(\Omega)$, integrating over $\Omega$, and using Green's formula and the boundary conditions (2) and (8), we arrive at an equivalent variational formulation for the scattering problem (1)-(3): Find $u \in H^{1}(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=\langle g, v\rangle_{\partial D} \quad \text { for all } v \in H^{1}(\Omega) \tag{9}
\end{equation*}
$$

where the sesquilinear form $a: H^{1}(\Omega) \times H^{1}(\Omega) \rightarrow \mathbb{C}$ is defined by

$$
\begin{equation*}
a(u, v)=(\nabla u, \nabla v)-\kappa^{2}(u, v)-\langle\mathscr{T} u, v\rangle_{\partial B_{R}} \tag{10}
\end{equation*}
$$

and the linear functional

$$
\langle g, v\rangle_{\partial D}=\int_{\partial D} g \bar{v} \mathrm{~d} s
$$

Following [18, 19], we may show that the variational problem (9) has a unique weak solution $u \in H^{1}(\Omega)$ for any wavenumber $\kappa$ and the solution satisfies the estimate

$$
\begin{equation*}
\|u\|_{H^{1}(\Omega)} \leq C\|g\|_{H^{-1 / 2}(\partial D)}, \tag{11}
\end{equation*}
$$

where $C$ is a positive constant depending on $\kappa$ and $R$. Since $H^{-1 / 2}(\partial D)$ is not computable in the a posteriori error estimate, we rewrite the estimate (11) as

$$
\begin{equation*}
\|u\|_{H^{1}(\Omega)} \leq C\|g\|_{L^{2}(\partial D)} . \tag{12}
\end{equation*}
$$

The general theory in Babuska and Aziz [1] implies that there exists a constant $\gamma>0$ depending on $\kappa$ and $R$ such that it holds the following inf-sup condition:

$$
\sup _{0 \neq v \in H^{1}(\Omega)} \frac{|a(u, v)|}{\|v\|_{H^{1}(\Omega)}} \geq \gamma\|u\|_{H^{1}(\Omega)} \quad \text { for all } u \in H^{1}(\Omega) .
$$

We collect some results from [26] on the Bessel functions before proceeding to the discrete approximation. Let $J_{n}(t)$ and $Y_{n}(t)$ be the Bessel functions with order $n$ of the first and second kind, respectively. For any positive integer $n$, we have

$$
J_{-n}(t)=(-1)^{n} J_{n}(t), \quad Y_{-n}(t)=(-1)^{n} Y_{n}(t)
$$

The Hankel functions of the first and second kind with order $n$ are

$$
H_{n}^{(j)}(t)=J_{n}(t) \pm \mathrm{i} Y_{n}(t), j=1,2 .
$$

For fixed $t>0$, we have the asymptotic expressions

$$
\begin{equation*}
J_{n}(t) \sim \frac{1}{\sqrt{2 \pi n}}\left(\frac{e t}{2 n}\right)^{n}, \quad Y_{n}(t) \sim-\sqrt{\frac{2}{\pi n}}\left(\frac{e t}{2 n}\right)^{-n}, \quad n \rightarrow \infty \tag{13}
\end{equation*}
$$

which gives that

$$
\begin{equation*}
H_{n}^{(j)}(t) \sim \mathrm{i}(-1)^{j} \sqrt{\frac{2}{\pi n}}\left(\frac{e t}{2 n}\right)^{-n}, \quad n \rightarrow \infty . \tag{14}
\end{equation*}
$$

These asymptotic expressions will be used in subsequent analysis.

## 3 Finite element approximation

Let $\mathcal{M}_{h}$ be a regular triangulation of $\Omega$, where $h$ denotes the maximum diameter of all the elements in $\mathcal{M}_{h}$. To avoid being distracted from the main focus of the a posteriori error estimate, we assume for simplicity that $\partial D$ and $\partial B_{R}$ are polygonal to keep from using the isoparametric finite element space and deriving the approximation error of the boundaries $\partial D$ and $\partial B_{R}$. Thus any edge $e \in \mathcal{M}_{h}$ is a subset of $\partial \Omega$ if it has two boundary vertices.

Let $V_{h} \subset H^{1}(\Omega)$ be a conforming finite element space, i.e.,

$$
V_{h}:=\left\{v_{h} \in C(\bar{\Omega}):\left.v_{h}\right|_{K} \in P_{m}(K) \text { for all } K \in \mathcal{M}_{h}\right\},
$$

where $m$ is a positive integer and $P_{m}(K)$ denotes the set of all polynomials of degree no more than $m$. The finite element approximation to the problem (9) reads as follows: Find $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a\left(u_{h}, v_{h}\right)=\left\langle g, v_{h}\right\rangle_{\partial D} \quad \text { for all } v_{h} \in V_{h} . \tag{15}
\end{equation*}
$$

In the above formulation, the $\operatorname{DtN}$ operator $\mathscr{T}$ defined in (7) is given by an infinite series. Practically, it is necessary to truncate the nonlocal operator by taking finitely many terms of the expansions so as to attain a feasible algorithm. Given a sufficiently large $N$, we define a truncated DtN operator

$$
\begin{equation*}
\left(\mathscr{T}_{N} u\right)(R, \theta)=\frac{1}{R} \sum_{|n| \leq N} h_{n}(\kappa R) \hat{u}_{n} e^{\mathrm{i} n \theta} . \tag{16}
\end{equation*}
$$

Using the truncated DtN operator, we have the truncated finite element approximation to the problem (9): Find $u_{h}^{N} \in V_{h}$ such that

$$
\begin{equation*}
a_{N}\left(u_{h}^{N}, v_{h}\right)=\left\langle g, v_{h}\right\rangle_{\partial D} \quad \text { for all } v_{h} \in V_{h}, \tag{17}
\end{equation*}
$$

where the sesquilinear form $a_{N}: V_{h} \times V_{h} \rightarrow \mathbb{C}$ is defined as follows:

$$
\begin{equation*}
a_{N}(u, v)=(\nabla u, \nabla v)-\kappa^{2}(u, v)-\left\langle\mathscr{T}_{N} u, v\right\rangle_{\partial B_{R}} . \tag{18}
\end{equation*}
$$

For sufficiently large $N$ and sufficiently small $h$, the discrete inf-sup condition of the sesquilinear form $a_{N}$ may be established by a general argument of Schatz [22]. It follows from the general theory in [1] that the truncated variational problem (17) admits a unique solution. We also refer to [18] for the well-posedness and error analysis of the problem (18). In this work, our focus is the a posteriori error estimate and the associated adaptive algorithm. Thus we assume that the discrete problem (18) has a unique solution $u_{h}^{N} \in V_{h}$.

## 4 The a posteriori error analysis

For any $T \in \mathcal{M}_{h}$, denote by $h_{T}$ its diameter. Let $\mathcal{B}_{h}$ denote the set of all the edges of $T$. For any $e \in \mathcal{B}_{h}$, denote by $h_{e}$ its length. For any interior edge $e$ which is the common side of $T_{1}$ and $T_{2} \in \mathcal{M}_{h}$, we define the jump residual across $e$ as

$$
J_{e}=-\left(\left.\nabla u_{h}^{N}\right|_{T_{1}} \cdot \nu_{1}+\left.\nabla u_{h}^{N}\right|_{T_{2}} \cdot \nu_{2}\right),
$$

where $\nu_{j}$ is the unit outward normal vector on the boundary of $T_{j}, j=1,2$. For any boundary edge $e \subset \partial B_{R}$, we define the jump residual

$$
J_{e}=2\left(\mathscr{T}_{N} u_{h}^{N}-\nabla u_{h}^{N} \cdot \nu\right),
$$

where $\nu$ is the unit outward normal on $\partial B_{R}$. For any boundary edge $e \subset \Gamma$, we define the jump residual

$$
J_{e}=2\left(\nabla u_{h}^{N} \cdot \nu+g\right)
$$

Here $\nu$ is the unit outward normal on $\partial D$ pointing toward $\Omega$. For any $T \in \mathcal{M}_{h}$, denote by $\eta_{T}$ the local error estimator, which is defined by

$$
\begin{equation*}
\eta_{T}=h_{T}\left\|\mathscr{R} u_{h}^{N}\right\|_{L^{2}(T)}+\left(\frac{1}{2} \sum_{e \in \partial T} h_{e}\left\|J_{e}\right\|_{L^{2}(e)}^{2}\right)^{1 / 2} \tag{19}
\end{equation*}
$$

where the residual operator $\mathscr{R}=\Delta+\kappa^{2}$.
For brevity, we adopt the notation $a \lesssim b$ to represent $a \leq C b$, where the positive constant $C$ may depend on $\kappa, R, R^{\prime}$, but does not depend on the truncation of the DtN operator $N$ or the mesh size of the triangulation $h$.

We now state the main result, which plays an important role for the numerical experiments.
Theorem 1 Let $u$ and $u_{h}^{N}$ be the solutions of (9) and (17), respectively. There exists a positive integer $N_{0}$ independent of $h$ such that we have the following a posteriori error estimate for $N>N_{0}$ :

$$
\left\|u-u_{h}^{N}\right\|_{H^{1}(\Omega)} \lesssim\left(\sum_{T \in \mathcal{M}_{h}} \eta_{T}^{2}\right)^{1 / 2}+\left(\frac{R^{\prime}}{R}\right)^{N}\|g\|_{L^{2}(\partial D)}
$$

We remark that the first term on the right-hand side of the above estimate comes from the finite element discretization error, while the second term accounts for the truncation error of the DtN boundary operator. It is clear to note that the error arising from the second term decays exponentially with respect to $N$ since $R^{\prime}<R$.

In the rest of this section, we shall prove the a posteriori error estimator in Theorem 1 by adopting a duality argument, which is used in [3,22] for a priori error estimates of indefinite problems and in [25] for a posteriori error estimate for the diffractive grating problem.

Denote the error $\xi:=u-u_{h}^{N}$. Introduce a dual problem to the original scattering problem: Find $w \in H^{1}(\Omega)$ such that

$$
\begin{equation*}
a(v, w)=(v, \xi) \quad \text { for all } v \in H^{1}(\Omega) \tag{20}
\end{equation*}
$$

It can be verified that $w$ is the weak solution to the following boundary value problem

$$
\begin{cases}\Delta w+\kappa^{2} w=-\xi & \text { in } \Omega  \tag{21}\\ \partial_{\nu} w=0 & \text { on } \partial D \\ \partial_{r} w-\mathscr{T}^{*} w=0 & \text { on } \partial B_{R}\end{cases}
$$

where the adjoint operator $\mathscr{T}^{*}$ is defined as

$$
\left(\mathscr{T}^{*} w\right)(R, \theta)=\frac{1}{R} \sum_{n \in \mathbb{Z}} \bar{h}_{n}(\kappa R) \hat{w}_{n} e^{\mathrm{i} n \theta} .
$$

Following the same proof as that for the original scattering problem (9), we may show that the dual problem (20) has a unique weak solution, which satisfies the estimate

$$
\begin{equation*}
\|w\|_{H^{1}(\Omega)} \lesssim\|\xi\|_{L^{2}(\Omega)} \tag{22}
\end{equation*}
$$

The following lemma gives some energy representations of the error $\xi=u-u_{h}^{N}$ and is the basis for the a posteriori error analysis.

Lemma 1 Let $u, u_{h}^{N}$, and $w$ be the solutions to the problems (9), (17), and (20), respectively. We have

$$
\begin{align*}
\|\xi\|_{H^{1}(\Omega)}^{2}= & \operatorname{Re}\left(a(\xi, \xi)+\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) \xi, \xi\right\rangle_{\partial B_{R}}\right) \\
& \quad+\operatorname{Re}\left\langle\mathscr{T}_{N} \xi, \xi\right\rangle_{\partial B_{R}}+\left(\kappa^{2}+1\right)\|\xi\|_{L^{2}(\Omega)}^{2}  \tag{23}\\
\|\xi\|_{L^{2}(\Omega)}^{2}= & a(\xi, w)+\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) \xi, w\right\rangle_{\partial B_{R}}-\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) \xi, w\right\rangle_{\partial B_{R}}  \tag{24}\\
a(\xi, \psi)+\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) \xi, \psi\right\rangle= & \left\langle g, \psi-\psi_{h}\right\rangle_{\partial D}-a_{N}\left(u_{h}^{N}, \psi-\psi_{h}\right) \\
& \quad+\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) u, \psi\right\rangle_{\partial B_{R}} \quad \text { for any } \psi \in H^{1}(\Omega), \psi_{h} \in V_{h} . \tag{25}
\end{align*}
$$

Proof It follows from the definition of the sesquilinear form of $a$ in (10) that

$$
a(\xi, \xi)=(\nabla \xi, \nabla \xi)-\kappa^{2}(\xi, \xi)-\langle\mathscr{T} \xi, \xi\rangle_{\partial B_{R}},
$$

which gives

$$
\|\xi\|_{H^{1}(\Omega)}^{2}=a(\xi, \xi)+\langle\mathscr{T} \xi, \xi\rangle_{\partial B_{R}}+\left(\kappa^{2}+1\right)\|\xi\|_{L^{2}(\Omega)}^{2} .
$$

Taking the real parts on both sides of the above equation yields (23). Taking $v=\xi$ in (20) gives (24). It remains to prove (25).

It follows from (9) and (17) that

$$
\begin{aligned}
a(\xi, \psi)= & a\left(u-u_{h}^{N}, \psi-\psi_{h}\right)+a\left(u-u_{h}, \psi_{h}\right) \\
= & \left\langle g, \psi-\psi_{h}\right\rangle_{\partial D}-a\left(u_{h}^{N}, \psi-\psi_{h}\right)+a\left(u-u_{h}^{N}, \psi_{h}\right) \\
= & \left\langle g, \psi-\psi_{h}\right\rangle_{\partial D}-a_{N}\left(u_{h}^{N}, \psi-\psi_{h}\right) \\
& +\left(a_{N}\left(u_{h}^{N}, \psi-\psi_{h}\right)-a\left(u_{h}^{N}, \psi-\psi_{h}\right)\right)+\left(a\left(u, \psi_{h}\right)-a\left(u_{h}^{N}, \psi_{h}\right)\right) .
\end{aligned}
$$

Noting that $a\left(u, \psi_{h}\right)=\left\langle g, \psi_{h}\right\rangle_{\partial D}=a_{N}\left(u_{h}^{N}, \psi_{h}\right)$, we have

$$
\begin{aligned}
a(\xi, \psi)= & \left\langle g, \psi-\psi_{h}\right\rangle_{\partial D}-a_{N}\left(u_{h}^{N}, \psi-\psi_{h}\right)+\left(a_{N}\left(u_{h}^{N}, \psi\right)-a\left(u_{h}^{N}, \psi\right)\right) \\
= & \left\langle g, \psi-\psi_{h}\right\rangle_{\partial D}-a_{N}\left(u_{h}^{N}, \psi-\psi_{h}\right)+\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) u_{h}^{N}, \psi\right\rangle_{\partial B_{R}} \\
= & \left\langle g, \psi-\psi_{h}\right\rangle_{\partial D}-a_{N}\left(u_{h}^{N}, \psi-\psi_{h}\right)-\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) \xi, \psi\right\rangle_{\partial B_{R}} \\
& +\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) u, \psi\right\rangle_{\partial B_{R}},
\end{aligned}
$$

which implies (25).
It is necessary to estimate (25) and the last term in (24) in order to prove Theorem 1 . We first show a trace regularity result.

Lemma 2 For any $u \in H^{1}(\Omega)$, we have

$$
\|u\|_{H^{1 / 2}\left(\partial B_{R}\right)} \lesssim\|u\|_{H^{1}(\Omega)}, \quad\|u\|_{H^{1 / 2}\left(\partial B_{R^{\prime}}\right)} \lesssim\|u\|_{H^{1}(\Omega)}
$$

Proof Consider the annulus

$$
B_{R} \backslash \bar{B}_{R^{\prime}}=\left\{(r, \theta): R^{\prime}<r<R, 0<\theta<2 \pi\right\} .
$$

It is clear to note that $B_{R} \backslash \bar{B}_{R^{\prime}} \subset \Omega$. A simple calculation yields

$$
\begin{aligned}
\left(R-R^{\prime}\right)|\zeta(R)|^{2} & =\int_{R^{\prime}}^{R}|\zeta(r)|^{2} \mathrm{~d} r+\int_{R^{\prime}}^{R} \int_{r}^{R} \frac{\mathrm{~d}}{\mathrm{~d} t}|\zeta(t)|^{2} \mathrm{~d} t \mathrm{~d} r \\
& \leq \int_{R^{\prime}}^{R}|\zeta(r)|^{2} \mathrm{~d} r+\left(R-R^{\prime}\right) \int_{R^{\prime}}^{R} 2\left|\zeta(r) \| \zeta^{\prime}(r)\right| \mathrm{d} r
\end{aligned}
$$

which implies by Young's inequality that

$$
|\zeta(R)|^{2} \leq\left(1+\left(R-R^{\prime}\right)^{-1}\right) \int_{R^{\prime}}^{R}\left(1+n^{2}\right)^{1 / 2}|\zeta(r)|^{2} \mathrm{~d} r+\int_{R^{\prime}}^{R}\left(1+n^{2}\right)^{-1 / 2}\left|\zeta^{\prime}(r)\right|^{2} \mathrm{~d} r
$$

Hence we have

$$
\begin{aligned}
\left(1+n^{2}\right)^{1 / 2}|\zeta(R)|^{2} & \leq\left(1+\left(R-R^{\prime}\right)^{-1}\right) \int_{R^{\prime}}^{R}\left(1+n^{2}\right)|\zeta(r)|^{2} \mathrm{~d} r+\int_{R^{\prime}}^{R}\left|\zeta^{\prime}(r)\right|^{2} \mathrm{~d} r \\
& \leq\left(1+\left(R-R^{\prime}\right)^{-1}\right) \int_{R^{\prime}}^{R}\left(\left(1+n^{2}\right)|\zeta(r)|^{2}+\left|\zeta^{\prime}(r)\right|^{2}\right) \mathrm{d} r
\end{aligned}
$$

Given $u \in H^{1}(\Omega)$, it follows from the definitions of the $H^{1 / 2}\left(\partial B_{R}\right)$ norm (5) and the $H^{1}(\Omega)$ norm (4) that we have

$$
\|u\|_{H^{1 / 2}\left(\partial B_{R}\right)}^{2}=2 \pi \sum_{n \in \mathbb{Z}}\left(1+n^{2}\right)^{1 / 2}\left|\hat{u}_{n}(R)\right|^{2}
$$

and

$$
\|u\|_{H^{1}\left(B_{R} \backslash B_{R^{\prime}}\right)}^{2}=2 \pi \sum_{n \in \mathbb{Z}} \int_{R^{\prime}}^{R}\left(\left(r+\frac{n^{2}}{r}\right)\left|\hat{u}_{n}(r)\right|^{2}+r\left|\hat{u}_{n}^{\prime}(r)\right|^{2}\right) \mathrm{d} r .
$$

Combining the above estimates gives

$$
\begin{aligned}
\|u\|_{H^{1 / 2}\left(\partial B_{R}\right)}^{2} & \leq 2 \pi\left(1+\left(R-R^{\prime}\right)^{-1}\right) \sum_{n \in \mathbb{Z}} \int_{R^{\prime}}^{R}\left(\left(1+n^{2}\right)\left|\hat{u}_{n}(r)\right|^{2}+\left|\hat{u}_{n}^{\prime}(r)\right|^{2}\right) \mathrm{d} r \\
& \lesssim 2 \pi \sum_{n \in \mathbb{Z}} \int_{R^{\prime}}^{R}\left(\left(r+\frac{n^{2}}{r}\right)\left|\hat{u}_{n}(r)\right|^{2}+r\left|\hat{u}_{n}^{\prime}(r)\right|^{2}\right) \mathrm{d} r \\
& =\|u\|_{H^{1}\left(B_{R} \backslash B_{R^{\prime}}\right)}^{2} \leq\|u\|_{H^{1}(\Omega)}^{2} .
\end{aligned}
$$

Similarly, the second estimate can be proved by observing that

$$
\left(R-R^{\prime}\right)\left|\zeta\left(R^{\prime}\right)\right|^{2}=\int_{R^{\prime}}^{R}|\zeta(r)|^{2} \mathrm{~d} r+\int_{R^{\prime}}^{R} \int_{r}^{R^{\prime}} \frac{\mathrm{d}}{\mathrm{~d} t}|\zeta(t)|^{2} \mathrm{~d} t \mathrm{~d} r,
$$

which completes the proof.
Lemma 3 Let $u$ be the solution to (9). We have

$$
\left|\hat{u}_{n}(R)\right| \lesssim\left(\frac{R^{\prime}}{R}\right)^{|n|}\left|\hat{u}_{n}\left(R^{\prime}\right)\right| .
$$

Proof It is known that the solution of the scattering problem (1)-(3) admits the series expansion

$$
\begin{equation*}
u(r, \theta)=\sum_{n \in \mathbb{Z}} \frac{H_{n}^{(1)}(\kappa r)}{H_{n}^{(1)}\left(\kappa R^{\prime}\right)} \hat{u}_{n}\left(R^{\prime}\right) e^{\mathrm{i} n \theta}, \quad \hat{u}_{n}\left(R^{\prime}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} u\left(R^{\prime}, \theta\right) e^{-\mathrm{i} n \theta} \mathrm{~d} \theta \tag{26}
\end{equation*}
$$

for all $r>R^{\prime}$. Evaluating (26) at $r=R$ yields

$$
u(R, \theta)=\sum_{n \in \mathbb{Z}} \frac{H_{n}^{(1)}(\kappa R)}{H_{n}^{(1)}\left(\kappa R^{\prime}\right)} \hat{u}_{n}\left(R^{\prime}\right) e^{\mathrm{i} n \theta}
$$

which implies

$$
\hat{u}_{n}(R)=\frac{H_{n}^{(1)}(k R)}{H_{n}^{(1)}\left(k R^{\prime}\right)} \hat{u}_{n}\left(R^{\prime}\right) .
$$

Using the asymptotic expression in (14), we obtain

$$
\left|\hat{u}_{n}(R)\right|=\left|\frac{H_{n}^{(1)}(k R)}{H_{n}^{(1)}\left(k R^{\prime}\right)}\right|\left|\hat{u}_{n}\left(R^{\prime}\right)\right| \lesssim\left(\frac{R^{\prime}}{R}\right)^{|n|}\left|\hat{u}_{n}\left(R^{\prime}\right)\right|,
$$

which completes the proof.

Lemma 4 For any $\psi \in H^{1}(\Omega)$, we have

$$
\begin{aligned}
& \left|a(\xi, \psi)+\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) \xi, \psi\right\rangle_{\partial B_{R}}\right| \\
& \lesssim\left(\left(\sum_{T \in \mathcal{M}_{h}} \eta_{T}^{2}\right)^{1 / 2}+\left(\frac{R^{\prime}}{R}\right)^{N}\|g\|_{L^{2}(\partial D)}\right)\|\psi\|_{H^{1}(\Omega)}
\end{aligned}
$$

Proof Define

$$
\begin{aligned}
J_{1} & =\left\langle g, \psi-\psi_{h}\right\rangle_{\partial D}-a_{N}\left(u_{h}^{N}, \psi-\psi_{h}\right) \\
J_{2} & =\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) u, \psi\right\rangle_{\partial B_{R}}
\end{aligned}
$$

where $\psi_{h} \in V_{h}$. It follows from (25) that

$$
a(\xi, \psi)+\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) \xi, \psi\right\rangle_{\partial B_{R}}=J_{1}+J_{2} .
$$

By the definition of the sesquilinear form (18), $J_{1}$ can be rewritten as

$$
\begin{aligned}
J_{1}= & \sum_{T \in \mathcal{M}_{h}}\left(\int_{T}\left(-\nabla u_{h}^{N} \cdot \nabla\left(\bar{\psi}-\bar{\psi}_{h}\right)+\kappa^{2} u_{h}^{N}\left(\bar{\psi}-\bar{\psi}_{h}\right)\right) \mathrm{d} x\right. \\
& \left.+\sum_{e \in \partial T \cap \partial B_{R}} \int_{e} \mathscr{T}_{N} u_{h}^{N}\left(\bar{\psi}-\bar{\psi}_{h}\right) \mathrm{d} s+\sum_{e \in \partial T \cap \Gamma} \int_{e} g\left(\bar{\psi}-\bar{\psi}_{h}\right) \mathrm{d} s\right)
\end{aligned}
$$

Using the integration by parts, we get

$$
\begin{aligned}
J_{1}= & \sum_{T \in \mathcal{M}_{h}}\left(\int_{T}\left(\Delta u_{h}^{N}+\kappa^{2} u_{h}^{N}\right)\left(\bar{\psi}-\bar{\psi}_{h}\right) \mathrm{d} x-\sum_{e \in \partial T} \int_{e} \nabla u_{h}^{N} \cdot \nu\left(\bar{\psi}-\bar{\psi}_{h}\right) \mathrm{d} s\right. \\
& \left.+\sum_{e \in \partial T \cap \partial B_{R}} \int_{e} \mathscr{T}_{N} u_{h}^{N}\left(\bar{\psi}-\bar{\psi}_{h}\right) \mathrm{d} s+\sum_{e \in \partial T \cap \Gamma} \int_{e} g\left(\bar{\psi}-\bar{\psi}_{h}\right) \mathrm{d} s\right) \\
= & \sum_{T \in \mathcal{M}_{h}}\left(\int_{T} \mathscr{R}_{h}^{N}\left(\bar{\psi}-\bar{\psi}_{h}\right) \mathrm{d} x+\sum_{e \in \partial T} \frac{1}{2} \int_{e} J_{e}\left(\bar{\psi}-\bar{\psi}_{h}\right) \mathrm{d} s\right)
\end{aligned}
$$

Now we take $\psi_{h}=\Pi_{h} \psi \in V_{h}$. Here $\Pi_{h}$ is the Scott-Zhang interpolation operator, which has the following interpolation estimates:

$$
\left\|v-\Pi_{h} v\right\|_{L^{2}(T)} \lesssim h_{T}\|\nabla v\|_{L^{2}(\tilde{T})}, \quad\left\|v-\Pi_{h} v\right\|_{L^{2}(e)} \lesssim h_{e}^{1 / 2}\|v\|_{H^{1}\left(\tilde{T}_{e}\right)} .
$$

Here $\tilde{T}$ and $\tilde{T}_{e}$ are the union of all the elements in $\mathcal{M}_{h}$, which have nonempty intersection with the element $T$ and the side $e$, respectively. The trace theorem has been used in the proof of the second estimate. In fact, assuming that the affine mapping $\left(x_{1}, x_{2}\right) \rightarrow\left(\lambda_{1}, \lambda_{2}\right)$ maps the element $T$ onto the reference element $\hat{T}$ with vertices $\hat{P}_{1}(0,0), \hat{P}_{2}(1,0)$ and $\hat{P}_{3}(0,1)$, the side $e$ onto the side $\hat{e}$ of $\hat{T}$, and the function $v-\Pi_{h} v$ on $T$ into the function $\left(\hat{v}-\hat{\Pi}_{h} \hat{v}\right)\left(\lambda_{1}, \lambda_{2}\right)=\left(v-\Pi_{h} v\right)\left(x_{1}, x_{2}\right)$ on $\hat{T}$, we have

$$
\int_{e}\left|v-\Pi_{h} v\right|^{2} \mathrm{~d} s \lesssim h_{e} \int_{\hat{e}}\left|\hat{v}-\hat{\Pi}_{h} \hat{v}\right|^{2} \mathrm{~d} \hat{s}
$$

It follows from the trace theorem that

$$
\int_{\hat{e}}\left|\hat{v}-\hat{\Pi}_{h} \hat{v}\right|^{2} \mathrm{~d} \hat{s} \lesssim\left\|\hat{v}-\hat{\Pi}_{h} \hat{v}\right\|_{H^{1}(\hat{T})}^{2}
$$

Using the relationship between the Sobolev semi-norms of a function before and after an affine mapping, we obtain

$$
\left\|\hat{v}-\hat{\Pi}_{h} \hat{v}\right\|_{L^{2}(\hat{T})} \lesssim h_{T}^{-1}\left\|v-\Pi_{h} v\right\|_{L^{2}(T)}, \quad\left|\hat{v}-\hat{\Pi}_{h} \hat{v}\right|_{H^{1}(\hat{T})} \lesssim\left|v-\Pi_{h} v\right|_{H^{1}(T)}
$$

which give

$$
\left\|v-\Pi_{h} v\right\|_{L^{2}(e)} \lesssim h_{e}^{1 / 2}\left(h_{T}^{-1}\left\|v-\Pi_{h} v\right\|_{L^{2}(T)}+\left|v-\Pi_{h} v\right|_{H^{1}(T)}\right) \lesssim h_{e}^{1 / 2}\|v\|_{H^{1}\left(\tilde{T}_{e}\right)} .
$$

It follows from the Cauchy-Schwarz inequality and the interpolation estimates that

$$
\begin{aligned}
\left|J_{1}\right| & \lesssim \sum_{T \in \mathcal{M}_{h}}\left(h_{T}\left\|\mathscr{R} u_{h}^{N}\right\|_{L^{2}(T)}\|\nabla \psi\|_{L^{2}(\tilde{T})}+\sum_{e \in \partial T} \frac{1}{2} h_{e}^{1 / 2}\left\|J_{e}\right\|_{L^{2}(e)}\|\psi\|_{H^{1}\left(\tilde{T}_{e}\right)}\right) \\
& \lesssim \sum_{T \in \mathcal{M}_{h}}\left(h_{T}\left\|\mathscr{R} u_{h}^{N}\right\|_{L^{2}(T)}+\left(\sum_{e \in \partial T} \frac{1}{2} h_{e}\left\|J_{e}\right\|_{L^{2}(e)}^{2}\right)^{1 / 2}\right)\|\psi\|_{H^{1}(\Omega)} .
\end{aligned}
$$

Using (19), we immediately get

$$
\left|J_{1}\right| \lesssim\left(\sum_{T \in \mathcal{M}_{h}} \eta_{T}^{2}\right)^{1 / 2}\|\psi\|_{H^{1}(\Omega)}
$$

It follows from the definitions of (7) and (16) that

$$
\begin{aligned}
\left|J_{2}\right| & =\left|\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) u, \psi\right\rangle_{\partial B_{R}}\right|=\left|\frac{2 \pi}{R} \sum_{|n|>N} h_{n}(\kappa R) \hat{u}_{n}(R) \overline{\hat{\psi}}_{n}(R)\right| \\
& \leq\left(\frac{2 \pi}{R}\right) \sum_{|n|>N}\left|h_{n}(\kappa R)\right|\left|\hat{u}_{n}(R)\right|\left|\hat{\psi}_{n}(R)\right| .
\end{aligned}
$$

Using Lemma 3, we obtain

$$
\begin{aligned}
\left|J_{2}\right| & \lesssim \sum_{|n|>N} 2 \pi\left|h_{n}(\kappa R)\right|\left(\frac{R^{\prime}}{R}\right)^{|n|}\left|\hat{u}_{n}\left(R^{\prime}\right)\right|\left|\hat{\psi}_{n}(R)\right| \\
& \lesssim\left(\frac{R^{\prime}}{R}\right)^{N} \sum_{|n|>N} 2 \pi\left|h_{n}(\kappa R) \| \hat{u}_{n}\left(R^{\prime}\right)\right|\left|\hat{\psi}_{n}(R)\right|
\end{aligned}
$$

It is shown in [14] that

$$
\begin{equation*}
\left|h_{n}(\kappa R)\right| \lesssim\left(1+n^{2}\right)^{1 / 2} \lesssim|n| \tag{27}
\end{equation*}
$$

which together with Lemma 3 yields

$$
\begin{aligned}
\left|J_{2}\right| & \lesssim\left(\frac{R^{\prime}}{R}\right)^{N}\left(\sum_{|n|>N} 2 \pi\left(1+n^{2}\right)^{1 / 2}\left|\hat{u}_{n}\left(R^{\prime}\right)\right|^{2}\right)^{1 / 2}\left(\sum_{|n|>N} 2 \pi\left(1+n^{2}\right)^{1 / 2}\left|\hat{\psi}_{n}(R)\right|^{2}\right)^{1 / 2} \\
& \lesssim\left(\frac{R^{\prime}}{R}\right)^{N}\|u\|_{H^{1 / 2}\left(\partial B_{R^{\prime}}\right)}\|\psi\|_{H^{1 / 2}\left(\partial B_{R}\right)} \lesssim\left(\frac{R^{\prime}}{R}\right)^{N}\|u\|_{H^{1}(\Omega)}\|\psi\|_{H^{1}(\Omega)} .
\end{aligned}
$$

Using the stability estimate (12), we get

$$
\left|J_{2}\right| \lesssim\left(\frac{R^{\prime}}{R}\right)^{N}\|g\|_{L^{2}(\partial D)}\|\psi\|_{H^{1}(\Omega)}
$$

Combining the above estimates yields

$$
\left|J_{1}+J_{2}\right| \lesssim\left(\left(\sum_{T \in \mathcal{M}_{h}} \eta_{T}^{2}\right)^{1 / 2}+\left(\frac{R^{\prime}}{R}\right)^{N}\|g\|_{L^{2}(\partial D)}\right)\|\psi\|_{H^{1}(\Omega)}
$$

which completes the proof.
Lemma 5 Let $w$ be the solution of the dual problem (20). We have

$$
\left|\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) \xi, w\right\rangle_{\partial B_{R}}\right| \lesssim N^{-2}\|\xi\|_{H^{1}(\Omega)}^{2} .
$$

Proof It follows from (27), the Cauchy-Schwarz inequality, and Lemma 2 that

$$
\begin{aligned}
&\left|\left\langle\left(\mathscr{T}-\mathscr{T}_{N}\right) \xi, w\right\rangle_{\partial B_{R}}\right| \leq 2 \pi \sum_{|n|>N}\left|h_{n}(k R)\right|\left|\hat{\xi}_{n}(R)\right|\left|\hat{w}_{n}(R)\right| \lesssim 2 \pi \sum_{|n|>N}|n|\left|\hat{\xi}_{n}(R)\right|\left|\hat{w}_{n}(R)\right| \\
&= 2 \pi \sum_{|n|>N}\left(\left(1+n^{2}\right)^{1 / 2}|n|^{3}\right)^{-1 / 2}\left(1+n^{2}\right)^{1 / 4}\left|\hat{\xi}_{n}(R)\right||n|^{5 / 2}\left|\hat{w}_{n}(R)\right| \\
& \lesssim \max _{|n|>N}\left(\left(1+n^{2}\right)^{1 / 2}|n|^{3}\right)^{-1 / 2}\left(2 \pi \sum_{|n|>N}\left(1+n^{2}\right)^{1 / 2}\left|\hat{\xi}_{n}(R)\right|^{2}\right)^{1 / 2} \\
& \times\left(\sum_{|n|>N}|n|^{5}\left|\hat{w}_{n}(R)\right|^{2}\right)^{1 / 2} \\
& \lesssim N^{-2}\|\xi\|_{H^{1 / 2}\left(\partial B_{R}\right)}\left(\sum_{|n|>N}|n|^{5}\left|\hat{w}_{n}(R)\right|^{2}\right)^{1 / 2} \\
& \lesssim N^{-2}\|\xi\|_{H^{1}(\Omega)}\left(\sum_{|n|>N}|n|^{5}\left|\hat{w}_{n}(R)\right|^{2}\right)^{1 / 2} .
\end{aligned}
$$

Next we consider the dual problem (21) in the annulus $B_{R} \backslash \bar{B}_{R^{\prime}}$ in order to estimate $\hat{w}_{n}(R)$, i.e.,

$$
\begin{cases}\Delta w+\kappa^{2} w=-\xi & \text { in } B_{R} \backslash \bar{B}_{R^{\prime}} \\ w=w\left(R^{\prime}, \theta\right) & \text { on } \partial B_{R^{\prime}} \\ \partial_{r} w-\mathscr{T}^{*} w=0 & \text { on } \partial B_{R}\end{cases}
$$

In the Fourier domain, we obtain a two-point boundary value problem for the coefficient $\hat{w}_{n}$ :

$$
\begin{cases}\frac{\mathrm{d}^{2} \hat{w}_{n}(r)}{\mathrm{d} r^{2}}+\frac{1}{r} \frac{\mathrm{~d} \hat{w}_{n}(r)}{\mathrm{d} r}+\left(\kappa^{2}-\frac{n^{2}}{r^{2}}\right) \hat{w}_{n}(r)=-\hat{\xi}_{n}(r), & R^{\prime}<r<R \\ \frac{\mathrm{~d} \hat{w}_{n}(R)}{\mathrm{d} r}-\frac{1}{R} \bar{h}_{n}(\kappa R) \hat{w}_{n}(R)=0, & r=R \\ \hat{w}_{n}\left(R^{\prime}\right)=\hat{w}_{n}\left(R^{\prime}\right), & r=R^{\prime}\end{cases}
$$

It follows from the variation of parameters that the solution of the above second order equation is

$$
\begin{array}{r}
\hat{w}_{n}(r)=S_{n}(r) \hat{w}_{n}\left(R^{\prime}\right)+\frac{\mathrm{i} \pi}{4} \int_{R^{\prime}}^{r} t W_{n}(r, t) \hat{\xi}_{n}(t) \mathrm{d} t \\
+\frac{\mathrm{i} \pi}{4} \int_{R^{\prime}}^{R} t S_{n}(t) W_{n}\left(R^{\prime}, r\right) \hat{\xi}_{n}(t) \mathrm{d} t \tag{28}
\end{array}
$$

where

$$
S_{n}(r)=\frac{H_{n}^{(2)}(\kappa r)}{H_{n}^{(2)}\left(\kappa R^{\prime}\right)}, \quad W_{n}(r, t)=\operatorname{det}\left[\begin{array}{cc}
H_{n}^{(1)}(\kappa r) & H_{n}^{(2)}(\kappa r) \\
H_{n}^{(1)}(\kappa t) & H_{n}^{(2)}(\kappa t)
\end{array}\right] .
$$

Taking $r=R$ in (28), we get

$$
\hat{w}_{n}(R)=S_{n}(R) \hat{w}_{n}\left(R^{\prime}\right)+\frac{\mathrm{i} \pi}{4} \int_{R^{\prime}}^{R} t S_{n}(R) W_{n}\left(R^{\prime}, t\right) \hat{\xi}_{n}(t) \mathrm{d} t
$$

which yields

$$
\left|\hat{w}_{n}(R)\right| \leq\left|S_{n}(R)\right|\left|\hat{w}_{n}\left(R^{\prime}\right)\right|+\frac{\pi}{4} \int_{R^{\prime}}^{R} t\left|S_{n}(R)\right|\left|W_{n}\left(R^{\prime}, t\right)\right|\left|\hat{\xi}_{n}(t)\right| \mathrm{d} t .
$$

We may easily get from the asymptotic expressions (13) and (14) that

$$
S_{n}(R) \sim\left(\frac{R^{\prime}}{R}\right)^{|n|} \quad \text { as } n \rightarrow \infty
$$

and

$$
\begin{aligned}
W_{n}\left(R^{\prime}, t\right) & =2 \mathrm{i} J_{n}\left(\kappa R^{\prime}\right) Y_{n}\left(\kappa R^{\prime}\right)\left(\frac{J_{n}(\kappa t)}{J_{n}\left(\kappa R^{\prime}\right)}-\frac{Y_{n}(\kappa t)}{Y_{n}\left(\kappa R^{\prime}\right)}\right) \\
& \sim-\frac{2 \mathrm{i}}{\pi|n|}\left(\left(\frac{t}{R^{\prime}}\right)^{|n|}-\left(\frac{R^{\prime}}{t}\right)^{|n|}\right) \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

Thus, we obtain

$$
\left|S_{n}(R)\right| \lesssim\left(\frac{R^{\prime}}{R}\right)^{|n|} \quad \text { and } \quad\left|W_{n}\left(R^{\prime}, t\right)\right| \lesssim|n|^{-1}\left(\frac{t}{R^{\prime}}\right)^{|n|} .
$$

Combining the above estimates yields

$$
\begin{align*}
\left|\hat{w}_{n}(R)\right| & \lesssim\left(\frac{R^{\prime}}{R}\right)^{|n|}\left|\hat{w}_{n}\left(R^{\prime}\right)\right|+|n|^{-1}\left(\frac{R^{\prime}}{R}\right)^{|n|}\left\|\hat{\xi}_{n}(t)\right\|_{L^{\infty}\left(\left[R^{\prime}, R\right]\right)} \int_{R^{\prime}}^{R} t\left(\frac{t}{R^{\prime}}\right)^{|n|} \mathrm{d} t \\
& \lesssim\left(\frac{R^{\prime}}{R}\right)^{|n|}\left|\hat{w}_{n}\left(R^{\prime}\right)\right|+n^{-2}\left\|\hat{\xi}_{n}(t)\right\|_{L^{\infty}\left(\left[R^{\prime}, R\right]\right)} . \tag{29}
\end{align*}
$$

For any $t \in\left[R^{\prime}, R\right]$, without loss of generality, we assume that $t$ is closer to the left endpoint $R^{\prime}$ than the right endpoint $R$. Denote $\delta=R-R^{\prime}$. Then we have $R-t \geq \delta / 2$. Thus

$$
\begin{aligned}
\left|\hat{\xi}_{n}(t)\right|^{2} & =\frac{1}{R-t} \int_{R}^{t}\left((R-s)\left|\hat{\xi}_{n}(s)\right|^{2}\right)^{\prime} \mathrm{d} s \\
& =\frac{1}{R-t} \int_{R}^{t}\left(-\left|\hat{\xi}_{n}(s)\right|^{2}+2(R-s) \operatorname{Re}\left(\hat{\xi}_{n}^{\prime}(s) \overline{\hat{\xi}}_{n}(s)\right)\right) \mathrm{d} s \\
& \leq \frac{1}{R-t} \int_{t}^{R}\left|\hat{\xi}_{n}(s)\right|^{2} \mathrm{~d} s+2 \int_{R^{\prime}}^{R}\left|\hat{\xi}_{n}(s)\right|\left|\hat{\xi}_{n}^{\prime}(s)\right| \mathrm{d} s
\end{aligned}
$$

which implies that

$$
\begin{align*}
\left\|\hat{\xi}_{n}(t)\right\|_{L^{\infty}\left(\left[R^{\prime}, R\right]\right)}^{2} & \leq \frac{2}{\delta}\left\|\hat{\xi}_{n}(t)\right\|_{L^{2}\left(\left[R^{\prime}, R\right]\right)}^{2}+2\left\|\hat{\xi}_{n}(t)\right\|_{L^{2}\left(\left[R^{\prime}, R\right]\right)}\left\|\hat{\xi}_{n}^{\prime}(t)\right\|_{L^{2}\left(\left[R^{\prime}, R\right]\right)} \\
& \leq\left(\frac{2}{\delta}+|n|\right)\left\|\hat{\xi}_{n}(t)\right\|_{L^{2}\left(\left[R^{\prime}, R\right]\right)}^{2}+|n|^{-1}\left\|\hat{\xi}_{n}^{\prime}(t)\right\|_{L^{2}\left(\left[R^{\prime}, R\right]\right)}^{2} \tag{30}
\end{align*}
$$

Using (29) and (30) gives

$$
\begin{aligned}
\sum_{|n|>N}|n|^{5}\left|\hat{w}_{n}(R)\right|^{2} & \lesssim \sum_{|n|>N}|n|^{5}\left(\left(\frac{R^{\prime}}{R}\right)^{|n|}\left|\hat{w}_{n}\left(R^{\prime}\right)\right|+n^{-2}\left\|\hat{\xi}_{n}(t)\right\|_{L^{\infty}\left(\left[R^{\prime}, R\right]\right)}\right)^{2} \\
& \lesssim \sum_{|n|>N}|n|^{5}\left(\left(\frac{R^{\prime}}{R}\right)^{2|n|}\left|\hat{w}_{n}\left(R^{\prime}\right)\right|^{2}+n^{-4}\left\|\hat{\xi}_{n}(t)\right\|_{L^{\infty}\left(\left[R^{\prime}, R\right]\right)}^{2}\right) \\
& =I_{1}+I_{2}
\end{aligned}
$$

where

$$
I_{1}=\sum_{|n|>N}|n|^{5}\left(\frac{R^{\prime}}{R}\right)^{2|n|}\left|\hat{w}_{n}\left(R^{\prime}\right)\right|^{2} \quad \text { and } \quad I_{2}=\sum_{|n|>N}|n|\left\|\hat{\xi}_{n}(t)\right\|_{L^{\infty}\left(\left[R^{\prime}, R\right]\right)}^{2}
$$

Noting that the function $t^{4} e^{-t}$ is bounded on $(0,+\infty)$, we have

$$
I_{1} \lesssim \max _{|n|>N}\left(|n|^{4}\left(\frac{R^{\prime}}{R}\right)^{2|n|}\right) \sum_{|n|>N}\left|n\left\|\left.\hat{w}_{n}\left(R^{\prime}\right)\right|^{2} \lesssim\right\| w\left\|_{H^{1 / 2}\left(\partial B_{R^{\prime}}\right)}^{2} \lesssim\right\| \xi \|_{H^{1}(\Omega)}^{2}\right.
$$

and

$$
\begin{align*}
I_{2} & \lesssim \sum_{|n|>N}\left(|n|\left(\frac{2}{\delta}+|n|\right)\left\|\hat{\xi}_{n}\right\|_{L^{2}\left(\left[R^{\prime}, R\right]\right)}^{2}+\left\|\hat{\xi}_{n}^{\prime}\right\|_{L^{2}\left(\left[R^{\prime}, R\right]\right)}^{2}\right) \\
& \leq \sum_{|n|>N}\left(\left(\frac{2}{\delta}|n|+n^{2}\right)\|\hat{\xi}(t)\|_{L^{2}\left(\left[R^{\prime}, R\right]\right)}^{2}+\left\|\hat{\xi}^{\prime}(t)\right\|_{L^{2}\left(\left[R^{\prime}, R\right]\right)}^{2}\right) \tag{31}
\end{align*}
$$

A simple calculation yields

$$
\begin{align*}
\|\xi\|_{H^{1}\left(B_{R} \backslash B_{R^{\prime}}\right)}^{2} & =2 \pi \sum_{n \in \mathbb{Z}} \int_{R^{\prime}}^{R}\left(\left(r+\frac{n^{2}}{r}\right)\left|\hat{\xi}_{n}(r)\right|^{2}+r\left|\hat{\xi}_{n}^{\prime}(r)\right|^{2}\right) \mathrm{d} r \\
& \geq 2 \pi \sum_{n \in \mathbb{Z}} \int_{R^{\prime}}^{R}\left(\left(R^{\prime}+\frac{n^{2}}{R}\right)\left|\hat{\xi}_{n}(r)\right|^{2}+R^{\prime}\left|\hat{\xi}_{n}^{\prime}(r)\right|^{2}\right) \mathrm{d} r \tag{32}
\end{align*}
$$

It is easy to note that

$$
\begin{equation*}
\frac{2}{\delta}|n|+n^{2} \lesssim R^{\prime}+\frac{n^{2}}{R} \tag{33}
\end{equation*}
$$

It follows from (31)-(33) that

$$
I_{2} \lesssim\|\xi\|_{H^{1}\left(B_{R} \backslash B_{R^{\prime}}\right)}^{2}+\frac{1}{R^{\prime}}\|\xi\|_{H^{1}\left(B_{R} \backslash B_{R^{\prime}}\right)}^{2} \lesssim\|\xi\|_{H^{1}\left(B_{R} \backslash B_{R^{\prime}}\right)}^{2} \leq\|\xi\|_{H^{1}(\Omega)}^{2}
$$

Therefore, we have

$$
\sum_{|n|>N}|n|^{5}\left|\hat{w}_{n}(R)\right|^{2} \lesssim\|\xi\|_{H^{1}(\Omega)}^{2}
$$

which completes the proof.
We now prove the main conclusion.
Proof It is easy to verify from (16) and (27) that

$$
\operatorname{Re}\left\langle\mathscr{T}_{N} \xi, \xi\right\rangle_{\partial B_{R}}=2 \pi \sum_{|n| \leq N} \operatorname{Re}\left(h_{n}(\kappa R)\right)\left|\hat{\xi}_{n}\right|^{2} \leq 0 .
$$

It follows from (23) and Lemma 4 that there exist two positive constants $C_{1}$ and $C_{2}$ independent of $h$ and $N$ such that

$$
\|\xi\|_{H^{1}(\Omega)}^{2} \leq C_{1}\left(\left(\sum_{T \in \mathcal{M}_{h}} \eta_{T}^{2}\right)^{1 / 2}+\left(\frac{R^{\prime}}{R}\right)^{N}\|g\|_{L^{2}(\partial D)}\right)\|\xi\|_{H^{1}(\Omega)}+C_{2}\|\xi\|_{L^{2}(\Omega)}^{2} .
$$

Using (24), Lemma 4, (22), and Lemma 5, we obtain
$\|\xi\|_{L^{2}(\Omega)}^{2} \leq C_{3}\left(\left(\sum_{T \in \mathcal{M}_{h}} \eta_{T}^{2}\right)^{1 / 2}+\left(\frac{R^{\prime}}{R}\right)^{N}\|g\|_{L^{2}(\partial D)}\right)\|\xi\|_{L^{2}(\Omega)}+C_{4} N^{-2}\|\xi\|_{H^{1}(\Omega)}^{2}$,
where $C_{3}>0$ and $C_{4}>0$ are independent of $h$ and $N$. Combining the above two estimates, we have

$$
\begin{gathered}
\|\xi\|_{H^{1}(\Omega)}^{2} \leq\left(C_{1}+C_{2} C_{3}\right)\left(\left(\sum_{T \in \mathcal{M}_{h}} \eta_{T}^{2}\right)^{1 / 2}+\left(\frac{R^{\prime}}{R}\right)^{N}\|g\|_{L^{2}(\partial D)}\right)\|\xi\|_{H^{1}(\Omega)} \\
+C_{2} C_{4} N^{-2}\|\xi\|_{H^{1}(\Omega)}^{2}
\end{gathered}
$$

Choose a sufficiently large integer $N_{0}$ such that $C_{2} C_{4} N_{0}^{-2} \leq 1 / 2$, which completes the proof by taking $N>N_{0}$.

## 5 Implementation and numerical examples

In this section, we discuss the implementation of the adaptive finite element algorithm with the truncated $\operatorname{DtN}$ boundary condition and present two numerical examples to demonstrate the competitive performance of the proposed method.

```
Given the tolerance \(\epsilon>0, \theta \in(0,1)\);
Fix the computational domain \(\Omega=B_{R} \backslash \bar{D}\) by choosing the radius \(R\);
Choose \(R^{\prime}\) and \(N\) such that \(\epsilon_{N} \leq 10^{-8}\);
Construct an initial triangulation \(\mathcal{M}_{h}\) over \(\Omega\) and compute error estimators;
While \(\epsilon_{h}>\epsilon\) do
    choose \(\hat{\mathcal{M}}_{h} \subset \mathcal{M}_{h}\) according to the strategy \(\eta_{\hat{\mathcal{M}}_{h}}>\theta \eta_{\mathcal{M}_{h}}\);
    refine all the elements in \(\hat{\mathcal{M}}_{h}\) and obtain a new mesh denoted still by \(\mathcal{M}_{h}\);
    solve the discrete problem (17) on the new mesh \(\mathcal{M}_{h}\);
    compute the corresponding error estimators;
End while.
```

Table 1 The adaptive DtN-FEM algorithm.

### 5.1 Adaptive algorithm

Based on the a posteriori error estimate from Theorem 1, we use the PDE toolbox of MATLAB to implement the adaptive algorithm of the linear finite element formulation. It is shown in Theorem 1 that the a posteriori error estimate consists of two parts: the finite element discretization error $\epsilon_{h}$ and the truncation error $\epsilon_{N}$ which depends on $N$, where

$$
\begin{align*}
\epsilon_{h} & =\left(\sum_{T \in \mathcal{M}_{h}} \eta_{T}^{2}\right)^{1 / 2}=\eta_{\mathcal{M}_{h}}  \tag{34}\\
\epsilon_{N} & =\left(\frac{R^{\prime}}{R}\right)^{N}\|g\|_{L^{2}(\partial D)} \tag{35}
\end{align*}
$$

In the implementation, we can choose $R^{\prime}, R$, and $N$ based on (35) such that the finite element discretization error is not contaminated by the truncation error, or more specifically, $\epsilon_{N}$ is required to be very small compared with $\epsilon_{h}$, say, $\epsilon_{N} \leq 10^{-8}$. For simplicity, in the following numerical experiments, $R^{\prime}$ is chosen such that the scatterer lies exactly in the circle $B_{R^{\prime}}$, and $N$ is taken to be the smallest positive integer satisfying $\epsilon_{N} \leq 10^{-8}$. Table 1 shows the adaptive finite element algorithm with the DtN boundary condition for solving the scattering problem (9).

### 5.2 Numerical experiments

We report two numerical examples to demonstrate the effectiveness of the proposed method. In particular, we compare the method with the adaptive finite element method with the perfectly matched layer (PML) [9]. In our implementation, we set the wave number by $\kappa=2 \pi$, which accounts for the wavelength $\lambda=2 \pi / \kappa=1$, and take $\theta=0.5$ in Table 1. For comparison, the complex coordinate stretching of the PML method is defined by

$$
\tilde{x}=x(1+\mathrm{i} \sigma(r-R)) \quad \text { for all } x \in \mathbb{R}^{2} \backslash \bar{B}_{R}
$$

where $r=|x|$ and $\sigma>0$ is a positive constant and is taken as $\sigma=5$.
Example 1. Let the obstacle $D=B_{1}$ be the unit ball and $\Omega=B_{2}$. In (2), the boundary condition $g$ is chosen such that the exact solution is

$$
\begin{equation*}
u(x)=H_{0}^{(1)}(\kappa|x|) \tag{36}
\end{equation*}
$$



Fig. 2 Quasi-optimality of the a priori and a posteriori error estimates for Example 1. (left) the adaptive DtN method; (right) the adaptive PML method.

We set $R^{\prime}=1$ in the algorithm. For the adaptive PML method, the thickness of the PML is set by $\rho=2$ so that the error of PML approximation is negligible.

Table 2 compares the numerical results by using adaptive mesh refinement and the uniform mesh refinement. Clearly, it shows the advantage of using adaptive mesh refinements. Moreover, it is shown that the a posteriori error estimate $\epsilon_{h}$ provides a rather good estimate for the priori error $e_{h}=\left\|\nabla\left(u-u_{h}^{N}\right)\right\|_{L^{2}(\Omega)}$. Figure 2 displays the curves of $\log e_{h}$ and $\log \epsilon_{h}$ versus $\log \operatorname{DoF}_{h}$ for our adaptive $\operatorname{DtN}$ method and the adaptive PML method, where $\mathrm{DoF}_{h}$ denotes the number of nodal points of the mesh $\mathcal{M}_{h}$ in the domain $\Omega$ for our DtN method or in the domain which is composed of $\Omega$ and the PML layer for the PML method. It indicates that for both of the two methods, the meshes and the associated numerical complexity are quasi-optimal, i.e., $\left\|\nabla\left(u-u_{h}^{N}\right)\right\|_{L^{2}(\Omega)}=\mathcal{O}\left(\operatorname{DoF}_{h}^{-1 / 2}\right)$ holds asymptotically.

Table 2 Comparison of numerical results using adaptive mesh and uniform mesh refinements for Example 1. $\mathrm{DoF}_{h}$ is the number of nodal points of mesh $\mathcal{M}_{h}$.

| Adaptive mesh |  |  |  | Uniform mesh |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{DoF}_{h}$ | $e_{h}$ | $\epsilon_{h}$ | $\epsilon_{h} / e_{h}$ | $\mathrm{DoF}_{h}$ | $e_{h}$ | $\epsilon_{h}$ | $\epsilon_{h} / e_{h}$ |
| 132 | 0.5358 | 0.5712 | 1.0661 | 132 | 0.5358 | 0.5712 | 1.0661 |
| 529 | 0.3393 | 0.3645 | 1.0743 | 478 | 0.3592 | 0.3860 | 1.0745 |
| 1490 | 0.1911 | 0.2232 | 1.1646 | 1812 | 0.1698 | 0.2086 | 1.2280 |
| 6563 | 0.0870 | 0.1117 | 1.1680 | 7048 | 0.0826 | 0.1071 | 1.2975 |
| 17721 | 0.0428 | 0.0549 | 1.2827 | 27792 | 0.0414 | 0.0544 | 1.3163 |

Example 2. This example concerns the scattering of the plane wave $u^{\mathrm{inc}}=e^{\mathrm{i} \kappa x_{1}}$ by a U-shaped obstacle $D$ which is contained in the box $\left\{\left(x_{1}, x_{2}\right):-2.0<x_{1}<\right.$ $\left.2.2,-0.7<x_{2}<0.7\right\}$. There is no analytical solution for this example and the solution contains singularity around the corners of the obstacle. The Neumann boundary condition is set by $g=\partial_{\nu} u^{\mathrm{inc}}$ on $\partial D$. We take $R=3, R^{\prime}=2.31$ for the adaptive $\operatorname{DtN}$ method and set the thickness of the PML by $\rho=3$ for the adaptive PML method.

Figure 3 shows the curve of $\log \epsilon_{h}$ versus $\log \mathrm{DoF}_{h}$. It implies that the decay of the a posteriori error estimates are $\mathcal{O}\left(\mathrm{DoF}_{h}^{-1 / 2}\right)$ for both of the two algorithms. The adaptive meshes are plotted in Figure 4 for the two methods. The adaptive DtN method generates locally refined meshes of $\Omega$, while the adaptive PML method


Fig. 3 Quasi-optimality of the a posteriori error estimates for Example 2.


Fig. 4 An adaptively refined mesh (left) with 3037 elements using the adaptive DtN method and (right) with 6644 elements using the adaptive PML method for Example 2.


Fig. 5 The surface plot of the amplitude of the associated numerical solution restricted in $\Omega$ on the mesh of Figure 4 for Example 2. (left) the adaptive DtN method; (right) the adaptive PML method.
produces automatically coarse mesh size away from the outer boundary of $\Omega$. Figure 5 shows the surface plot of the amplitudes of the associated numerical solutions restricted in $\Omega$.

Based on the above observation, we conclude that the adaptive DtN method is comparable in accuracy, efficiency, and robustness to the adaptive PML method.

## 6 Conclusion

Based on the a posteriori error estimate, we presented an adaptive finite element method with DtN boundary condition for the acoustic obstacle scattering problem. Numerical results show that the proposed method is competitive with the adaptive PML method. This work provides a viable alternative to the adaptive finite element method with PML for solving the same problem and enriches the range of choices available for solving many other wave propagation problems. We hope that the method can be applied to other scientific areas where the problems are proposed in unbounded domains, especially in the areas where the PML technique might not be applicable. Future work is to extend our analysis to the adaptive DtN finite element method for solving the three-dimensional electromagnetic obstacle scattering problem, where the wave propagation is governed by Maxwell's equations.
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