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on formal schemes
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Abstract. On a suitable category of formal schemes equipped with codimen-
sion functions we construct a canonical pseudofunctor (−)♯ taking values in
the corresponding categories of Cousin complexes. Cousin complexes on such
a formal scheme X functorially represent derived-category objects F by the

local cohomologies H
codim(x)
x F (x ∈ X) together with “residue maps” from

the cohomology at x to that at each immediate specialization of x; this rep-
resentation is faithful when restricted to F which are Cohen-Macaulay (CM),
i.e., Hi

xF = 0 whenever i 6= codim(x). Formal schemes provide a framework for
treating local and global duality as aspects of a single theory. One motivation
has been to gain a better understanding of the close relation between local
properties of residues and global variance properties of dualizing complexes
(which are CM). Our construction, depending heavily on local phenomena,
is inspired by, but generalizes and makes more concrete, that of the classical
pseudofunctor (−)∆ taking values in residual complexes, on which the proof
of Grothendieck’s (global) Duality Theorem in Hartshorne’s “Residues and
Duality” is based. Indeed, it is shown in the following paper by Sastry that
(−)♯ is a good “concrete approximation” to the fundamental duality pseudo-
functor (−)!. The pseudofunctor (−)♯ takes residual complexes to residual
complexes, so contains a canonical representative of (−)∆; and it generalizes

as well several other functorial (but not pseudofunctorial) constructions of
residual complexes which appeared in the 1990s.
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1. Introduction and main results

1.1. Introduction. At the heart of the foundations of Grothendieck Duality
lies the duality pseudofunctor (−)! described in the Preface. As indicated in §0.6,
under suitable hypotheses on the map f : X → Y of noetherian formal schemes,
the functor f ! : D+

qct(Y)→ D+
qct(X) can be realized in terms of dualizing complexes

on X and Y. Anyway, the study of dualizing complexes has its own importance, for
example as a natural generalization of the oft-appearing notion of dualizing sheaf.
Concrete models for dualizing complexes—the residual complexes—are found in
the category of Cousin complexes. This category, which, among other virtues, is
an abelian subcategory of the usual category of complexes, provides fertile ground
for a concrete pseudofunctorial (or “variance”) theory modeled after that of (−)!.

Our purpose here is to develop such a canonical pseudofunctorial construction
of Cousin complexes over a suitably general category of formal schemes. (The no-
tion of “pseudofunctor” is recalled at the beginning of §4.) The construction is
motivated by well-known concrete realizations of the duality pseudofunctor (−)!,
and indeed, is shown in [24] to provide a “concrete approximation” to (−)!.

Before stating the main result (in §1.3), we highlight some of its salient features,
and relate it to some results in the literature on Cousin complexes.

First, the underlying category F on which we work is that of morphisms of
noetherian formal schemes with additional mild hypotheses specified below in §1.2.
In particular F contains many ordinary schemes, which can be regarded as formal
schemes whose structure sheaf (of topological rings) has the discrete topology. Also,
F contains the opposite category of the category C of those local homomorphisms of
complete noetherian local rings which induce a finitely generated extension at the
residue fields. A key advantage of working in a category of formal schemes is that it
offers a framework for treating local and global duality as aspects of a single theory,
see, e.g., [2, §2]. This paper continues efforts to generalize all of Grothendieck’s
duality theory to the context of formal schemes.

Second, while originally inspired by a study of the classical construction in
[11, Chap. 6] of a pseudofunctor on residual complexes over schemes (see also [5,
Chap. 3]), we work more generally with Cousin complexes, the only restriction
being that the underlying modules be quasi-coherent and torsion. (Over ordinary
schemes the “torsion” condition is vacuous.) The pseudofunctor we construct does
however take residual complexes to residual complexes (Proposition 9.2.2). So our
construction generalizes the one in [11].

Our construction is based on the canonical pseudofunctor of Huang ([13]),
which is defined over C. This pseudofunctor expands readily to one with values
in the category of graded objects underlying Cousin complexes, that is, Cousin
complexes with vanishing differentials. Most of our effort lies in working out what
to do with nontrivial differentials.

Many details are thus already absorbed into the local theory of residues, through
its basic role in Huang’s work. In fact much of what we do in this paper comes
down ultimately to the relation between local operations involving residues and
global operations on Cousin complexes.

Finally, we note that several canonical constructions of residual complexes came
out during the 1990s, see [14], [15], [27], [23] (some of which also use [13]). These
constructions—functorial, but not pseudofunctorial—lead by various methods to
special cases of our result.
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1.2. Terminology and remarks on basic issues. The main theorem of this
paper is stated in §1.3. To prepare the way, we first describe various underlying
notions, referring to later sections for precise definitions; and give a preliminary
discussion of some of the basic issues involved.

Consider the category F whose objects are all (in some universe) the noetherian
universally catenary formal schemes admitting a codimension function and whose
morphisms X′ → X are all those formal-scheme maps which are essentially of
pseudo-finite type (§2.1). We will usually work with the refined category Fc whose
objects are pairs (X,∆) with X in F and ∆ a codimension function on X, and whose
morphisms (X′,∆′)→ (X,∆) are those F-maps f : X′ → X such that for any x′ ∈ X′

and x := f(x′), ∆(x)−∆′(x′) is the transcendence degree of the residue field exten-
sion k(x′)/k(x) (k(x) being the residue field of the local ring OX,x . . . , see 2.1.2).

Let (X,∆) ∈ Fc. A Cousin complex on (X,∆), or a ∆-Cousin complex on X,
is an OX-complexM• such that for each n ∈ Z, Mn is the direct sum of a family
of OX-submodules (ixMx)x∈X,∆(x)=n, where Mx is an OX,x-module and ixMx is

the extension by 0 of the constant sheaf Mx on the closure {x} such that for all

nonempty open subsets V of {x}, Mx(V ) is the O{x}(V )-module Mx (see §3.2). For

such an M•, and any x ∈ X, ixMx is uniquely determined: ixMx = Γ
{x}
M∆(x),

where Γ
{x}

is the subfunctor of the identity functor taking any OX-module to its

sheaf of sections supported in {x}. Thus Mx, which is (ixMx)(U) for any open

neighborhood U of x, is determined byM• and x, and so we denote it byM•(x).
Let Coz∆(X) be the full subcategory of the category of OX-complexes with

objects those ∆-Cousin OX-complexes M• whose underlying graded modules are
quasi-coherent torsion OX-modules (§2.2, §2.3). By 2.3.5 this last condition onM•
means simply that for any x ∈ X, each element of M•(x) is annihilated by some
power of the maximal ideal mx of OX,x, or, as we will say, M•(x) is a zero-
dimensional OX,x-module. Thus we can, and will, viewM•(x) as a zero-dimensional

module over the mx-adic completion ÔX,x. The category of such modules will be

denoted by (Ox)# .

Let Coz0
∆(X) be the full subcategory of Coz∆(X) with objects those complexes

whose differentials are all zero. For any OX-module F the natural map

HomOX
(F, ixMx)→ HomOX,x

(Fx,Mx)

is easily seen to be bijective (i.e., ix is right-adjoint to the functor F 7→ Fx). Hence

[ HomOX
(iyMy, ixMx) 6= 0 ] =⇒ [ (iyMy)x 6= 0 ] =⇒ [x ∈ {y} ].

Consequently, a morphism ϕ : M• → N • in Coz0
∆(X) is the same thing as a family

of ÔX,x-homomorphisms (ϕ(x) : M•(x) → N •(x))x∈X
. It follows that Coz0

∆(X) is

naturally equivalent to the disjoint union of the family of categories ((Ox)#)x∈X
.

(It also follows that the category Coz∆(X) is abelian.)

The forgetful functor Fgt∆(X) : Coz∆(X) → Coz0
∆(X) sends a complex to its

underlying graded module, and a map of complexes to itself.

Example 1.2.1. The scheme X = Spec(Z) is an affine formal scheme with (0) as an
ideal of definition. Every OX-module is a torsion module. Let ∆ be the codimension
function sending the generic point to 0 and all other points to 1.

The natural surjection Q ։ Q/Z ∼= ⊕p (Q/ZpZ) (with p ranging over the positive
primes, so that pZ ranges over all nonzero prime ideals) may be viewed as a Z-complex
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concentrated in degrees 0 and 1. Application of the sheafification functor ∼ produces a
complex in Coz∆(X)

Q∼ −→
M

p

(Q/ZpZ)∼.

This is a residual complex, with homology OX concentrated in degree 0.
Analogous statements hold for any Dedekind domain and its fraction field. For a

generalization to any irreducible regular scheme, with the codimension function which
sends the generic point to 0, see [11, p. 304, Example].

By a Coz-valued (resp. Coz0-valued) pseudofunctor on Fc we shall always mean
a contravariant pseudofunctor (see §4) on the category Fc which assigns to any
(X,∆) in Fc the category Coz∆(X) (resp. Coz0

∆(X)).
We aim to construct a canonical Coz-valued pseudofunctor on Fc, one which,

when restricted to pseudo-proper maps will be shown in [24] to be right adjoint
to the direct image functor of Cousin complexes, and further, to be a “concrete
approximation” to the basic duality pseudofunctor (−)!. Let us discuss briefly
some of the issues involved.

To begin with, the following examples serve as inspiration for our construction.
These are generalized Cousin versions of well-known concrete realizations of (−)!

on ordinary schemes.

Example 1.2.2. Let f : (X,∆1)→ (Y,∆) be an Fc-map andM• ∈ Coz∆(Y).

(i) If f is smooth, with relative dimension d (a locally constant function, see
2.4.2, 2.6.2), then the complex E∆1RΓ

′
X(f∗M• ⊗X ωf [d]) is in Coz∆1(X) (see 2.6.4

and §5.1), where:
—E∆1 is the Cousin functor corresponding to the filtration of X induced by ∆1

(see §3.2);
—Γ ′X is the subfunctor of the identity functor on OX-modules associating to any
such module the largest submodule each section of which, over any open set U, is
annihilated by some open OU-ideal (see §2.3), and RΓ ′X is the right-derived functor
of Γ ′X;
—ωf is the d-th exterior power of the complete differential module of X over Y (see
§2.5, 2.6.1, 2.6.4); and [d] is the usual translation operator on complexes, where
both instances of “d” should be replaced separately on each connected component
of X by the value of d on that component.

Thus we get a functor Ef : Coz∆(Y) → Coz∆1(X). In §5 we expand this func-
tor to a pseudofunctor on smooth maps. This expansion is canonical in that it
involves no choices other than the sign convention fixed in §1.4(v) to handle the
relation between ⊗ and translation of complexes. For open immersions f, Ef is
then canonically pseudofunctorially isomorphic to the usual restriction functor f∗.

(ii) If f is a closed immersion ([10, p. 442]), the complex f−1HomY(f∗OX,M•)
is in Coz∆1(X) (see 6.1.1).

Thus we get a functor f ♭ : Coz∆(Y)→ Coz∆1(X). In §6 we canonically expand
this functor to a pseudofunctor on closed immersions. For open-and-closed im-
mersions f, f ♭ is canonically pseudofunctorially isomorphic to the usual restriction
functor f∗.
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What we want is to glue these examples together, i.e., to get a Coz-valued
pseudofunctor (−)♯ on Fc whose restriction to smooth maps (resp. closed immer-
sions) is isomorphic to E(−) (resp. (−)♭). The result should be canonical, i.e., unique
up to unique isomorphism, as explicated in the Main Theorem in §1.3.

For this we need concrete descriptions of a number of “glueing” isomorphisms
involving E(−) and (−)♭, associated to various compositions of smooth maps and
closed immersions. For instance, suppose f and M• are as in 1.2.2, and assume
further that f admits factorizations f = h1i1 and f = h2i2 where h1, h2 are smooth
maps in Fc and i1, i2 are closed immersions. (A map g will be called factorizable
if g = hi with h a smooth map in Fc and i a closed immersion.) Then, at the least,
there has to be a canonical functorial isomorphism i♭1Eh1 −→∼ i♭2Eh2 .

Moreover, for a general map g in Fc, one that is not factorizable, it is not
immediately obvious how to define g♯, canonically or otherwise. This issue is related
to the previous one in that if one somehow obtains a good definition of f ♯ for
any factorizable f , then for general g one could use local factorizations (2.4.4) to

canonically define (g
∣∣
Uλ

)♯ for a suitable open cover {Uλ} of X, and, having noted

that Ef for f an open immersion “is” the restriction functor f∗, anticipate further
that canonicity would enable pasting the various (g

∣∣
Uλ

)♯ together to form a global g♯.

Thus the issue of canonicity is basic. One must specify with care all the maps
that go into the construction, and relations between them, and in particular, pay
close attention to signs.

We now briefly describe our construction of (−)♯. One can think of a Cousin
complex as comprising two parts, its underlying graded object and its differential;
and accordingly the problem of canonicity is addressed in two stages. We start with
a pseudofunctor (−)♮ on graded objects only—in other words, (−)♮ is a Coz0-valued
pseudofunctor on Fc. The idea is to use Huang’s work ([13, Chap. 6]) wherein he
constructs a canonical pseudofunctor (−)# which takes values in categories R#

of zero-dimensional modules over local rings (R,m) in the previously-mentioned
category C, that is, modules such that each element is annihilated by some power
of the maximal ideal m. A map f : X→ Y such as in 1.2.2 provides, for each x ∈ X, a

map f̂x in C, namely, the naturally induced map ÔY,f(x) → ÔX,x. We can therefore

define f ♮ by using Huang’s (−)#, pointwise; and furthermore define (−)♮ as a
pseudofunctor in a similar manner. (Actually, we will need to impose a subsequently
important sign modification on (−)#, see proof of 4.3.1.)

Then we upgrade the pseudofunctor (−)♮ to a pseudofunctor (−)♯ at the level
of complexes. This means setting up a canonical differential on every f ♮M•. For
that purpose we show that in each case, (i) or (ii), of 1.2.2, the complex obtained
in Coz∆1(X) is, at the graded level, canonically isomorphic to f ♮M•. (See §§8.1
and 8.2.) So we can transfer the differential from EfM• (resp. f ♭) to f ♮M• when
f is smooth (resp. a closed immersion). The important step, the one lying at the
heart of this paper, is to show that if f is a factorizable map, then the differen-
tials for f ♮M• so obtained via different factorizations of f are the same. This is
accomplished in Proposition 8.3.3. So we have a canonical differential for f ♮M•
whenever f is factorizable. As mentioned before, a definition of the differential in
the general case, indeed a canonical one, then follows easily, see §8.4. Upgrading of
the remaining data of (−)♮ is straightforward.
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We can summarize as follows. Let us say that a Coz or Coz0 functor is canonical
if it satisfies the appropriate analogs of the conditions on pages 319–321 of [11],
with “finite morphism” replaced by “closed immersion”. (Some of these conditions
spell out what we have said above about pasting the basic examples together; and
the others say that this pasting should be compatible with certain base-change and
residue isomorphisms, as explained in detail in §§6 and 7 below.) In addition, the
pseudofunctor should commute with restriction to open subsets. Any two canonical
pseudofunctors are canonically isomorphic. What is accomplished in §§5-7 is, in
essence, showing that the Coz0-valued pseudofunctor derived as above from Huang’s
zero-dimensional pseudofunctor is, modulo some sign modifications, canonical; and
what is done in §8 shows, in essence, that any canonical Coz0-valued pseudofunctor
can be upgraded to a canonical Coz-valued pseudofunctor.

1.3. Outline of construction of (−)♯. In more detail, our construction
of (−)♯ is realized through the steps (A)-(D) below. The main theorem is stated
after (C). Step (D) occupies the bulk of this paper.

(A) We start with the punctual case, i.e., we (temporarily) restrict attention
to the full subcategory F◦c ⊂ Fc with objects those (X,∆) such that the underly-
ing space of X is a single point—so that ∆ can be identified with a single integer.
Associating to each such (X,∆) the complete local ring AX := OX(X) leads to
an antiequivalence from F◦c to the category of pairs (A, n) with A ∈ C (see §1.1)
and n ∈ Z, a morphism (A, n) → (B,m) being a C-map A → B of residual tran-
scendence degree n −m. The category Coz∆(X) is isomorphic to the category of
zero-dimensional AX-modules. In effect, then, the punctual case is covered by [13],
wherein Huang constructs a canonical covariant pseudofunctor (−)# on C taking
values in zero-dimensional modules.

For our purposes a variant (−)♯ of Huang’s pseudofunctor (−)# is more con-
venient. The changes made are just to multiply the comparison isomorphisms
of (−)# by a suitable ± factor, and to reverse the order in which modules appear
in certain tensor products. The description of (−)♯ begins with the following data,
cf. Example 1.2.2:

(i) For any formally smooth C-map φ : R→ S with r := dimension of S/mRS

and t := residual transcendence degree, and ωS/R := Ω̂r+tS/R , the (r + t)-th

exterior power of the complete module of R-differentials of S, and for any
zero-dimensional R-module M, a specific isomorphism

φ♯M −→∼ Hr
mS

(M ⊗R ωS/R).

(ii) For any surjective C-map φ : R → S and zero-dimensional R-module M,
a specific isomorphism

φ♯M −→∼ HomR(S,M).

The full characterization of (−)♯ in 4.3.1 also involves concrete descriptions of some
special comparison maps via the specific isomorphisms in (i) and (ii).

(B) Using (−)♯, we construct a Coz0-valued pseudofunctor (−)♮ on Fc as fol-

lows. For any Fc-map (X,∆1)
f−−→ (Y,∆) and points x ∈ X, y := f(x) ∈ Y,

the natural induced map of complete local rings f̂x : ÔY,y → ÔX,x (completions
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being along the respective maximal ideals) is in C. For M• ∈ Coz0
∆(Y) the OY,y-

module M•(y), being a zero-dimensional OY,y-module, is also naturally an ÔY,y-

module, from which we get the zero-dimensionalOX,x-module f̂x♯(M•(y)). We now

let f ♮M• be the unique object in Coz0
∆1

(X) given by

(1) (f ♮M•)(x) = f̂x♯(M•(y)) (x ∈ X, y = f(x)).

Then f ♮ is a Coz0-valued functor. Furthermore, pseudofunctoriality of (−)♯ induces
a pseudofunctor (−)♮ in an obvious manner.

(C) The upgrading of the Coz0-valued pseudofunctor (−)♮ to a Coz-valued
one (−)♯ is carried out over two subcategories of Fc, namely, the subcategory of
smooth maps and the subcategory of closed immersions. (Dealing with the smooth
subcategory is not at all straightforward, see Proposition 5.2.1, but dealing with
closed immersions is, see Proposition 6.1.2.)

Let us elaborate. Notation remains as in (B), but nowM• ∈ Coz∆(Y).
Suppose f is smooth. Assume f has constant relative dimension d. (This can

be arranged by restricting to connected components if necessary). Then we specify
a natural graded isomorphism (see (76))

(2) f ♮M• −→∼ E∆1RΓ
′

X(f∗M• ⊗Y ωf [d]).

The inputs into the definition of (2) can be organized into two parts. The first
involves a specific isomorphism (§5.1), with r = dim(OX,x/myOX,x), M :=M•(y):

(E∆1RΓ
′

X(f∗M• ⊗Y ωf [d]))(x) −→∼ Hr
mx

(M ⊗y (ωf )x).

The second involves an isomorphism

Hr
mx

(M ⊗y (ωf )x) −→∼ f̂x♯M = (f ♮M•)(x)
given up to a sign by completion and the isomorphism of case (i) in step (A) above.

If f is a closed immersion, then we specify a natural graded isomorphism

(3) f ♮M• −→∼ f−1HomY(f∗OX,M•).
As with (2), the inputs used in defining (3) can be organized into two parts, one
consisting of a specific natural isomorphism (with M =M•(y))

(f−1HomY(f∗OX,M•))(x) −→∼ HomOY,y
(OX,x,M)

and the other of an isomorphism

HomOY,y
(OX,x,M) −→∼ f̂x♯M = (f ♮M•)(x)

given by completion and the isomorphism of case (ii) in step (A) above.
The graded isomorphisms in (2) and (3) are canonical, so we have a canonical

choice for a differential on f ♮M• whenever f is a smooth Fc-map or a closed immer-
sion, namely the unique one such that (2) or (3) (as the case may be) underlies an
isomorphism of complexes. (When f is a smooth closed immersion the two possible
differentials coincide, see 8.2.1.) Thus we have a canonical choice for a Coz-valued
functor f ♯ for all f in either of the two subcategories under consideration.

We are now in a position to state our main result. The notation remains
as in steps (A)–(C) above. Refer to the beginning of §4 for the notations C#

(for comparison isomorphism) and δ# (for unit isomorphism) used in the defini-
tion of “pseudofunctor.” Recall that for any (X,∆) ∈ Fc , the forgetful functor
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Fgt∆(X) : Coz∆(X)→ Coz0
∆(X) operates by forgetting the differential on a Cousin

complex. For convenience, we shall abuse notation and use only the symbol Fgt,
the rest being clear from the context.

Main Theorem. There exists a unique Coz-valued pseudofunctor (−)♯ on Fc

satisfying the following conditions.

(i) The forgetful functor Fgt makes (−)♯ into the above pseudofunctor (−)♮.
In other words:
(a) For any Fc-morphism f, we have Fgt ◦ f ♯ = f ♮ ◦Fgt.
(b) For any Fc-morphisms f, g such that the composition gf is defined

it holds that, via (a), Fgt(C♯f,g(−)) = C♮f,g(Fgt(−)).

(c) For any (X,∆) ∈ Fc it holds that, via (a), Fgt(δ♯
X
(−)) = δ♮

X
(Fgt(−)).

(ii) If the Fc-morphism f : (X,∆1)→ (Y,∆) is smooth (resp. a closed immer-
sion) then for M• ∈ Coz∆(Y) the differential on f ♯M• is the unique one
such that the graded isomorphism in (2) (resp. (3)) underlies an isomor-
phism of complexes (see (i)(a)).

(iii) If (X,∆) ∈ Fc, 1X is the identity map of X, and u : U →֒ X is the inclusion
map of an open subset of X, then for any M• ∈ Coz∆(X), u♯M• is the

restriction to U of the complex 1♯
X
M•.

Remark. The functor from OX-modules to OU-modules given by “restriction
to U,” being left-adjoint to the direct image functor u∗, can be identified with u∗.
When this is done, the condition in (iii) becomes

(iii)′ u♯ = u∗ ◦1♯
X
.

And then if the functor (−)♯ is replaced by its normalization (see §4), the condition
becomes simply that u♯ = u∗.

The uniqueness part of the theorem is easy to prove. Indeed if (−)♯ and (−)♯
′

are
pseudofunctors satisfying conditions (i) and (ii) of the theorem, then for f,X,Y,M•
as in (ii) of the theorem, by (i)(a) we have f ♯M• = f ♯

′M• as graded torsion
modules. It suffices to check locally on X that the differentials on these graded
objects agree, i.e., that for u and 1X as in (iii), u∗f ♯M• = u∗f ♯

′M• as complexes.
A straightforward check of definitions shows that the functorial composition

(fu)♯ −→∼
C♯

u,f

u♯f ♯
(iii)′

== u∗1♯
X
f ♯ ˜−−−−→

u∗C♯
1X,f

u∗f ♯

is the identity.
(
In other words, for everyM• and x ∈ U, the composition induces

the identity map of [(fu)♯M•](x) = f̂x♯(M•(f(x))) = [u∗f ♯M•](x).
)

This can also
be stated via “restriction” as

(f |U)♯ = f ♯|U.
The same holds for (−)♯

′

. Hence we can replace f by fu, and so by 2.4.4 we may

assume without loss of generality that f factors as f = hi where h is a smooth
Fc-map and i is a closed immersion. By (ii), h♯ = h♯

′

and i♯ = i♯
′

. By (i)(b) it

follows that f ♯M• = f ♯
′M• as complexes too, q.e.d.

Existence, which is the final step of our construction, is the difficult part of the
Theorem. For instance, though we have obtained, in step (C), a definition for f ♯

over the subcategory of smooth Fc-maps, it is not at all obvious that (−)♯ is a
pseudofunctor on that subcategory. Even the seemingly simple condition (iii) is
not trivial to verify, see Proposition 8.1.1.



PSEUDOFUNCTORIAL BEHAVIOR OF COUSIN COMPLEXES 11

(D) First suppose the Fc-map f admits a factorization f = hi where h is a
separated smooth Fc-map and i is a closed immersion. Then, using step (C) twice,

we get a differential on h♮i♮M•. The graded comparison C♮i,h : h♮i♮M• −→∼ f ♮M•
then induces a differential dh,i on f ♮M•. A necessary condition for the existence
of (−)♯ in the Main Theorem is that this differential on f ♮M• not depend on the
choice of factorization f = hi. In other words, if there is another factorization
f = h′i′ with h′ smooth and i′ a closed immersion then one must have dh,i = dh′,i′ .

In Proposition 8.3.3 we prove that this necessary condition holds. The key
inputs are 5.2.1, 6.1.2, 6.2.3 and 7.3.2. Since Fc-maps all have local factorizations
as above, the canonical nature of our construction makes it fairly easy to patch the
resulting local pseudofunctors together to a global one, see §8.4.

In §9 we discuss residual complexes. We end in §10 with some results on (−)♯

for étale maps and on certain Cohen-Macaulay complexes that we encounter while
constructing (−)♯ over smooth maps.

1.4. Conventions. We use the following notation and conventions in this pa-
per. The Bourbaki dangerous-bend symbol indicates potential sources of ambiguity
or conflict with some other convention.

(i) Let A be an abelian category. Set
C(A) :=the category of A-complexes,
K(A) :=the corresponding homotopy category,
D(A) :=the corresponding derived category.

The differential d•C in a complex C• is always understood to increase
degree: dnC maps Cn to Cn+1 for all n ∈ Z.

(ii) Let (X,OX) be a ringed space, and x ∈ X . Set
A(X) :=the abelian category of OX -modules,
Aqc(X) (resp. Ac(X), resp. A~c(X)) := the full subcategory of A(X)

whose objects are the quasi-coherent (resp. coherent, resp. lim
−−→

’s of co-
herent) OX -modules,
E ⊗X F := the tensor product of the OX -modules E , F ,
E ⊗x F := the tensor product of the OX,x-modules E, F ,
C(X) := C(A(X)), K(X) := K(A(X)), D(X) := D(A(X)).

For any full subcategory A?(X) of A(X), let D?(X) ⊂ D(X) be the full
subcategory of D?(X) whose objects are the complexes F • with homology
Hm(F •) in A?(X), and D+

? (X) ⊂ D?(X) (resp. D−? (X) ⊂ D?(X)) the
full subcategory whose objects are the complexes F • ∈ D?(X) such that
Hm(F •) vanishes for all m≪ 0 (resp. m≫ 0).

(iii)Z For a formally smooth local homomorphism φ : (A,mA)→ (B,mB) of noe-
therian complete local rings, the usual definition of the relative dimension
of φ, viz., dim(B/mAB), is inconsistent with the definition in 2.6.2 of
relative dimension for the induced formal scheme-map Spf(B)→ Spf(A).
The meaning of the term ‘relative dimension’ will therefore depend on
whether the map under consideration is in the category of local rings or
that of formal schemes.

(iv) We adopt the usual sign convention for the differential d in the tensor
product of two complexes A•, B• (over rings, ringed spaces, etc.), ex-
pressed symbolically by

dn|(Ap ⊗Bn−p) = dpA ⊗ 1 + (−1)p ⊗ dn−pB .
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By way of convention for how to connect ⊗ = ⊗X with the translation
functor on complexes, noting thatAp+i⊗Bq+j occurs as a direct summand
in degree p+ q of both A•[i]⊗B•[j] and (A• ⊗B•)[i+ j], we choose the
unique isomorphism of complexes

θ = θA,Bi,j : A•[i]⊗B•[j] −→∼ (A• ⊗B•)[i+ j] (i, j ∈ Z)

such that for any p, q ∈ Z,

θi,j
∣∣(Ap+i ⊗Bq+j) = multiplication by (−1)pj .

(v) In particular, (iv) applies when A• and B• are concentrated in degree 0.
Thus when A andB areOX -modules, our choice for a natural isomorphism
of complexes A[i]⊗ B[j] −→∼ (A ⊗ B)[i+ j] is given in degree −i− j by
(−1)ij times the identity map of A⊗B. (In (iv), take p = −i, q = −j.)

(vi) Recall that a δ-functor between two triangulated categories D1,D2, with
translation functors T1, T2 respectively, is a pair (F,Θ) consisting of an ad-
ditive functor F : D1 → D2 and a natural isomorphism Θ: FT1 −→∼ T2F

such that for any triangle A
u−−→ B

v−→ C
w−−→ T1A in D1, the correspond-

ing diagram

FA
Fu−−−→ FB

Fv−−→ FC
Θ ◦ Fw−−−−−−→ T2FA

is a triangle in D2. Explicit reference to Θ is frequently suppressed once
Θ has been specified.

(vii) With notation as in (iv), for a fixed B• ∈ C(X) where B• consists of flat
OX -modules, the functor sending A• to A• ⊗ B• induces a functor from
D(X) to itself, thus yielding a δ-functor (see (vi)) where Θ is given by the
identity map = θ1,0 from (iv). Similarly, if we fix A• as a complex of flat
OX -modules then the functor sending B• to A• ⊗ B•, induces a functor
from D(X) to itself which also upgrades to a δ-functor. However in this
case Θ = θ0,1 is not the identity map.

(viii) For a complex F • ∈ C(A) (see (i)), we have (F •[n])i = F i+n, and we
can identify the submodule of i-cocycles in F •[n] with that of i + n-
cocycles in F •, and similarly for coboundaries. Accordingly, we make the
identification Hi(F •[n]) = Hi+n(F •) without introducing any signs.

(ix) Let A be an abelian category. For an exact sequence of A-complexes

0 −−→ A• −−→ B• −−→ C• −−→ 0,

the connecting homomorphism HiC• → Hi+1A• is the usual one de-
scribed via “chasing elements.” This connecting map, modulo the identi-
fication Hi(A•[1]) = Hi+1A•, is (−1) times the map obtained by apply-
ing Hi to the derived category map C• → A•[1] in the triangle associated
to the above exact sequence.

(x) For a complex F • we use the following truncation operators

σ≥pF
• := · · · −−→ 0 −−→ Fp −−→ Fp+1 −−→ Fp+2 −−→ · · ·

σ≤pF
• := · · · −−→ Fp−1 −−→ Fp −−→ 0 −−→ 0 −−→ · · ·

τ≥pF
• := · · · −−→ 0 −−→ coker dp−1 −−→ Fp+1 −−→ Fp+2 −−→ · · ·

τ≤pF
• := · · · −−→ Fp−1 −−→ ker dp −−→ 0 −−→ 0 −−→ · · ·

where d• is the differential in F •; and σ>p := σ≥p+1, σ<p := σ≤p+1, etc.

These operators induce functors D(A)→ D(A).
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2. Preliminaries on formal schemes

In this section we recall and develop some subsequently-needed basic notions
pertaining to formal schemes, their morphisms, and their (sheaves of) modules.
For definitions and properties of formal schemes, see [10, §10]. Unless otherwise
indicated, all formal schemes will be understood to be noetherian.

In §2.1 we define essentially pseudo-finite-type maps of formal schemes, a mild
generalization of the notion of pseudo-finite-type maps treated in [2] and [27]; and
we discuss the behavior of codimension functions. In §2.2 we discuss quasi-coherent
modules over formal schemes, especially in relation to modules over noetherian
adic rings. In §2.3 we discuss torsion modules over formal schemes, an important
class which includes arbitrary modules over an ordinary scheme. In §2.4 we discuss
smooth maps—those which are formally smooth and essentially of pseudo-finite
type. A key property (2.4.4) of essentially pseudo-finite-type maps is that they
factor locally as (smooth) ◦ (closed immersion). In the remaining two subsections
we discuss modules of continuous differentials relative to essentially pseudo-finite-
type maps, first of noetherian adic rings, and then of formal schemes.

2.1. Codimension functions and maps of formal schemes. A topological
ring R is adic if there exists an R-ideal I whose powers form a base of neighbor-
hoods of (0), and if R is complete and Hausdorff. Any such I is called an ideal of
definition of R (or a defining ideal of R). If (X,OX) is a formal scheme then there
exists a coherent OX-ideal I whose sections over any affine open set U of X form a
defining ideal for the adic ring Γ(U,OX); any such I is called an ideal of definition of
(X,OX) (or simply of X) ([10, §§10.5, 10.10]). The ringed space (X,OX/I) is then
a noetherian ordinary scheme, that is, a noetherian formal scheme with discretely
topologized structure sheaf, or equivalently, with (0) as a defining ideal.

The notion in [10, §10.13] of finite-type maps of formal schemes is not adequate
for our purposes, and instead we consider a slight generalization of the notion in [2]
and [27] of pseudo-finite type maps. A homomorphism f : A → B of noetherian
adic rings is (essentially) of pseudo-finite type if it is continuous and if for one—
hence any—defining ideal b ⊂ B the composition A→ B → B/b is (essentially) of
finite type, i.e., B/b is (a localization of) a finite-type A-algebra.

A map of not-necessarily-noetherian ordinary schemes f0 : X → Y is essentially
of finite type if every y ∈ Y has an affine open neighborhood V = Spec(A) such
that f−1

0 V can be covered by finitely many affine open Ui = Spec(Ci) such that
the corresponding maps A→ Ci are essentially of finite type. For any morphism of
formal schemes f : (X,OX) → (Y,OY), there exist ideals of definition I ⊂ OX and
J ⊂ OY satisfying JOX ⊂ I ([10, 10.6.10]); and correspondingly there is an induced
map of ordinary schemes f0 : (X,OX/I) → (Y,OY/J) ([10, 10.5.6]). We say f is
(essentially) of pseudo-finite type if f0 is (essentially) of finite type.

This property of maps is independent of the choice of defining ideals I, J. It be-
haves well with respect to composition and base change: if f : X→ Y and g : Y→ Z

are formal-scheme maps, and if both f and g are essentially of pseudo-finite type,
then so is the composition gf ; and if gf and g are essentially of pseudo-finite type
then so is f ; moreover, if f : X→ Y is essentially of pseudo-finite type and Y′ → Y

is any map of formal schemes, then X′ := Y′ ×Y X is noetherian and the projection
X′ → Y′ is essentially of pseudo-finite type (cf. proof of 2.1.3).
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Z We don’t know for an arbitrary formal-scheme map U = Spf(B)→ V = Spf(A)
that is essentially of pseudo-finite type, whether the corresponding g A → B is
essentially of pseudo-finite type.

A formal scheme (X,OX) is called (universally) catenary if there exists one
defining ideal I such that the scheme (X,OX/I) is (universally) catenary. This
implies that for any defining ideal J ⊂ OX the scheme (X,OX/J) is (universally)
catenary—an easy consequence of the fact that on a formal scheme, for any two
defining ideals I1 and I2 there exists an integer n such that In1 ⊂ I2.

A codimension function on the underlying topological space X of a formal
scheme is a function ∆: X → Z such that ∆(x′) = ∆(x) + 1 for every immedi-
ate specialization x x′ of points in X.1 If X admits a codimension function, then
X has to be catenary. When X is connected and noetherian, any two codimension
functions on X differ by a constant.

Example 2.1.1. If X is catenary and irreducible, then for any integer n there
is a unique codimension function on X assigning n to the generic point. If X is
catenary and biequidimensional ([8, 14.3.3]) then we can assign one fixed integer
to all the closed points of X, and this extends uniquely to a codimension function.

Example 2.1.2. Let f : X→ Y be a map of formal schemes that is essentially
of pseudo-finite type. If Y is universally catenary then so is X. Furthermore, if Y

admits a codimension function ∆ then the function f ♯∆ on X such that

(f ♯∆)(x) = ∆(y)− tr.deg.k(y)k(x) (x ∈ X, y := f(x))

(where tr.deg.k(y)k(x) is the transcendence degree of the residue field extension

k(x)/k(y)) is a codimension function on X, as follows from the dimension formula
([8, 5.6.2]).

In particular, from 2.1.2 we see that any formal scheme that is essentially
of pseudo-finite type over a field k admits a codimension function. Furthermore
if f : X → Spec(k) is essentially of pseudo-finite type and if ∆ is the function
on Spec(k) sending the unique point to 0 then f ♯∆(x) = 0 if and only if x is a
closed point of X.

Let F be the category whose objects are the (noetherian) universally catenary
formal schemes admitting a codimension function, and whose morphisms are the
formal-scheme maps which are essentially of pseudo-finite type. Let Fc be the cat-
egory whose objects are the pairs (X,∆) with X ∈ F and ∆ a codimension function
on X, and whose morphisms (X′,∆′) → (X,∆) are the F-morphisms f : X′ → X

such that ∆′ = f ♯∆. (Note that the formula in 2.1.2 behaves well with respect to
compositions in F.) The next Lemma is about fiber products in these categories.
(See [10, 10.7.3] for the construction of fiber products of formal schemes).

Lemma 2.1.3. (a) If f : X→ Z, g : Y→ Z are F-morphisms and W := X×Z Y,

with projections W
p−→ X, W

q−→ Y, then (W, p, q) is an F-fiber product of f and g.

(b) Moreover, if ∆ is a codimension function on Z, then p♯f ♯∆ = q♯g♯∆ =

(say) ∆×, and ((W,∆×), p, q) is an Fc-fiber product of f : (X, f ♯∆) → (Z,∆) and
g : (Y, g♯∆)→ (Z,∆).

1A specialization x x′—i.e., x′ is in the closure of {x}—is called immediate if x 6= x′ and
there are no specializations x x′′  x′ with x 6= x′′ 6= x′.
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Proof. Let I, J,K be defining ideals for X,Y,Z respectively, so that W has
the defining ideal L := IOW + JOW. If X0,Y0,Z0,W0 are the schemes obtained
from X,Y,Z,W by going modulo the corresponding defining ideals I, J,K,L, then
W0 := X0 ×Z0 Y0. The natural map W0 → Y0 is essentially of finite type, so
the induced map q : W → Y is essentially of pseudo-finite type. Moreover W0 is
noetherian, hence so is W ([10, 10.6.4]). Now 2.1.2 shows that W ∈ F, and the rest
is straightforward. �

2.2. Quasi-coherent modules. We recall some basic facts about modules
over formal schemes (assumed, as always, to be noetherian). Proofs can be found
in [27, §3], or [2, §3].

Let A be a noetherian adic ring and U := Spf(A) the corresponding affine
formal scheme. Let Mod(A) (resp. Modf (A)) denote the category of A-modules
(resp. finitely generated A-modules). For any A-module M , consider the presheaf
that assigns to any open set V, the module Γ(V,OU)⊗AM . Let M∼A (or M∼ when
there is no cause for confusion) denote the associated sheaf. This defines a functor
∼A : Mod(A)→ A(U) (see (ii) of §1.4).

In fact, if κ = κA : U→ U := Spec(A) is the canonical map, and M̃ is the sheaf
over Spec(A) corresponding to M, then there is a functorial isomorphism

M∼ −→∼ κ∗M̃.

In other words, M∼ represents the functor HomOU
(M̃, κ∗G) of OU-modules G.

Indeed, an OU-homomorphism of sheaves M∼ → G corresponds naturally to an
OU-homomorphism of presheaves Γ(V,OU)⊗AM → Γ(V,G), which is determined
by the single A-homomorphism M → Γ(U,G) obtained by taking V = U, and thus,
in view of [10, p. 213, Cor. (1.7.4)], we have natural isomorphisms

HomOU
(M∼, G) ∼= HomA(M,Γ(U,G)) ∼= HomOU

(M̃, κ∗G).
The first of these isomorphisms shows, moreover, that the functor ∼A is left-adjoint
to the functor Γ(U,−) of OU-modules.2

Proposition 2.2.1 ([27, p. 874, Prop. 3.2], [2, p. 31, Prop. 3.1.1]). With the
preceding notation, and ∼ := ∼A ,

(i) The functor ∼ is exact and commutes with direct limits.

(ii) For any A-module M, M∼ ∈ A~c(U) and is quasi-coherent.

(iii) The functor ∼ is an equivalence of categories between Mod(A) and A~c(U),
with quasi-inverse Γ(U,−) : A~c(U)→ Mod(A).These quasi-inverse equiva-
lences restrict to quasi-inverse equivalences between Modf (A) and Ac(U).

(iv) For any affine open V ⊂ U and any A-module M, the natural map is an
isomorphism

Γ(V,OU)⊗AM −→∼ Γ(V,M∼).

2These considerations hold for any map of ringed spaces κ : X → Spec(A). In that generality,
2.2.1(ii) below (with ~c meaning “lim

−→
of finitely-presented”) and 2.2.4 (with f replaced by κ) hold;

and if κ is flat then so do 2.2.1(i), remark (a) following 2.2.1, and 2.2.3. What distinguishes κ

from the horde is 2.2.1(iii).
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Remarks. (a) We can (and will) identify A∼ with OU; and for any A-ideal I we
can (and will) identify I∼ with its natural image in A∼, so that I∼ will be regarded
as an OU-ideal. In view of (i), we will also identify (A/I)∼ with OU/I

∼.

(b) If I is a defining ideal of the adic ring A then I∼ is a defining ideal of U.

(c) For any formal scheme X, (ii) and (iii) in 2.2.1 imply that A~c(X) ⊂ Aqc(X),
as it is enough to check this locally. Equality holds if X is an ordinary scheme.

(d) When M is finitely generated, M∼ is the same as M∆ in [10, §10.10], so
the second part of (iii) is identical with loc. cit., Thm. (10.10.2).

(e) Note that (iv) follows from (iii), because with B := Γ(V,OU) we have
(B ⊗AM)∼B = M∼A |V .

Proposition 2.2.2 ([27, p. 875, Cor. 3.4], or [2, p. 32, Cor. 3.1.4]). Let X be
a formal scheme and x ∈ X. For any quasi-coherent OX-module M there exists
an affine open neighborhood U := Spf(A) of x such that the natural map is an
isomorphism Γ(U,M)∼A −→∼ M

∣∣
U
.

Lemma 2.2.3. Let U := Spf(A) be an affine formal scheme and let M,N be
A-modules. Set ∼ := ∼A .

(i) If N is finitely generated then the map ϕ corresponding to the natural
map HomA(N,M)→ HomOU

(N∼, M∼) is an isomorphism

HomA(N,M)∼ −→∼ HomOU
(N∼,M∼).

(ii) The map corresponding to the natural map

M ⊗A N ∼= M∼(U)⊗A N∼(U) −→ (M∼⊗OU
N∼)(U)

is an isomorphism

(M ⊗A N)∼ −→∼ M∼ ⊗OU
N∼.

(iii) For any A-ideals I, J the OU-ideals (IJ)∼ and I∼J∼ coincide.

(iv) For any m > 0 the natural map is an isomorphism

( m∧

A

M
)∼ −→∼

m∧

OU

M∼.

Proof. (i). Let Ai → Aj → N → 0 be a presentation of N . In the following
natural commutative diagram

0 −−−−−→ HomA(N, M)∼ −−−−−→ HomA(Aj, M)∼ −−−−−→ HomA(Ai, M)∼

ϕ

??y
??y∼=

??y∼=

0 −−−−−→ HomOU
(N∼, M∼) −−−−−→ HomOU

(Aj∼, M∼) −−−−−→ HomOU
(Ai∼, M∼)

the rows are exact by 2.2.1(i). Since ∼ commutes with direct sums, the functors
HomA and HomOU

commute with finite direct sums, and since the natural map
HomA(A,M)∼ → HomOU

(A∼,M∼) is an isomorphism, the two vertical arrows on
the right are isomorphisms, whence so is ϕ.

(ii). Proceed as in (i), using a presentation of N ; or simply use that with

Q = M or N, one has Q∼ = κ∗(Q̃).
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(iii). Since ∼ is exact, and so “commutes with image,” the assertion amounts
to equality of the images of the natural maps µ and µ̂ in the following diagram:

(I ⊗A J)∼
µ−−−−→ A∼

∼=

y(ii)

∥∥∥

I∼ ⊗O
U
J∼ −−−−→

µ̂
OU

It is clear that the diagram commutes, whence the conclusion.

(iv) The assertion results, upon passage to associated sheaves, from the natural
presheaf isomorphisms (for affine open V ⊂ U):

Γ(V,OU)⊗A
m∧
M ∼=

m∧(
Γ(V,OU)⊗AM

)
−→∼

2.2.1(iv)

m∧(
Γ(V,M∼)

)
.

�

Lemma 2.2.4. Let V := Spf(B)
f−−→ U := Spf(A) be a map of formal schemes.

Then for any A-module M, the map φ corresponding to the natural composition

M ⊗A B −→∼ Γ(U,M∼A)⊗A B → Γ(U, f∗f
∗(M∼A))⊗A B

→ Γ(V, f∗(M∼A))⊗A B → Γ(V, f∗(M∼A))

is an isomorphism

(M ⊗A B)∼B −→∼ f∗(M∼A).

Proof. Let AI → AJ → M → 0 be a presentation of M . In the following
diagram of natural induced maps, the top row is obtained by applying (−⊗AB)∼B

to the presentation of M while the bottom row is obtained by applying f∗(−∼A).

(BI)∼B −−−−→ (BJ )∼B −−−−→ (M ⊗A B)∼B −−−−→ 0

∼=

y ∼=

y
yφ

f∗(AI)∼A −−−−→ f∗(AJ )∼A −−−−→ f∗M∼A −−−−→ 0

The rows are exact, by 2.2.1(i). Since ∼A, ∼B and f∗ commute with direct sums,
and the natural map (A ⊗A B)∼B −→ f∗(A∼A) is an isomorphism, the vertical
maps on the left are isomorphisms and hence so is φ.

Alternatively, since f∗ is left-adjoint to f∗ one can extract the assertion from
the sequence of natural isomorphisms (with G ∈ A(V))

HomOV
((M ⊗A B)∼B, G) −→∼ HomB(M ⊗A B, Γ(V,G))

−→∼ HomA(M, Γ(U, f∗G)) −→∼ HomOU
(M∼A, f∗G).

�

Following [17, (1.9.1)], we say that a subcategory A?(X) ⊂ A(X) is plump if
it is full and if for every exact sequence M1 →M2 →M →M3 →M4 in A(X)
withM1,M2,M3 andM4 in A?(X),M is in A?(X) too. Then A?(X) is an abelian
subcategory of A(X). Moreover, D?(X) is a triangulated subcategory of D(X).

Z (However, the natural functor D(A?(X))→ D?(X) need not be an equivalence.)
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Proposition 2.2.5 ([2, p. 34, Prop. 3.2.2]). For any formal scheme X, the

subcategories A~c(X) and Aqc(X) of A(X) are plump.

Let U = Spf(A) be an affine formal scheme and x a point in U. Let p be
the open prime ideal in the adic ring A corresponding to x and let mx denote the
maximal ideal of the local ring OU,x. Let a be a defining ideal in A and I := a∼A

the corresponding defining ideal in OU. Recall that OU,x is a direct limit of the
rings A{f} for f /∈ p where A{f} is the completion of Af along af . In particular
there is a natural map Ap → OU,x. For any open ideal J in A, with J := J∼A ,
the natural induced map Ap/Jp → OU,x/Jx is an isomorphism. Since any power

of J, J is open, there results a canonical isomorphism (Ap, Jp)
b −→∼ (OU,x, Jx)

b.
In particular, we can associate canonically to x ∈ U the following faithfully flat
inclusions of noetherian local rings

Ap →֒ OU,x →֒ B →֒ C,

where B = (Ap, aAp)
b∼= (OU,x, Ix)

b and C = (Ap, pAp)
b∼= (OU,x,mx)

b∼= (B,mB)b.

2.3. Torsion modules. Let A be a ring, a an A-ideal. For any A-module M,
let ΓaM be the submodule consisting of those elements which are annihilated by a
power of a. Note that ΓaM is naturally isomorphic to lim

−−→n
HomA(A/an,M). We

say that M is an a-torsion module if ΓaM = M. If A is a topological ring whose
topology is defined by powers of a then an a-torsion module is referred to simply
as a torsion module.

Lemma 2.3.1. Let A be a noetherian adic ring and M a torsion A-module.
For any multiplicatively closed set S ⊂ A let A{S−1} be the completion of the
localization AS along a defining A-ideal. Then the natural map is an isomorphism

MS −→∼ M ⊗A A{S−1}.

Proof. Let N be a finitely generated submodule of M . Then the torsion
module N is annihilated by some defining ideal, say a, in A. Hence we have the
following isomorphisms

NS −→∼ N ⊗A AS/(a) −→∼ N ⊗A A{S−1}/(a) ←−∼ N ⊗A A{S−1}.

Taking direct limit over all finitely-generated submodules of M gives the result. �

Let (X,OX) be a ringed space. For any OX -ideal I and anyM∈ A(X), set

ΓIM := lim
−−→

n

HomOX (OX/In,M).

We regard ΓI as a subfunctor of the identity functor on OX -modules. As such it is
idempotent and left exact. Since taking direct limits commutes with restriction to
open U ⊂ X , therefore (ΓIM)|U ∼= Γ

I|
U

(M|U).

For a formal scheme X with ideal of definition I, we set Γ ′X := ΓI , this definition
being independent of the choice of the defining ideal I. We callM ∈ A(X) a torsion
OX-module if Γ ′XM = M. Thus for any N ∈ A(X), Γ ′XN is the largest torsion
submodule of N . Note that N is a torsion OX-module if and only if there is an
open cover {Ui} of X for which each N|Ui

is a torsion OUi -module.
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Lemma 2.3.2. Let X be a formal scheme. For any injective A(X)-module L,
Γ ′XL is a flasque sheaf.

Proof. For any defining ideal I ofOX, Γ ′XL is a direct limit over the noetherian

space X of the flasque sheaves Hom(OX/I
n, L), and so is flasque. �

Lemma 2.3.3. Let U = Spf(A) be an affine formal scheme, and let M be an
A-module. Let I be an A-ideal and I := I∼ the corresponding OU-ideal. Then there
is a natural isomorphism

ΓIM
∼ −→∼ (ΓIM)∼,

whose composition with the natural injection j : (ΓIM)∼ → M∼ is the inclusion
i : ΓIM

∼ →֒ M∼. In particular, M is a torsion A-module ⇐⇒ M∼ is a torsion
OU-module.

Proof. By remark (a) following 2.2.1, and by 2.2.3(iii), one can identify
(A/In)∼ and OU/I

n. One checks then that the composed isomorphism

ΓIM
∼ = lim

−−→
n

HomOU
(OU/I

n,M∼) −→∼
2.2.3

lim
−−→

n

HomA(A/In,M)∼

−→∼
2.2.1

(lim
−−→

n

HomA(A/In,M))∼ = (ΓIM)∼

has the required properties. In particular, i is an isomorphism iff j is.
Taking I to be an ideal of definition in A, so that I is an ideal of definition in OU

(remark (b) following 2.2.1), one has that i is an isomorphism iff M∼ is a torsion
OU-module, and by 2.2.1(iii), j is an isomorphism iff M is a torsion A-module. The
last assertion results. �

For a formal scheme X, At(X) denotes the full subcategory of A(X) whose
objects are the torsion modules; and Aqct(X) := Aqc(X) ∩ At(X) (respectively
Act(X) := Ac(X) ∩ At(X)) denotes the full subcategory of A(X) whose objects are
the quasi-coherent torsion modules (resp. coherent torsion modules).

If X is an ordinary scheme (i.e., (0) is a defining ideal), then At(X) = A(X)
and Aqct(X) = Aqc(X) = A~c(X).

Proposition 2.3.4. With the preceding notation:

(i) For any M∈ Aqc(X), it holds that Γ ′XM∈ Aqct(X).
(ii) The subcategories At(X) and Aqct(X) of A(X) are plump, and hence are

abelian categories.
(iii) Aqct(X) ⊂ A~c(X). So if X is affine, say X = Spf(A), and M ∈ Aqct(X)

then by 2.2.1(iii), the natural map is an isomorphism Γ(U,M)∼A −→∼ M.

Proof. See [2, §5.1]. �

We consider next a class of torsion modules that includes the injectives in the
categories Aqct(X) and At(X). These torsion modules will be the building blocks
of the objects of main concern to us, viz., Cousin complexes.

For an abelian group G and a point x of the formal scheme X, let iX,xG (or
simply ixG if no confusion results) be the sheaf whose sections over any open U ⊂ X

are the elements of G if x ∈ U and (0) otherwise (restriction maps being the obvious
ones). For an OX,x-module M the sheaf ixM has a natural OX-module structure.
Our interest lies in the situation where M is a zero-dimensional OX,x-module.
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Lemma 2.3.5. Let X be a formal scheme, x ∈ X, mx the maximal ideal of OX,x

and M an OX,x-module. The following are equivalent.

(i) M is a zero-dimensional OX,x-module, i.e., M is mx-torsion.

(ii) ixM ∈ Aqct(X).

(iii) For every affine open neighborhood U = Spf(A) of x, ixM |U ∈ Aqct(U).
Moreover, M being an A-module via the natural map A→ OX,x, there is
a natural isomorphism ixM |U −→∼ M∼.

(iv) There is an affine open neighborhood U of x such that ixM |U ∈ Aqct(U).

Proof. We show that (i) =⇒ (iii) ⇐⇒ (ii), and (iii) =⇒ (iv) =⇒ (i).
(i) ⇒ (iii). Let U = Spf(A) be an affine open neighborhood of x, and for

any f ∈ A, Uf ⊂ U the open subset Spf(A{f}). We claim that if x /∈ Uf then
Γ(Uf ,M

∼) = 0, and if x ∈ Uf then the natural map M → Γ(Uf ,M
∼) is an

isomorphism. Indeed, since the open prime ideal p in A corresponding to x is taken
into mx by the natural map A → OX,x, therefore M is p-torsion. Thus M is a
torsion A-module, and so there are natural isomorphisms

Mf −→∼
2.3.1

M ⊗A A{f} −→∼
2.2.1(iv)

Γ(Uf ,M
∼);

and if x /∈ Uf then f ∈ p, so M is (f)-torsion, i.e., Mf = 0. If x ∈ Uf then f /∈ p,
so f maps to a unit in OX,x, and the natural map M → Mf is an isomorphism.
The claim results.

Any open subset V ⊂ U is a union of open subsets of the type Uf , and it follows
that if x /∈ V then M∼(V) = 0, and that if x ∈ V then the natural mapM →M∼(V)
is an isomorphism. Thus there is a natural isomorphism ixM |U −→∼ M∼. Since
M∼ ∈ Aqct(U) (by 2.2.1(ii) and 2.3.3), therefore ixM |U ∈ Aqct(U).

(iii) ⇒ (ii). The property of being quasi-coherent and torsion is local. If V

is an open set not containing x then ixM restricts to the zero sheaf and hence is
in Aqct(V). The implication follows.

(ii) ⇒ (iii) follows easily from 2.3.4(iii); and (iii) ⇒ (iv) is obvious.

(iv)⇒ (i). With U = Spf(A) as in (iv), 2.3.4(iii) givesM∼ ∼= ixM |U ∈ Aqct(U),
so by 2.3.3, M is a torsionA-module. Let p be the open prime A-ideal corresponding
to x ∈ U. For any f ∈ p, we have x /∈ Uf := Spf(A{f}), whence, as above, there are
natural isomorphisms

Mf −→∼
2.3.1

M ⊗A A{f} −→∼
2.2.1(iv)

Γ(Uf ,M
∼) −→∼ Γ(Uf , ixM) = 0,

so that M is (f)-torsion. As p is finitely generated, M must be p-torsion; and since
mx = lim

−−→
f /∈p

p{f} = pOX,x ([10, p. 186, proof of (7.6.17)]), M is mx-torsion. �

Let X be a noetherian formal scheme. For x ∈ X, let J(x) denote the injective
hull of the residue field k(x) over the local ring OX,x. It is easily checked that
ixJ(x) is an injective object in A(X) ([11, page 123]). By 2.3.5, ixJ(x) ∈ Aqct(X).

Recall that in a locally noetherian category a direct sum of injectives is also an
injective.

Proposition 2.3.6. Let X be a noetherian formal scheme.

(i) The categories At(X) and Aqct(X) are locally noetherian and have enough
injectives.
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(ii) The indecomposable injectives of Aqct(X) are those of the form ixJ(x)
defined above. In particular, any injective object I of Aqct(X) is a direct
sum of injectives of the form ixJ(x) and hence is injective in At(X) too.

(iii) For any M∈ At(X)∪Ac(X) and for any injective I in Aqct(X), the sheaf
HomOX

(M, I) is flasque.

(iv) For any injective I in Aqct(X), and x ∈ X, the OX,x-module Ix is injec-
tive.

Proof. For proofs of (i), (ii) and (iii), we refer to [27, p. 876].
For (iv), we may assume, by (ii), that I = ix′J(x′) for suitable x′. If x′ doesn’t

specialize to x then Ix = 0. It remains to show that if x′ specializes to x then

J(x′) is an injective OX,x-module. For this it suffices, with Oy := OX,y (y ∈ Y),

that Ôx′ ∼= (̂Ox)℘ for some prime ℘ in Ox, since then the injective hull J(x′) of the

residue field k(x′) over Ox′ , being injective over the local ring Ôx′ too, is injective

over (̂Ox)℘ and hence over Ox .

Let U = Spf(A) be an open neighborhood of x. Recalling that Oy is noetherian
for all y ∈ U [10, p. 403, (10.1.6)], one deduces from [10, p. 184, (7.6.9)] that if a

is an open A-ideal and q = qy is the open prime A-ideal corresponding to y, then
OX,y/aOy ∼= Aq/aAq. So if p := qx′ ⊂ qy then ℘y := pOy is prime, and for all i ≥ 0,

(Oy)℘y/℘
i
y(Oy)℘y is isomorphic to the localization of the A-module Aq/p

iAq at the

prime ideal p, i.e., to Ap/p
iAp. Hence for all y in the closure of x′, ̂(Oy)℘y

∼= Âp.

Taking y = x′ and x respectively, one gets ÔX,x′ ∼= ̂(Ox)℘x , as desired. �

2.4. Smooth maps. A homomorphism of topological rings φ : A → B is
formally smooth if φ is continuous and if for every discrete topological A-algebra C
and every nilpotent ideal I of C, any continuousA-homomorphismB → C/I factors

as B
v→ C ։ C/I with v a continuous A-homomorphism ([8, 19.3.1]).

A morphism of formal schemes f : X → Y is said to be formally smooth if for
any morphism Z → Y where Z = Spec(C) is an affine scheme, and for any closed
subscheme Z0 ⊂ Z defined by a nilpotent ideal in C, every Y-morphism Z0 → X

extends to a Y-morphism Z → X (cf. [9, §17.1]).

Examples 2.4.1. We recall some of the elementary properties and standard ex-
amples of formally smooth maps. These will often be used without explicit mention.
For proofs cf. [9, §17.1] and [8, §19.3].

(i) An open immersion is a formally smooth map. A composition of formally
smooth maps is formally smooth. Formal smoothness is preserved under
base change.

(ii) A map of affine formal schemes Spf(B) → Spf(A) is formally smooth if
and only if the corresponding homomorphism of topological rings A→ B
is formally smooth.

(iii) For a discrete ring A, any polynomial algebra under the discrete topology
is formally smooth over A.

(iv) If φ : A → B is a formally smooth map of topological rings then for any
multiplicative sets S ⊂ A and T ⊂ B such that φ(S) ⊂ T , the induced
map S−1A→ T−1B is formally smooth.

(v) A map of topological rings A → B is formally smooth if and only if the

induced map of respective completions Â→ B̂ is formally smooth.
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(vi) Let φ : A → B be a formally smooth map of topological rings. Then for
any choice of coarser topologies on A,B for which the square of any open
B-ideal is open and for which φ remains continuous, φ is formally smooth
under the coarser topologies too.

Definition 2.4.2. A continuous homomorphism φ : A→ B of noetherian adic
rings (resp. a map f : X → Y of noetherian formal schemes) is smooth if it is
essentially of pseudo-finite type and formally smooth.

Recall that a homomorphism φ : R → S of noetherian adic rings is adic if for
one (hence for every) defining ideal I of R, φ(I) is a defining ideal of S.

Lemma 2.4.3. Let φ : A → B be an essentially pseudo-finite type homomor-

phism of noetherian adic rings. Then φ factors as A
σ−−→ C

π−−→ B where σ is a
smooth map and π is a surjective adic homomorphism. More specifically, C can
be obtained as the completion of a localization of a polynomial algebra over A—say
(A[X1, . . . , Xn])S—along an ideal I that contracts to an open A-ideal.

Proof. Let a, b be defining ideals of A,B, respectively, such that φ(a) ⊂ b.
By hypothesis there exists a finitely generated A-algebra D and a multiplicative
set T in D such that B/b ∼= DT . Then there is a surjection from a polynomial ring
P := A[X1, . . . , Xr] to D which maps {Xi} to a set of generators of D. Let S be
the inverse image of T in P . The composition P ։ D → DT

∼= B/b lifts to an
A-homomorphism ψ : P → B. Any element of ψ(S) maps to a unit in DT

∼= B/b.
Since b, being a defining ideal of B, is in the Jacobson radical, it follows that ψ(S)
consists of units of B and so we obtain an induced map ψS : PS → B.

Let π0 : Q = PS [Xr+1, . . . , Xn]→ B be a map extending ψS and taking the in-
determinatesXr+1, . . . , Xn to a generating set of the B-ideal b. Let I be the Q-ideal
generated by a and Xr+1, . . . , Xn. Then π0 is continuous for the I-adic topology

on Q and hence extends to a map π, clearly adic, from the I-adic completion C := Q̂

to B. Since ÎB = b, therefore B is an Î-adically separated C-module and C surjects

onto B/(ÎB). It follows from [19, Theorem 8.4] that π is surjective. �

Corollary 2.4.4. If f : X → Y is an essentially pseudo-finite type map of
formal schemes then any neighborhood of a point x ∈ X contains an affine open
neighborhood U such that f |U = hi where for some formal scheme Z, i : U → Z is
a closed immersion and h : Z→ Y is smooth.

Let A
φ−−→ B be a continuous homomorphism of noetherian adic rings and

let U := Spf(B)
f−−→ V := Spf(A) be the induced map of formal schemes. Let

x ∈ U and y := f(x). Let k(x) and k(y) denote the residue fields of the local rings
OU,x and OV,y respectively. We regard these local rings as being topologized by
the powers of the stalks of defining ideals on U and V respectively. Thus if a, b
are defining ideals of A,B then aOU,x, bOV,y are defining ideals of OU,x, OV,y,
respectively.

Proposition 2.4.5. In the preceding situation we have:

(i) If φ is essentially of pseudo-finite type then k(x) is a finitely generated
field extension of k(y).
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(ii) If φ is formally smooth, then φ is flat. Furthermore, the induced map
of topological rings OV,y → OU,x is also formally smooth and flat. In
particular, f : U→ V is a flat map of formal schemes.

Proof. (i). Let b be a defining ideal in B and a ⊂ φ−1b a defining ideal
in A. Then A/a → B/b is essentially of finite type. As in the proof of 2.3.6(iv),
OV,y/aOV,y and OU,x/bOU,x are localizations of A/a and B/b respectively. There-
fore the induced map k(x)→ k(y) is essentially of finite type, whence the result.

(ii). Let n be a maximal B-ideal and m = φ−1n. Let b be a defining ideal in B
and a ⊂ φ−1b a defining ideal in A. Then the induced map Am → Bn is formally
smooth under the a-adic and b-adic topologies respectively. The map Am → Bn is
also continuous for the coarser m-adic and n-adic topologies respectively. Therefore
Am → Bn is formally smooth for the coarser topologies too. By [8, 19.7.1], Bn is
flat over Am, hence over A. This being so for any n, B is flat over A.

For the final part, let p ⊂ B (resp. q ⊂ A) be the open prime corresponding
to the point x (resp. y). As in the proof of 2.3.6(iv), the completion of OU,x

(resp. OV,y) along the ideal bOU,x (resp. aOV,y) is isomorphic to the completion
of Bp (resp. Aq) along the ideal bp (resp, aq). Therefore [A→ B formally smooth]

=⇒ [Aq → Bp formally smooth] =⇒ [Âq → B̂p formally smooth] =⇒ [OV,y → OU,x

formally smooth] ([8, 19.3.5, (iv)], [8, 19.3.6]). Again, by [8, 19.7.1], OV,y → OU,x

is flat. �

2.5. Differentials on topological rings. We now describe various elemen-
tary properties of the module of relative differentials for a map of topological rings,
and its behavior under smooth maps. Let A→ B be a continuous homomorphism
of adic rings. Let b be any defining ideal in B. Let Ω1

B/A be the relative B-module

of differentials and ΩmB/A its m-th exterior power (m ≥ 0), b-adically topologized

(cf. [8, 20.4.5]). Set Bi := B/bi+1, and

Ω̂mB/A := lim
←−−

i

(ΩmB/A ⊗B Bi),

the b-adic completion of ΩmB/A. Also, set

Ωsep
B/A := Ω1

B/A/(∩ibiΩ1
B/A),

the universal separated module of differentials of B/A. These definitions do not
depend on the choice of b. Indeed, the canonical A-derivation dB/A : B → Ω1

B/A

induces derivations dsep
B/A : B → Ωsep

B/A and d̂B/A : B → Ω̂1
B/A which are universal for

continuousA-derivations ofB into separated (resp. complete separated)B-modules.

Recall that for any topological B-module N , composition with dB/A gives an

isomorphism Homc
B(Ω1

B/A , N) −→∼ DercA(B,N), where the superscript “c” signi-

fies, respectively, continuous homomorphisms and derivations (see [8, 20.4.8.2]).
Let b be a defining ideal of B. If the topology on N is b-adic and N is separated
(e.g., if N is finitely generated) then we also have the following relations.

DercA(B,N) = DerA(B,N),

Homc
B(Ω1

B/A, N) ←−∼ Homc
B(Ωsep

B/A, N) = HomB(Ωsep
B/A, N) −→∼ HomB(Ω1

B/A, N).

All these relations are easily verified. For example, the first one holds because for
any δ ∈ DerA(B,N) we have δ(bi+1B) ⊂ biN .
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Proposition 2.5.1. Let f : A→ B be an essentially pseudo-finite type map of
noetherian adic rings. Let b be a defining B-ideal and Bi := B/bi+1. Let m ≥ 0.
Then:

(i) The B-module Ωsep
B/A is finitely generated and complete; and there is a

natural isomorphism Ωsep
B/A −→∼ Ω̂1

B/A.

(ii) There are natural isomorphisms
m∧

B

Ω̂1
B/A −→∼ Ω̂mB/A −→∼ lim

←−−
i

ΩmBi/A
.

In particular, Ω̂mB/A is a finitely generated B-module.

(iii) If f is smooth then Ω̂mB/A is a projective B-module.

(iv) If b is a defining ideal of B, b′ ⊂ b, and B′ := B with b′-adic topology
(also an adic ring) is essentially of pseudo-finite type over A, then the
natural map is an isomorphism

Ω̂1
B′/A −→∼ Ω̂1

B/A .

Proof. B0 is essentially of finite type over A, so Ω1
B0/A

is a finitely generated

B0-module and hence a finitely generated B-module. Then the instance i = 0 of
the natural exact sequences

(4) bi+1/bi+2 −→
via d

Ω1
B/A ⊗B Bi −→ Ω1

Bi/A
−→ 0 (i ≥ 0)

shows that Ω1
B/A ⊗B B0 is a finitely generated B-module, so that the B-module

Ωsep
B/A ⊗B B0

∼= Ω1
B/A ⊗B B0 is finitely generated. By [19, Thm. 8.4] it follows that

the B-module Ωsep
B/A is finitely generated, hence complete; and so Ωsep

B/A = Ω̂1
B/A.

Furthermore, the exact sequence (4) gives that the kernel ki of the natural

surjection Ω1
B/A ։ Ω1

Bi/A
satisfies

bi+1Ω1
B/A ⊂ ki = bi+1Ω1

B/A + d(bi+1) ⊂ biΩ1
B/A,

giving rise to a sequence

· · · −→ Ω1
Bi+1/A

−→ Ω1
B/A ⊗B Bi −→ Ω1

Bi/A
−→ Ω1

B/A ⊗B Bi−1 −→ · · · ,
from which follows, upon application of

∧m
B , a natural sequence

· · · −→ ΩmBi+1/A
−→ ΩmB/A ⊗B Bi −→ ΩmBi/A

−→ ΩmB/A ⊗B Bi−1 −→ · · · ,

and hence a natural isomorphism Ω̂mB/A −→∼ lim
←−−
i

ΩmBi/A
.

By part (i),
∧m Ω̂1

B/A is a finitely generated B-module and hence is complete.

With Bi := B/bi+1 there are natural isomorphisms

(

m∧
Ω̂1
B/A)⊗B Bi ∼=

m∧
(Ω̂1

B/A ⊗B Bi) ∼=
m∧

(Ω1
B/A ⊗B Bi) ∼= (

m∧
Ω1
B/A)⊗B Bi.

Taking inverse limit over i we conclude that
∧m

Ω̂1
B/A
∼= Ω̂mB/A, proving (ii).

Now suppose f is smooth. By [8, Cor. 20.4.10], Ω̂1
B/A ⊗B Bi is a projective

Bi-module for each i. Hence by [19, Thm. 22.1], Ω̂1
B/A is a projective B-module.

Taking exterior powers and using (ii), we deduce (iii).



PSEUDOFUNCTORIAL BEHAVIOR OF COUSIN COMPLEXES 25

The natural map in (iv) is the obvious one from the completion of a module to

the completion of the same module with coarser topology. That it is an isomorphism

follows from the fact that every finitely-generated B-module is b- and b′-complete

and separated, whence the canonical derivations d : B → Ω̂1
B/A and d′ : B → Ω̂1

B′/A

are both universal for A-derivations of B into finitely-generated B-modules. �

From now on, for any continuous homomorphism A→ B that is essentially of

pseudo-finite type we shall denote Ω̂mB/A by Ω̂mB/A .

Lemma 2.5.2. Let A
f−−→ B

g−→ C be essentially pseudo-finite-type homo-
morphisms of noetherian adic rings. Then there is a natural exact sequence of
continuous C-module maps

Ω̂1
B/A ⊗B C → Ω̂1

C/A → Ω̂1
C/B → 0.

If, moreover, g is smooth (2.4.2) then this sequence is part of a split exact sequence

0→ Ω̂1
B/A ⊗B C → Ω̂1

C/A → Ω̂1
C/B → 0.

Proof. The map Ω̂1
B/A ⊗B C → Ω̂1

C/A corresponds to the continuous A-

derivation B → C
d̂C/A−−−→ Ω̂1

C/A. (Note here that by 2.5.1(i), Ω̂1
B/A is a finitely

generated B-module, so that Ω̂1
B/A ⊗̂BC ∼= Ω̂1

B/A⊗BC (see [10, p. 189, 7.7.9]); and

that Ω̂1
C/A, being finitely generated overC, is a complete separatedB-module.) The

map Ω̂1
C/A → Ω̂1

C/B corresponds to the continuous A-derivation d̂C/B. Exactness

follows from that of the dual sequence—for any separated complete C-module N :

DercA(B,N)← DercA(C,N)← DercB(C,N)← 0.

(See also [8, p. 152, 20.7.17.3].) For smooth g one can then apply [8, 20.7.18], in
view of ibid., p. 114, Definition 19.9.1. (In fact, arguing as in the proof of loc. cit.,
one sees that DercA(C,N)→ DercA(B,N) is surjective.) �

Lemma 2.5.3. Let A, B, C, be noetherian adic rings, let f : A → B be a
homomorphism essentially of pseudo-finite type, and let π : B → C be a continuous
surjection, with kernel I. Suppose that the topological quotient algebra B/I is
smooth over A. Then there is a split exact sequence

0→ I/I2 → Ω̂1
B/A ⊗B C → Ω̂1

C/A → 0.

Proof. In view of 2.5.1(iv), one may assume that C = B/I. Let b be a
defining B-ideal. Consider the diagram

0 −−−−→ (∩i biΩ1
B/A)⊗B C −−−−→ ∩i biΩ1

C/Ay
y

y

I/I2 −−−−→ Ω1
B/A ⊗B C −−−−→ Ω1

C/A

wherein the bottom row consists of usual natural maps, the top row is induced by
the bottom row, and the vertical maps are the natural ones. The diagram clearly
commutes and so the cokernels of the vertical maps lie in a sequence

E• : 0→ I/I2 → Ωsep
B/A ⊗B C → Ωsep

C/A → 0.
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By 2.5.1(i) every module in E• is finitely generated over C, so for E• to be split
exact it suffices that for any finitely generated C-module N the induced sequence
HomC(E•, N) is exact. Rewriting HomC(E•, N) as

0→ DerA(C,N)→ DerA(B,N)
u→ HomC(I/I2, N)→ 0

one sees that the only nontrivial thing to show is surjectivity of u.
Since the kernel I/I2 of the natural surjection π : B/I2 → C is nilpotent

and closed, and C is smooth over A, therefore the identity map of C lifts to an
A-homomorphism l : C → B/I2 [8, p. 84, 19.3.10]. Then

σ := 1− lπ : B/I2 → I/I2

is an A-derivation: for all x, y ∈ B/I2,

σ(xy) = xy− lπ(xy) = xy− lπ(x)lπ(y) = xy−(x−σ(x))(y−σ(y)) = xσ(y)+yσ(x).

So for any δ ∈ HomC(I/I2, N), δσ ∈ DerA(B/I2, N) = DerA(B,N) and u(δσ) = δ.
This proves surjectivity of u, and hence split-exactness of E•. �

Example 2.5.4. Let B be a noetherian adic ring, S a multiplicative set in B
and I an open ideal in B. Set C := B{S−1}, the completion of BS along IS . Then
the induced map B → C is smooth.

Any continuous B-derivation from C into a topological C-module vanishes

on BS , hence, by continuity, on C. Therefore, Ω̂1
C/B = 0.

Any continuous A-derivation from B into a complete separated C-module ex-

tends uniquely to C. Hence (or by 2.5.2) there is a natural isomorphism

Ω̂1
B/A ⊗̂B B{S−1} −→∼ Ω̂1

B{S−1}/A .

Example 2.5.5. Let A be a noetherian adic ring and P = A[X1, . . . , Xr] a
polynomial ring over A. Let I be an ideal in P such that I ∩ A is open in A, and
let C be the completion of P along I. Then the natural map A → C is smooth.
As any A-derivation of P into an I-adically complete separated C-module extends

uniquely to C, one sees that the C-module Ω̂1
C/A is free, with basis dX1, . . . , dXr.

Proposition 2.5.6. Let A→ B and A→ C be continuous maps of adic rings.

Set D := B ⊗̂AC. Then there exists a natural isomorphism Ω̂1
B/A ⊗̂BD −→∼ Ω̂1

D/C .

Proof. (i) Via the universal properties of Ω̂1 and of extension of scalars (from
B to D), the Proposition amounts to the statement that for any complete separated
D-module L, “restriction” induces a bijection DercC(D,L) −→∼ DercA(B,L). But if
we give the D-algebra D := D⊕L (where L2=0) the product topology, under which
it is complete and separated, then the standard correspondence between derivations
into L and ring homomorphisms into D [8, p. 118, 20.1.5] respects continuity, and
so transforms the statement into bijectivity of the restriction map from continuous
C-homomorphisms D → D to continuous A-homomorphisms B → D, which is
easily seen to hold, by the universal property of complete tensor products. �

Remark. When A and B are noetherian and A → B is essentially of pseudo-
finite type, one can replace the ⊗̂ in 2.5.6 by ⊗, see proof of 2.5.2. Moreover, in

view of 2.5.1(ii), one can replace Ω̂1 by Ω̂m for any m ≥ 0.
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2.6. Differentials on formal schemes. Let f : X → Y be a morphism of
noetherian formal schemes. Suppose I ⊂ OX and J ⊂ OY are defining ideals such
that JOX ⊂ I. There result morphisms of ordinary schemes

Xn := (X,OX/I
n+1)

fn−→ (Y,OY/J
n+1) =: Yn (n > 0).

Let jn : Xn →֒ X be the canonical closed immersion. For (m ≥ 0) let ΩmXn/Yn

be the m-th exterior power of the sheaf of relative differentials on Xn, and set
Ω̂mf = Ω̂m

X/Y := lim
←−−
n

jn∗Ω
m
Xn/Yn

. This Ω̂mf is independent of the choice of I, J.

For every n there is a natural sheaf homomorphism OXn → Ω1
Xn/Yn

, and hence

applying jn∗ and taking inverse limits results in a natural sheaf homomorphism

d̂X/Y = d̂f : OX → Ω̂1
X/Y.

Let Spf(B) = U ⊂ X and Spf(A) = V ⊂ Y be affine open subschemes with
f(U) ⊂ V. Let Spec(An) = Un ⊂ U and Spec(Bn) = Vn ⊂ V be defined as above.
Then for each m ≥ 0 there are natural isomorphisms

(5)

Γ(U, Ω̂mX/Y) = Γ(U, lim
←−−

n

jn∗Ω
m
Xn/Yn

) ∼= lim
←−−

n

Γ(U, jn∗Ω
m
Xn/Yn

)

= lim
←−−

n

Γ(Un,Ω
m
Xn/Yn

) ∼= lim
←−−

n

Γ(Un,Ω
m
Un/Vn

)

∼= lim
←−−

n

ΩmBn/An

∼= lim
←−−

n

ΩmBn/A
∼=

2.5.1(ii)
Ω̂mB/A .

3

Proposition 2.6.1. Let f : X→ Y be an essentially pseudo-finite type map of
noetherian formal schemes. Then for m ≥ 0, the natural map is an isomorphism

m∧

OX

Ω̂1
X/Y −→∼ lim

←−−
n

m∧

OX

jn∗Ω
1
Xn/Yn

=: Ω̂mX/Y ,

and Ω̂m
X/Y is a coherent OX-module. Moreover, if U = Spf(B) and V = Spf(A) are

as above, and if the induced map A → B is essentially of pseudo-finite type, then,
with ∼ = ∼B, there are natural isomorphisms

(
Ω̂mB/A

)∼ −→∼ Ω̂mU/V −→∼ Ω̂mX/Y
∣∣
U
.

Furthermore, if f is smooth then f is flat and Ω̂m
X/Y is locally free of finite rank.

Proof. All the assertions are local, so we may assume that X = U and Y = V.
For any affine open subset Ub = Spf(B{b}) ⊂ U we have the natural isomorphisms

Γ(Ub, Ω̂
m
X/Y) ∼=

(5)
Ω̂mB{b}/A

∼= Ω̂mB/A ⊗B B{b} ∼= Γ(Ub, (Ω̂
m
B/A)∼),

where the second isomorphism comes from 2.5.4, and the third from 2.2.1(iv). It

follows that the map corresponding to the isomorphism Ω̂mB/A
∼= Γ(U, Ω̂m

U/V) of (5)

is itself an isomorphism (Ω̂mB/A)∼ −→∼ Ω̂m
U/V. Since Ω̂mB/A is a finitely-generated B-

module (see 2.5.1(ii)), Ω̂m
U/V is coherent; and the isomorphism

∧m
Ω̂1

X/Y −→∼ Ω̂m
X/Y

results from 2.5.1(ii) and 2.2.3(iv).

The assertions concerning smooth maps follow from 2.4.5(ii) and 2.5.1(iii). �

3The hypothesis in 2.5.1 that B be essentially of pseudo-finite type over A is not used in the
proof of this last isomorphism.
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Definition 2.6.2. Let f : X → Y be a smooth morphism of noetherian for-
mal schemes. The relative dimension of f is the function—constant on connected

components of X—taking x ∈ X to the rank of Ω̂1
f at x.

When the relative dimension is constant on all of X, we may identify it with
its value (a nonnegative integer).

Example 2.6.3. An open immersion is smooth of relative dimension 0 (2.5.4).
The map Spf(C)→ Spf(A) obtained from 2.5.5 is smooth of relative dimension r.

Definition 2.6.4. Let f : X→ Y be a smooth morphism of noetherian formal
schemes. With di the relative dimension of f on the connected component Xi of X,

we denote by ωf the invertible OX-module whose restriction to Xi is Ω̂di

X/Y.

Proposition 2.6.5. Let f : X → Y and g : Y → Z be smooth maps of relative
dimensions d and e respectively. Then gf is smooth of relative dimension d + e
and there is a canonical isomorphism

f∗ωg ⊗OX
ωf −→∼ ωgf .

Proof. The question is local on X, so we may assume that X, Y, and Z are
connected, and that d and e are integers.

Let I, J,K be defining ideals in OX,OY,OZ respectively such that JOX ⊂ I and
KOY ⊂ J. Reducing modulo the n-th powers of these defining ideals we get maps

of schemes Xn
fn−−→ Yn

gn−−→ Zn and hence a sequence

0→ f∗nΩ1
Yn/Zn

→ Ω1
Xn/Zn

→ Ω1
Xn/Yn

→ 0.

Let jn : Xn → X be the canonical immersion. Applying jn∗ and taking inverse
limits we obtain a sequence

0→ lim
←−−

n

jn∗f
∗
nΩ1

Yn/Zn
→ Ω̂1

X/Z → Ω̂1
X/Y → 0.

Let in : Yn → Y be the canonical immersion. There are natural maps

f∗lim
←−−

n

in∗ → lim
←−−

n

f∗in∗ → lim
←−−

n

jn∗f
∗
n.

Hence there is a natural map

f∗Ω̂1
Y/Z = f∗lim

←−−
n

in∗Ω
1
Yn/Zn

→ lim
←−−

n

jn∗f
∗
nΩ1

Yn/Zn
,

and so we have a natural sequence

0→ f∗Ω̂1
Y/Z → Ω̂1

X/Z → Ω̂1
X/Y → 0.

One checks, using 2.2.4, that if X = Spf(C), Y = Spf(B), and Z = Spf(A) are
affine and if the induced maps A → B → C are essentially of pseudo-finite type,
then this sequence is the same as the one obtained by sheafifying, via ∼C , a split
exact sequence as in 2.5.2. Exactness being a local property, we have therefore
constructed, in the general case, an exact sequence of locally free sheaves (see

2.6.1). It follows that the rank of Ω̂1
X/Z is d + e, and that there is a canonical

isomorphism
d+e∧

X

Ω̂1
X/Z
∼=

e∧

X

f∗Ω̂1
Y/Z ⊗

d∧

X

Ω̂1
X/Y.

Since f∗ commutes with exterior powers, the Lemma results. �
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Proposition 2.6.6. Let f : X → Z and g : Y → Z be formal-scheme maps,
with f essentially of pseudo-finite type, so that the projection q : W := X×Z Y→ Y

is also essentially of pseudo-finite type (cf. proof of 2.1.3):

X×Z Y = W
q−−−−→ Y

p

y
yg

X −−−−→
f

Z

Then for the projection p : W→ X there is a natural isomorphism

p∗Ω̂1
X/Z −→∼ Ω̂1

W/Y.

Proof. This is just a globalization of the noetherian case of 2.5.6, and can
be proved similarly (or reduced, via pasting of local maps, to loc. cit., see 2.2.4).

Indeed, since both p∗Ω̂1
X/Z and Ω̂1

W/Y are coherent OW-modules (see 2.6.1), it

suffices to find a natural isomorphism, functorial in the coherent OW-module N ,

HomOW
(Ω̂1

W/Y,N ) −→∼ HomOW
(p∗Ω̂1

X/Z,N ),

which can be done, as in the proof of 2.5.6, via restriction of (sheafified) derivations.
Details are left to the reader. �

Corollary 2.6.7. With hypotheses as in 2.6.6, assume further that f is
smooth of constant relative dimension d ∈ N. Then q is also smooth of relative
dimension d. Furthermore there exists a natural isomorphism p∗ωf −→∼ ωq.

Proposition 2.6.8. Let Z
i−→ X

h−−→ Y be maps of formal schemes where i is
a closed immersion, h is essentially of pseudo-finite type and hi is smooth. Let I

be the coherent ideal in OX corresponding to i. Then there is an exact sequence of
OZ-modules

0 −−→ I/I2
∣∣
Z
−−→ i∗Ω̂1

X/Y −−→ Ω̂1
Z/Y −−→ 0.

Proof. The natural map i∗Ω̂1
X/Y → Ω̂1

Z/Y is defined in the same manner as

the map f∗Ω̂1
Y/Z → Ω̂1

X/Z is defined in the proof of 2.6.5. Consider the natural

sheaf homomorphism

ψ : I→ OX

d̂X/Y−−−→ Ω̂1
X/Y → Ω̂1

X/Y ⊗OX
OX/I.

Let U = Spf(B) ⊂ X, V = Spf(A) ⊂ Y be affine open subsets such that h(U) ⊂ V

and the induced map A → B is essentially of pseudo-finite type. Let I = I(U), so
that via 2.2.1(iii) (see also Remark (a)), I∼B = I. By 2.2.3(iii) I2 = I2(U), and
by (i) and (iii) of 2.2.1, I/I2 = (I/I2)(U). Using 2.6.1 and 2.2.3(ii), we see that

ψ induces over U, the obvious natural map ψ(U) : I → Ω̂1
B/A ։ Ω̂1

B/A ⊗B B/I.

Now ψ(U) sends I2 to 0 and the induced map I/I2 → Ω̂1
B/A⊗B B/I is B/I-linear.

Since U,V can be chosen to be arbitrarily small, it follows that ψ sends I2 to 0 and

that the induced sheaf homomorphism I/I2
∣∣
Z
→ i∗Ω̂1

X/Y is OZ-linear. We therefore

have a sequence of OZ-modules

(∗) 0 −−→ I/I2
∣∣
Z
−−→ i∗Ω̂1

X/Y −−→ Ω̂1
Z/Y −−→ 0.
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Exactness of (∗) is a local property. If Z = Spf(C), X = Spf(B), Y = Spf(A) are
affine, then the sequence (∗) is the same as the one obtained by sheafifying, via ∼C ,
the exact sequence in 2.5.3. Therefore (∗) is also exact. �

For the next result we use the following fact. If W = Spf(C) is an affine
formal scheme, then for any w ∈ W, the complete local ring D := (OW,w,mw)b

is isomorphic to (Cp, pCp)
b where p is the open prime in C corresponding to w

(see proof of 2.3.6(iv)). Therefore the natural map C → D is smooth of relative
dimension 0 (see 2.5.4).

Proposition 2.6.9. Let f : X→ Y be an essentially-pseudo-finite-type map of

formal schemes. Let x ∈ X, set B := OX,x, A := OY,f(x), and let B̂, Â be the

completions of B, A along their respective maximal ideals. Then, with Ω̂mf,x the

stalk of Ω̂mf at x, there are natural isomorphisms

Ω̂mf,x ⊗B B̂ ∼= Ω̂mbB/ bA
(m ≥ 0).

Proof. Let U = Spf(S),V = Spf(R) be affine neighborhoods of x, y respec-

tively, such that f(U) ⊂ V. By 2.6.1, Ω̂mf
∣∣
U
∼= (Ω̂mS/R)∼S, whence Ω̂mf,x

∼= Ω̂mS/R⊗SB.

There are then natural isomorphisms

Ω̂mf,x ⊗B B̂ −→∼ (Ω̂mS/R ⊗S B)⊗B B̂ −→∼ Ω̂mS/R ⊗S B̂
α−−→ Ω̂mbB/R

β−−→ Ω̂mbB/ bA
,

where α is the isomorphism which follows from 2.5.2, applied to the sequence

R → S → B̂ (by the remark preceding 2.6.9, S → B̂ is smooth), while β is

the isomorphism obtained similarly from the sequence R→ Â→ B̂. �

Corollary 2.6.10. With notation and assumptions as in 2.6.9, assume further
that f : (X,∆1) → (Y,∆) is a smooth map in Fc (see section 2.1). Let d be the
relative dimension of f at x, p := ∆1(x), and q := ∆(y). Let mA be the maximal
ideal of A. Then

dim(B/mAB) = p+ d− q.
Proof. By 2.4.5(ii), B is a formally smooth A-algebra; and so by(v) and (vi)

of 2.4.1, B̂ is a formally smooth Â-algebra. By 2.6.9, Ω̂1
bB/ bA

is free of rank d, and

by definition of Fc,

q − p = ∆(y)−∆1(x) = tr.deg.k(y)k(x).

So by ([13, Lemma 3.9]),

dim(B/mAB) = dim(B̂/mAB̂) = d− (q − p).
�
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3. Local cohomology and Cousin complexes

In §3.1 we recall some basic facts about local cohomology modules and about
various relations between different definitions of local cohomology in the presence
of quasi-coherence and torsionness conditions. In §3.2 we review basic definitions
and properties of Cousin complexes, and of the Cousin functor E from the derived
category to Cousin complexes. (For smooth formal-scheme maps X → Y, E will
play an important role in the construction of a functor from Cousin complexes
over Y to Cousin complexes over X.) The final subsection is on Cohen-Macaulay
complexes, the derived category counterparts of Cousin complexes. The results
there are based on Suominen’s work [25], in which it is shown that E induces an
equivalence of categories from the category of Cohen-Macaulay complexes to the
category of Cousin complexes (where the latter, and hence the former, is abelian).

3.1. Local cohomology. Let X be a topological space, Z a closed subset,
and F an abelian sheaf on X . We denote by ΓZF the subsheaf of F whose sections
over any open U ⊂ X are those elements of F(U) whose support lies in Z. Recall
further, from §2.3, the definition of the functor ΓI for a ringed space (X,OX) and
an OX -ideal I, and of the functor Γa for an ideal a in a ring A.

Lemma 3.1.1. Let (X,OX) be a ringed space, F an OX-module, and x ∈ X a
point. If the OX -ideal I is locally finitely-generated, then (ΓIF )x = ΓIx

Fx, where
each side of the equality has been identified naturally with an OX,x-submodule of Fx.

Proof. The equality results from the natural isomorphisms

(lim
−−→

n

HomOX(OX/In, F ))x −→∼ lim
−−→

n

(HomOX(OX/In, F ))x

−→∼ lim
−−→

n

HomOX,x(OX,x/Inx , Fx),

the second isomorphism holding because locally, OX/In has finite presentation. �

It follows that if Z is the support of OX/I then for any F ∈ A(X) there is a
natural inclusion ΓIF ⊂ ΓZF . In general, this inclusion is not an equality.

Lemma 3.1.2. Let (X,OX) be a noetherian formal scheme and Z ⊂ X a closed
subset. Let I be an open coherent OX-ideal such that the support of OX/I is Z.
Then for any F ∈ Aqct(X) we have

ΓIF = ΓZF .
Proof. It suffices to show that for any affine open subset U := Spf(A) we have

(ΓZF )(U) ⊂ (ΓI F )(U), the opposite containment having been noted above. Set

F = F(U) and I = I(U). By 2.3.4(iii), F ∈ A~c(X) and F|U ∼= F∼, whence by 2.3.3
and 2.2.1(iv), (ΓIF )(U) = ΓI F . In particular, since F is a torsion OX-module,
this equality for an ideal of definition shows that F is a torsion A-module. So
by 2.2.1(iv) and 2.3.1, for any s ∈ A, with Us := Spf(A{s}) we have F(Us) = Fs.
If s ∈ I, then Us ∩Z = ∅, so the image in Fs of any f ∈ (ΓZF )(U) is zero, i.e., any
such f is annihilated by a power of s, and hence, I being finitely generated, by a
power of I. Thus (ΓZF )(U) ⊂ ΓI F = (ΓI F )(U), as desired. �

For an abelian sheaf F on a topological space X, and x ∈ X , let ΓxF ⊂ Fx be

the stalk at x of the sheaf ΓZF with Z := {x}, the closure in X of the set {x}.
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Corollary 3.1.3. Let X be a noetherian formal scheme, and F ∈ Aqct(X).
For any x ∈ X let mx be the maximal ideal of the local ring OX,x. Then

Γmx
Fx = ΓxF ⊂ Fx.

Proof. Let I be the largest coherent ideal defining Z = {x}. Then I is an
open ideal and the stalk of I at x is mx (since this holds true over the scheme
obtained by reducing modulo an ideal of definition of X). By 3.1.1 and 3.1.2 we
have Γmx

Fx = (ΓIF )x = (ΓZF )x. �

The functors Γ? defined above are all left exact. We denote by RΓ? the cor-
responding right-derived functors and by Hi

? := HiRΓ? the corresponding i-th
right-derived functors.

Z For a complex F • on a ringed space (X,OX), Hi
?F • := HiRΓ?F • is the

abelian group sometimes referred to in the literature as “local hypercohomology
with supports in ?” and sometimes denoted “Hi. . . ” The symbol “Hi

?F • ” might
also, conceivably, denote the complex whose n-th term is Hi

?Fn, differentials being
the natural induced ones; in this paper, that will never be so.

We now review the construction of local cohomology via “direct-limit Koszul
complexes”. Let (X,OX) be a ringed space. For an element t ∈ Γ(X,OX), let K•(t)
be the complex which in degrees 0 and 1 is multiplication by t from K0(t) := OX
to K1(t) := OX , and is zero elsewhere. For 0 ≤ r ≤ s, there is a map of complexes
K•(tr)→ K•(ts) which is identity in degree 0 and multiplication by ts−r in degree 1.
Thus we get a direct system of complexes, whose direct limit we denote by K•∞(t).
For any sequence t = (t1, ..., tn) of elements in Γ(X,OX) we set (with ⊗ = ⊗OX )

K•∞(t) := K•∞(t1)⊗ . . .⊗K•∞(tn);

and for any complex F • of OX modules set K•∞(t,F •) := K•∞(t)⊗F •. With I the
OX -ideal generated by the sequence t, there are natural identifications

ΓIF j = ker (K0
∞(t,F j)→ K1

∞(t,F j)) (j ∈ Z),

yielding a map of complexes ΓI F • → K•∞(t,F •), whose composition with the
natural map K•∞(t,F •) = K•∞(t) ⊗ F • → K0

∞(t) ⊗ F • = F • is the inclusion
ΓI F • →֒ F •. Note that the stalk of K•∞(t) at any point x ∈ X looks like the
localization map OX,x → OX,x[1/t]. It follows that K•∞(t) is a complex of flat OX -
modules. In particular, K•∞(t,−) takes quasi-isomorphisms to quasi-isomorphisms
and hence induces a functor D(X) → D(X), also denoted by K•∞(t,−). In fact
K•∞(t,−) is a δ-functor (see §1.4, (vii)), with Θ: K•∞(t,F •[1]) −→∼ (K•∞(t,F •))[1]
given in degree p+ q by (−1)p times the identity map of Kp∞(t)⊗F q+1.

Proposition 3.1.4. Let (X,OX) be a noetherian formal scheme, and t a finite
sequence in Γ(X,OX). Let I be the OX-ideal generated by t. Then for any complex
of A(X)-injectives L•, the natural map ΓI L• → K•∞(t,L•) is a quasi-isomorphism.
Moreover, the induced natural isomorphism of functors

RΓI −→∼ K•∞(t,−)

is an isomorphism of δ-functors. Hence there is a δ-functorial isomorphism

RΓI F • −→∼ RΓIOX ⊗
=
OX
F • (F • ∈ D(X))

whose composition with the natural map RΓIOX ⊗
=
OX
F • → OX ⊗

=
OX
F • ∼= F • is

the natural map RΓIF • → F •.
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Proof. See [1, Lemma 3.1.1, (1)⇒ (2) ]. Verification of the δ-part is straight-
forward. (The natural δ-structure on RΓI can be extracted from [17, Example
2.2.4].) The rest is left to the reader. �

Before stating some consequences of 3.1.4 we note that the constructions above
have obvious analogs over rings. For a ring A and a sequence t in A, the direct-
limit Koszul complex K•∞(t) of A-modules is defined in a manner similar to the
above. If A is noetherian and I• a complex of A-injectives, then the natural map
Γ
tAI
• → K•∞(t, I•) is a quasi-isomorphism.

Lemma 3.1.5. Let (X,OX) be a noetherian formal scheme.

(i) For any coherent OX-ideals I, J, the natural map RΓI+J → RΓI RΓJ is
an isomorphism.

(ii) For any sequences t, s in G := Γ(X,OX) such that sG ⊂
√

tG, and for
any complex F • ∈ C(X), the map (with ⊗ = ⊗OX

)

K•∞(t)⊗K•∞(s)⊗F • → K•∞(t)⊗F •

induced by the natural map K•∞(s)→ OX is a quasi-isomorphism.

(iii) For any x ∈ X and F • ∈ D(X) the natural map (RΓI F •)x → RΓIx
F •x is

a D(OX,x)-isomorphism.

Proof. (i). One argument is given in the last four lines on page 25 of [1].
Another is that the map in question is the canonical isomorphism resulting from
the fact that both source and target are right adjoints of the inclusion into D(X) of
the full subcategory whose objects are complexes whose homology is (I+J)-torsion,
see [2, p. 49, Prop. 5.2.1(c)]. One can also use 3.1.4, as follows.

The assertion being local, we may assume that X is affine, so that there are
sequences t, s in Γ(X,OX) generating I, J respectively. For any F • ∈ D(X), we
claim that the following natural diagram commutes:

RΓI+JF • −−−−→ RΓI RΓJF •y
y

K•∞(t, s)⊗F • −−−−→ K•∞(t)⊗K•∞(s)⊗F •

The bottom map is an isomorphism, as are the vertical maps (by 3.1.4), and the
assertion results.

Verification of commutativity is straightforward once the diagram is expanded
as in (3.1.5.1) below—where F • is assumed, w.l.o.g., to be K-injective, Kt is an
abbreviation for K•∞(t), etc., and Ks⊗F • → E• is a K-injective resolution (see [1,
p. 19, proof of (2)′ ⇒ (2)]).

(ii). Let I, J be the OX-ideals generated by (t), (t, s) respectively. Note that
ΓI = ΓJ . Let L• be a K-injective resolution of F •. In the commutative diagram

K•∞(t)⊗K•∞(s)⊗F • −−−−→ K•∞(t)⊗K•∞(s)⊗ L• ←−−−− ΓJL•y
y

∥∥∥

K•∞(t)⊗F • −−−−→ K•∞(t)⊗ L• ←−−−− ΓI L•

the horizontal maps are quasi-isomorphisms, and the result follows.
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(3.1.5.1)

ΓI+JF • ΓI ΓJF •
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

−−−−→ RΓI ΓJF •
∥∥∥

∥∥∥

RΓI+JF •
y

RΓI RΓJF •y

RΓI (Ks ⊗F •) −−−−→ RΓI E•x
∥∥∥

ΓI ΓJF • −−−−→ ΓI (Ks ⊗F •) −−−−→ ΓI E•y
y

y
Kt,s ⊗F • Kt,s ⊗F • Kt ⊗Ks ⊗F • ˜←−−−− Kt ⊗ E•

(iii). The assertion being local, we may assume that X is affine, so that there is a
sequence t in Γ(X,OX) generating I. We may assume further that F • is K-injective.
The following natural D(OX,x)-diagram—where K•∞(t) is the direct-limit Koszul
complex on t over OX,x, Kt is an abbreviation for K•∞(t), etc., and F •x → E• is a
K-injective OX,x-resolution—commutes:

(RΓIF •)x = (ΓI F •)x ˜−−−−→
3.1.1

ΓIx
F •x −−−−→ ΓIx

E• = RΓIx
F •x

≃

y
y

y≃

(Kt ⊗OX
F •)x ˜−−−−→ Kt ⊗OX,x

F •x ˜←−−−− Kt ⊗OX,x
E•

The maps in the bottom row are isomorphisms, as are the outside vertical maps
(by 3.1.4 and its analog over rings), and the assertion results. �

Lemma 3.1.6. Let f : X→ Y be a map of noetherian formal schemes, G• ∈ D(Y)
and L• ∈ D(X). Let I, J be coherent ideals in OX,OY respectively with JOX ⊂ I.
Then the natural map is an isomorphism

RΓI (Lf∗RΓJG• ⊗= Y L•) −→∼ RΓI (Lf∗G• ⊗
=

X L•).

Proof. Using 3.1.4 and commutativity of Lf∗ and ⊗
=

we reduce to showing

that the natural map is an isomorphism RΓI (Lf∗RΓJOY) −→∼ RΓI (OX). By [2,
p. 53, Prop. 5.2.8(b)], the map Lf∗RΓJOY → OX factors naturally as

Lf∗RΓJOY −→∼ RΓJOX
OX → OX

(the first map an isomorphism). The conclusion follows then from 3.1.5(i). �

Lemma 3.1.7. In the situation of 3.1.4, let I• be a complex of Aqct(X)-
injectives. Then the natural map ΓI I• → K•∞(t, I•) is a quasi-isomorphism.
In particular, for any quasi-isomorphism I• → L• with L• a complex of A(X)-
injectives, the natural map ΓI I• → ΓI L• is a quasi-isomorphism.
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Proof. (Sketch) Since it suffices to check that over affine open subsets of X

the natural map Ψ : ΓI I• → K•∞(t, I•) is a quasi-isomorphism, we may assume
that X = U = Spf(A) for some noetherian adic ring A. Note that Ψ is obtained by
applying the functor ∼ of 2.2.1 to the natural map ψ : Γ

tAI
• → K•∞(t, I•) where

I• = Γ(U, I•). Since I• consists of Aqct(U)-injectives, and so by 2.3.6(ii) is a direct
sum of sheaves of the form ixJx = J∼x (see proof of 2.3.5, (i)=⇒(iii)), therefore I• is
a direct sum of A-modules of the form Jx, hence consists of A-injectives. Thus, by
the ring-theoretic version of 3.1.4, ψ is a quasi-isomorphism, whence so is Ψ . �

An alternate way of proving the above lemma is as follows. By 2.3.6(ii), any
indecomposable injective I in Aqct(X) is an A(X)-injective, and so by 3.1.4 the
natural map Ψ : ΓI I → K•∞(t, I) is a quasi-isomorphism. Since Ψ behaves well
with respect to direct sums (OX/I

n being coherent, the functor HomOX
(OX/I

n,−)
commutes with direct sums) therefore we can extend the result to any Aqct(X)-
injective I (see again 2.3.6(ii)). Finally using way-out type arguments we extend
the result to any complex I• of Aqct(X)-injectives (cf. [1, p. 22]).

Proposition 3.1.8. Let X be a noetherian formal scheme.

(i) For any F • ∈ Dqc(X), we have RΓ ′XF • ∈ Dqct(X). For any F • ∈ Dt(X),
the canonical map RΓ ′XF • → F • is an isomorphism.

(ii) The natural functors D+(Aqct(X))→ D+
qc(At(X))→ D+

qct(X) are equiva-

lences of categories. In particular, any F • ∈ D+
qct(X) is isomorphic to a

bounded below complex of Aqct(X)-injectives.

Proof. For (i) see [1, p. 49, 5.2.1]. For (ii), see [27, Theorem 4.8] (or [2, p. 57,
5.3.1] for an unbounded version). �

Proposition 3.1.9. Let X be a noetherian formal scheme. Let Z be a closed
subset of X and I an open coherent OX-ideal such that Z = Supp(OX/I).

(i) For F • ∈ D+
qct(X) the natural map is an isomorphism RΓI F •−→∼ RΓZF •.

(ii) For any F • ∈ D+
qc(X), the natural maps are isomorphisms

RΓIF • ←−∼ RΓI RΓ ′XF • −→∼ RΓZRΓ ′XF •.

Proof. (i). By 3.1.8(ii), we may assume that F • is a bounded-below complex
of Aqct-injectives. Let F • → L• be an A(X)-injective resolution of F •. In the
commutative D(X)-diagram

ΓIF •
a−−−−→ ΓI L• ∼= RΓIF •

b

y
yd

ΓZF • −−−−→c ΓZL• ∼= RΓZF •

the map a is an isomorphism by 3.1.7, b is an isomorphism by 3.1.2, and c is
an isomorphism because F • consists of flasque sheaves (see 2.3.6(iii)), which are
ΓZ-acyclic. Hence d is an isomorphism.

(ii). Since I is open, the first isomorphism is given by 3.1.5(i). By 3.1.8(i),
RΓ ′XF • ∈ D+

qct(X), and so the second isomorphism is given by (i). �
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Let X be a noetherian formal scheme and F • ∈ D+
qc(X). For any x ∈ X, set

Z := {x} and let I be the largest coherent ideal defining Z, so that I is open and
the stalk Ix of I at x is the maximal ideal mx of OX,x. Then 3.1.9(ii) and 3.1.5(iii)
give natural isomorphisms

(6) RΓxRΓ
′

XF • = (RΓZRΓ ′XF •)x ∼= (RΓI F •)x ∼= RΓmx
F •x .

Lemma 3.1.10. Let f : X→ Y be a map of noetherian formal schemes. Then:

(i) f∗(Aqc(Y)) ⊂ Aqc(X).
(ii) The category Aqc(X) is closed under tensor products.
(iii) For any sequence t in Γ(X,OX), and j ≥ 0, we have Kj∞(t) ∈ A~c(X).

Proof. (i) holds for any map of ringed spaces.
(ii) holds over any ringed space.
(iii) holds because Kj∞(t) is a lim

−−→
of finitely-generated free OX-modules. �

Lemma 3.1.11. Let f : X → Y be a map of noetherian formal schemes, y ∈ Y,
and M a zero-dimensional OY,y-module. Let M = iyM be the corresponding OY-
module (2.3.5). Suppose G ∈ Aqc(X). Then for any x ∈ X such that f(x) 6= y, and
any j ≥ 0,

Hj
xRΓ

′
X(f∗M⊗X G) = 0 = Hj

mx
(f∗M⊗X G)x .

Proof. Set F := f∗M⊗X G. By 2.3.5, M ∈ Aqct(X), and hence by parts (i)
and (ii) of 3.1.10, F ∈ Aqc(X). By (6), there is an isomorphismHj

xRΓ
′

XF ∼= Hj
mx
Fx

with mxthe maximal ideal of OX,x. We consider two cases:

(a) When f(x) 6∈ {y}, the stalk ofM at f(x) is 0, so (f∗M)x = 0, Fx = 0, and
Hj
mx
Fx = 0.

(b) When f(x) ∈ {y}, there exists a non-unit t ∈ OY,f(x) whose image under
the natural map OY,f(x) → OY,y is a unit in OY,y. Then t acts invertibly on M

(since M is an OY,y-module) and hence on Fx and hence on Hj
mx
Fx. But the

image of t under the natural local homomorphism OY,f(x) → OX,x lies in mx and

therefore every element of the mx-torsion module Hj
mx
Fx is annihilated by a power

of t. Thus Hj
mx
Fx = 0. �

3.2. Cousin complexes. We will use the notion of Cousin complex as in [11,
Chap. IV]. (Additional properties in a more general context may be found in [25].)
We first review the relevant definitions.

Throughout this subsection X denotes a noetherian topological space in which
every irreducible closed subset has a unique generic point; and X is assumed to be
equipped with a filtration

(7) Z• : · · · ⊇ Zp−1 ⊇ Zp ⊇ Zp+1 · · · (Zp ⊂ X)

satisfying the following conditions (cf. [11, p. 240]):

(a) It is strictly exhaustive, i.e., Zp = X for some p ∈ Z.
(b) It is separated, i.e.,

⋂
pZ

p = ∅.
(c) Each Zp is stable under specialization.
(d) For any p, if x x′ is a specialization and x, x′ ∈ Zp \ Zp+1 then x = x′.

Corresponding to the filtration Z• there is a filtration by subfunctors of the identity
functor:

Γ• : . . . ⊇ ΓZp−1 ⊇ ΓZp ⊇ ΓZp+1 . . .
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Recall that for Z ⊂ X and F an abelian sheaf onX, ΓZF is the sheaf of sections of F
with support in Z, so that ΓZ is an idempotent left exact functor. Recall also that
for x ∈ X , ΓxF is the stalk at x of Γ

{x}
F . One sets ΓZp/Zp+1F := ΓZpF/ΓZp+1F .

In [11, p. 226] there is defined, for any flasque abelian sheaf F on X, an iso-
morphism (with ix as in 2.3.5)

(8) ΓZp/Zp+1F −→∼
⊕

x∈Zp\Zp+1

ix(ΓxF ).

This isomorphism arises thus: for any open U ⊂ X and ξ ∈ (ΓZpF )(U), the support
of ξ, a closed subset of Zp ∩ U , contains only finitely many x ∈ Zp \ Zp+1; hence
the stalk of ΓZpF at any such x is ΓxF , and the resulting natural map

ΓZpF −→
∏

x∈Zp\Zp+1

ix(ΓxF )

has kernel ΓZp+1F and image ⊕{x∈Zp\Zp+1}ix(ΓxF ).

As homology commutes with direct sums (X being noetherian), and ix is an
exact functor, we can replace any homologically bounded-below abelian complex F •
on X by a flasque resolution4 and deduce a canonical functorial isomorphism

(8′) Hn
Zp/Zp+1F • := HnRΓZp/Zp+1F • −→∼

⊕

x∈Zp\Zp+1

ix(H
n
xF •).

An abelian sheaf G is said to lie on the Zp/Zp+1–skeleton of X if either of the
following two equivalent conditions are satisfied ([11, p. 231]):

• There is a family of abelian groups (Gx) (x ∈ Zp \ Zp+1) and an isomor-
phism G ∼= ⊕ ixGx.
• The natural maps G ← ΓZpG → H0

Zp/Zp+1G are isomorphisms.

Thus for F • as above, the sheaf Hn
Zp/Zp+1F • lies on the Zp/Zp+1–skeleton of X.

A complex of abelian sheaves G• on X is called a Z•-Cousin complex if for
each p ∈ Z, Gp lies on the Zp/Zp+1–skeleton of X . The reference to Z• is dropped
in case of no ambiguity. Since Zp = X for some p, a Cousin complex is necessarily
bounded below. The individual graded pieces Gp, being direct sums of flasque
sheaves, are themselves flasque.

By definition, the underlying graded object of a Cousin complex G• on X
admits a decomposition parametrized by the points of X, and this decomposition is
finer than the usual Z-graded decomposition of G• as a complex. Specifically, one
can associate to each x ∈ X the abelian group G•(x) underlying ΓxG•; and since
for any group G, Γx (iyG) = 0 whenever x 6= y, the complex ΓxG• vanishes in all

degrees other than that p = p(x) such that x ∈ Zp \ Zp+1, so G•(x) = ΓxGp(x). In
particular, there is a canonical isomorphism

φ : Gp −→∼
⊕

x∈Zp\Zp+1

ix(G•(x)),

uniquely determined by the property that for any z ∈ Zp \ Zp+1, the natural map

G•(z) = Γz Gp
Γz (φ)−−−→ G•(z) is the identity map.

Let G• be a Cousin complex of abelian sheaves on X , and let OX be a sheaf
of commutative rings on X . If each G•(x) has an OX,x-module structure then all

4The necessary Γ -acyclicity properties of flasque sheaves are given in [11, Chap. IV, §1].
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the component sheaves Gp have natural OX -module structures. Thus specifying
a Cousin complex G• of OX -modules with OX -linear differentials is equivalent to
specifying the following data:

• for each x ∈ X , an OX,x-module G•(x);
• for each immediate specialization x  y in X , an OX,y-linear map
δx,y : G•(x) −→ G•(y);

subject to the following conditions:

• for each ξ ∈ G•(x), δx,y(ξ) = 0 for all but finitely many y;
• if x z is a specialization with x ∈ Zp and z ∈ Zp+2, then Σy δy,zδx,y = 0

where y ranges over the set of all intermediate specializations x y  z
with x 6= y 6= z.

Let X , OX and Z• be as before. To every F • ∈ D+(X) one associates func-
torially a Cousin OX -complex EZ•F•, as follows. Let L• be an injective resolution
of F •. From the natural exact sequence

0→ ΓZp+1/ΓZp+2L• → ΓZp/ΓZp+2L• → ΓZp/ΓZp+2L• → 0 (p ∈ Z),

one derives connecting homology homomorphisms (see §1.4, (ix))

δp : Hp
Zp/Zp+1F • −→ Hp+1

Zp+1/Zp+2F •,
whence the sequence

(9) · · · −→ Hp−1
Zp−1/ZpF • δp−1

−−→ Hp
Zp/Zp+1F • δp

−−→ Hp+1
Zp+1/Zp+2F • −→ · · ·

which is in fact a complex, denoted EZ•F•, with degree-p component Hp
Zp/Zp+1F •.

(The filtration Γ• of the identity functor gives rise to a spectral sequence whose
Ep,01 terms form the complex EZ•F•. The spectral sequence converges to the
homology of F • when X has finite Krull dimension, see [11, p. 227, p. 241].) The
isomorphism in (8′) shows that EZ•F• is a Cousin complex; and if x ∈ Zp \ Zp+1

then there are natural isomorphisms

(10) (EZ•F•)(x) = Γx (EZ•F•)p −→∼
(8′)

Γx

( ⊕

y∈Zp\Zp+1

iy(H
p
yF •)

)
−→∼ Hp

xF •.

Here are some basic properties of Cousin complexes, to be used in the next
subsection.

Lemma 3.2.1. Let X, OX and Z• be as before. Set E := EZ• . Let C• be a
Cousin OX -complex.

(i) [a] For any m ≥ n, p ∈ Z and x ∈ Zp the natural maps are isomorphisms

σ≥nC• = ΓZnC• −→∼ RΓZnC•,
σ≥nσ<mC• = ΓZn/ZmC• −→∼ RΓZn/ZmC•,

C•(x)[−p] = ΓxC• −→∼ RΓxC•.
There result natural isomorphisms:

[b] HpRΓxC• = Hp
xC• −→∼ C•(x) = Hp(C•(x)[−p]);

[c] Hp
xEF • −→∼

[b]
(EF •)(x) −→∼

(10)
Hp
xF • (F • ∈ D+(X)).
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(ii) The graded isomorphism EC• −→∼ C• made up of the punctual maps

(EC•)(x) = ΓxH
pRΓZp/Zp+1C• −→∼

[a]
ΓxH

pΓZp/Zp+1C• = ΓxCp = C•(x)

is an isomorphism of complexes.

(iii) The punctual isomorphism in (ii) factors as

(EC•)(x) −→∼
(10)

Hp
xC• −→∼

(i)[b]
C•(x);

and hence the following diagram, with F •, x and p as in (i)[c], commutes:

(EEF •)(x) (ii)−−−−−−−→
C• = EF •

(EF •)(x)
(10)

y≃ ≃

y(10)

Hp
xEF • −−−−→

(i)[c]
Hp
xF •

Proof. For any Z ′ ⊂ Z ⊂ X , flasque sheaves are acyclic for the functors ΓZ
and ΓZ/Z′ ([25, p. 37]). Since a Cousin complex consists of flasque sheaves, (i)

results.

For (ii), we note first that in the above definition of EF • we can replace L• by
any flasque resolution of F •; so when F • is a Cousin complex C•, we can take L•
to be C• itself.

For any integer p, there is a natural commutative diagram with exact rows:

0 −−−−→ ΓZp+1/Zp+2C• −−−−→ ΓZp/Zp+2C• −−−−→ ΓZp/Zp+1C• −−−−→ 0
∥∥∥

∥∥∥
∥∥∥

0 −−−−→ Cp+1[−p− 1] −−−−→ σ≥pσ≤p+1C• −−−−→ Cp[−p] −−−−→ 0

An examination of the p-th connecting homology homomorphisms derived from the
rows (see (9)) makes (ii) clear.

With C• = EF •, the second assertion in (iii) amounts to commutativity—given
by the first assertion—of the square in the following diagram.

(EC•)(x) (ii)−−−−→ C•(x)
y(10)

∥∥∥

Hp
xC•

(i)[b]−−−−→ C•(x) (10)−−−−→ Hp
xF •

For the first assertion, we can use C• instead of L• to describe derived functors
(see above). Then the definitions of the maps involved tell us that what has to be
verified is commutativity of the following diagram (3.2.1.1) of natural isomorphisms,
where the direct sums are all extended over y ∈ Zp \ Zp+1. But in that diagram,
commutativity of subdiagram �1 follows from the description of the map in (8);
and commutativity of the remaining subdiagrams is straightforward to check. �

Let (X,∆) ∈ Fc (see §2.1). Then the codimension function ∆ determines a
filtration Z• of X with

Zp = {x ∈ X |∆(x) ≥ p}.
This filtration satisfies the properties (a)-(d) listed near the beginning of §3.2.
(Property (a) is satisfied because ∆ is bounded below by the least of its values at
the generic points of the finitely many irreducible components of X.) For this Z•,
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ΓxH
pΓZp/Zp+1C•y

−−−−→

�1

ΓxH
p(Cp[−p]) −−−−→ ΓxCpy

y
ΓxH

p((⊕ iyC•(y))[−p]) −−−−→ Γx (⊕ iyC•(y))
∥∥∥∥∥∥∥∥∥

y
ΓxH

p(⊕ iyΓy C•) −−−−→ ΓxH
p(⊕ (iyC•(y)[−p]))y

y

Γx (⊕ iyHpΓy C•) −−−−→ Γx (⊕ iyHp(C•(y)[−p])) −−−−→ Γx (⊕ iyC•(y))y
y

y

HpΓxC• −−−−→ Hp(C•(x)[−p]) −−−−→ C•(x)

(3.2.1.1)

a Z•-Cousin complex is called a ∆-Cousin complex, and the Cousin functor EZ• is
denoted by E∆. The relation of E∆ to translation is immediate from the definition
of EZ• : for any complex F • and integer n,

(11) E∆−n

(
F •[n]

)
=

(
E∆F •

)
[n].

Our main interest is in the full subcategory Coz∆(X) ⊂ C(X) whose objects
are those ∆-Cousin complexes whose underlying modules are in Aqct(X).

Let (X,∆) ∈ Fc, x ∈ X, F • ∈ D+
qc(X), G• := E∆RΓ ′XF •. Then the composition

G•(x) (10)−−−→ Hp
xRΓ

′
XF •

(6)−−−−−−−→
(see §3.1)

Hp
mx
F •x

is a natural isomorphism

(12) G•(x) −→∼ Hp
mx
F •x (p := ∆(x)).

From 2.3.5 it follows that G• ∈ Coz∆(X).

Lemma 3.2.2. Let f : (X,∆1) → (Y,∆2) be a flat map in Fc, M• a complex
in Coz∆2(Y) and P•a flat quasi-coherent OX-module. Let x ∈ X and q := ∆2(f(x)).
Then for any i ∈ Z, with σ the truncation functor of §1.4 (x), and ⊗ := ⊗OX

, the
natural maps are isomorphisms

Hi
mx

(f∗σ≥qM• ⊗ P•)x −→∼ Hi
mx

(f∗M• ⊗ P•)x −→∼ Hi
mx

(f∗σ≤qM• ⊗ P•)x ,
Hi
xRΓ

′
X(f∗σ≥qM• ⊗ P•) −→∼ Hi

xRΓ
′

X(f∗M• ⊗ P•) −→∼ Hi
xRΓ

′
X(f∗σ≤qM• ⊗ P•).

Proof. The first two maps are isomorphic, respectively, to the last two, see (6),
so it suffices to show that the last two are isomorphisms. Since f and P• are flat,
the natural exact sequences

0→ σ≥qM• →M• → σ≤q−1M• → 0,

0→ σ≥q+1M• →M• → σ≤qM• → 0.

induce exact sequences

0→ f∗σ≥qM• ⊗ P• → f∗M• ⊗ P• → f∗σ≤q−1M• ⊗ P• → 0,

0→ f∗σ≥q+1M• ⊗ P• → f∗M• ⊗ P• → f∗σ≤qM• ⊗ P• → 0.
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Applying the derived functors RΓxRΓ
′

X to the triangles in Dqc(X) arising from the
last two exact sequences, we get triangles in the derived category of complexes
of OX,x-modules. The resulting long exact cohomology sequences show that for the
lemma to hold it suffices that for all i,

(13) Hi
xRΓ

′
X(f∗σ≤q−1M• ⊗ P•) = 0 = Hi

xRΓ
′

X(f∗σ≥q+1M• ⊗ P•).
But (13) follows by induction from 3.1.11. For example, in the case of σ≥q+1M•

we have for any n ≥ 1 an exact sequence

(14) 0→ σ≥q+n+1M• → σ≥q+nM• →Mq+n[−q − n]→ 0.

SinceMq+n = ⊕y iyM•(y) where y 6= f(x) (since ∆2(y) 6= q), 3.1.11 yields

Hi
xRΓ

′
X(f∗Mq+n[−q − n]⊗ P•) = 0 ∀ i.

Therefore from the long exact sequence corresponding to (14) we conclude that

Hi
xRΓ

′
X(f∗σ≥q+n+1M• ⊗ P•) ∼= Hi

xRΓ
′

X(f∗σ≥q+nM• ⊗ P•).
Hence by induction on n we see that for all n ≥ 1 and for all i,

Hi
xRΓ

′
X(f∗σ≥q+1M• ⊗ P•) ∼= Hi

xRΓ
′

X(f∗σ≥q+nM• ⊗ P•).
But for a fixed i and for n sufficiently large, the right hand side is 0, and thus

Hi
xRΓ

′
X(f∗σ≥q+1M• ⊗ P•) = 0 ∀ i.

A similar argument works for σ≤q−1M•. �

Applying 3.2.2 with σ≤qM• in place ofM•, and using 3.1.11, we conclude:

Corollary 3.2.3. In the situation of 3.2.2 there are natural isomorphisms

Hi
mx

(f∗M• ⊗P•)x f−−→ Hi
mx

(f∗Mq[−q]⊗P•)x f−−→ Hi−q
mx

(M•(y)⊗OY,y P
•
x)

(6)

??y≃ (6)

??y≃ ≃

??y(6)

Hi
xRΓ ′

X(f∗M• ⊗ P•) f−−→ Hi
xRΓ ′

X(f∗Mq[−q]⊗ P•) f−−→ Hi−q
x RΓ ′

X(f∗iyM
•(y)⊗ P•)

3.3. Cohen-Macaulay complexes. Let (X,∆) ∈ Fc and let Z• denote the
filtration of X induced by ∆, i.e., Zp = {x ∈ X | ∆(x) ≥ p}. We say that a
complex F • ∈ D+(X) is Cohen-Macaulay with respect to ∆ (in short ∆-CM, or
simply CM) if it satisfies the following equivalent conditions (cf. [11, p. 242], (i)⇔
(ii), where the boundedness assumption on F • is not used):

(i) (a) For all integers i < p, Hi
ZpF • = 0;

(b) For integers i ≥ p the canonical map Hi
ZpF • → HiF • is surjective

when i = p and bijective for i > p (equivalently, Hi
X/ZpF • = 0 for

i ≥ p);
(ii) For any x ∈ X, Hi

xF • = 0 for i 6= ∆(x) (equivalently, for any integers
i 6= p, Hi

Zp/Zp+1F • = 0).

Let D+(X; ∆)CM be the full subcategory of D+(X) whose objects are ∆-CM
complexes. We now recall the relation between ∆-CM complexes and ∆-Cousin
complexes. For the next few results we set aside considerations of quasi-coherence
and torsionness. For convenience, we suppress the reference to the codimension
function ∆ in our notation. Thus E = E∆ and D+(X)CM = D+(X; ∆)CM.
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Let Cou(X) ⊂ C(X) be the full subcategory of Cousin complexes. A basic
property of Cou(X) is that if two maps h, k from F • to G• in Cou(X) are homotopy
equivalent, then h = k. (More generally, for integers p > q any map from Fp to Gq
is zero since for any x, y ∈ X and abelian groups F,G, we have Hom(ixF, iyG) = 0

if y /∈ {x}.) So Cou(X) can be considered as a full subcategory of K+(X). Then
the localization functor Q : K(X) → D(X) takes Cou(X) into D+(X)CM. Indeed,
by (i) of 3.2.1, for any C• ∈ Cou(X) and x ∈ X, with p := ∆(x) there is an
isomorphism Hj

xC• ∼= Hj(C•(x)[−p]) and therefore Hj
xC• = 0 if j 6= p. Thus

Q induces an additive functor

Q : Cou(X)→ D+(X)CM.

Let us elaborate. With

C := Cou(X), D := D+(X)CM,

we shall assume for the rest of this subsection that Q (resp. E) is a functor from
C to D (resp. D to C).

Proposition 3.3.1. With preceding notation, the functor Q : C → D is an
equivalence of categories having E as a pseudo-inverse equivalence. In particular,
E is fully faithful.

Proof. That Q is an equivalence of categories is one of the main results
(Theorem 3.9) in [25]. Let S : D → C be a pseudo-inverse equivalence. Since
EQ −→∼ 1

C
(3.2.1(ii)), there are isomorphisms E −→∼ EQS) −→∼ S. Thus E is a

pseudo-inverse of Q. �

Corollary 3.3.2. Let EQ −→∼ 1
C

be the isomorphism of 3.2.1(ii). Then
there exists a unique isomorphism of functors S = SX,∆ : 1

D
−→∼ QE such that the

following two induced isomorphisms are equal:

E = E1
D
−→∼ EQE, E = 1

C
E −→∼ EQE.

Furthermore, the following induced isomorphisms are equal:

QEQ −→∼ Q1
C

= Q, QEQ −→∼ 1
D
Q = Q.

Proof. Since E is fully faithful, for any F • ∈ D the map EF • −→∼ EQEF •
given by E = 1

C
E −→∼ EQE comes via E from a unique functorial isomorphism

F • −→∼ QEF • that fulfills the first assertion. The second assertion need only be
shown after application of the functor E, at which point the first assertion reduces
the problem to showing that the following isomorphisms are equal

EQEQ −→∼ EQ1
C

= EQ, EQEQ −→∼ 1
C
EQ = EQ,

which is easy to do after composition with the isomorphism EQ −→∼ 1
C
. �

Corollary 3.3.3. For any F • ∈ D the isomorphism S(F •) : F • −→∼ QEF •
obtained in 3.3.2 is the unique one satisfying the property that for any x ∈ X,
with p := ∆(x), the induced isomorphism Hp

x S(F •) : Hp
xF • −→∼ Hp

xQEF • is the
inverse of the isomorphism in 3.2.1(i)[c].
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Proof. Let φ : F • −→∼ QEF • be an isomorphism. Consider the following
diagram, where the vertical isomorphisms are given by the punctual decomposition
of E(−) in (10):

(EF •)(x) (Eφ)(x)−−−−−→ (EQEF •)(x) EQ ∼= 1
C−−−−−−→ (EF •)(x)

∼=

y
y

y∼=

Hp
xF • −−−−→

Hp
xφ

Hp
xQEF • −−−−−−−→

3.2.1(i)[c]
Hp
xF •

The rectangle on the left commutes for functorial reasons, while the one on the
right commutes by 3.2.1(iii). If φ = S(F •), then by 3.3.2, the top row composes
to an identity map, and hence so does the bottom. Conversely, if the bottom row
composes to an identity map, then so does the top. Since this holds for every x ∈ X,

therefore the composite map EF • Eφ−−→ EQEF • EQ −→∼ 1
C−−−−−−−→

3.2.1(ii)
EF • is identity and

hence φ = S(F •). �

Let x ∈ X and p := ∆(x). Any OX-complex C•, has the subcomplex Γ
{x}
C•,

and for the stalks at x there is the inclusion map γ = γ(x, C•) : ΓxC• →֒ C•x. Since

“stalk at x” is an exact functor, Qγ factors naturally as

ΓxC• −→ RΓxC•
γ̄−→ C•x

with γ̄ = γ̄(x, C•) a D(OX,x)-morphism. So for F • ∈ D+(X) there is a natural

map

η1 = η1(x,F •) : (Hp
xF •)[−p] −→∼

(10)
(EF •)(x)[−p] = ΓxEF •

γ−→ (EF •)x .

If F • ∈ D then by definition, Hi
xF • = 0 for i 6= p. Hence the natural maps

(see §1.4, (x)) are isomorphisms

RΓxF • −→∼ τ≥pRΓxF • ←−∼ τ≤pτ≥pRΓxF • = (Hp
xF •)[−p].

Let η2 = η2(x,F •) be the resulting isomorphism RΓxF • −→∼ (Hp
xF •)[−p].

Corollary 3.3.4. For any F • ∈ D, set E• := QEF • and let ν : F • → E• be
the isomorphism given by 3.3.2. Then with notation as above the following diagram
in D(OX,x)commutes:

F •x ˜−−−−→νx
E•x

γ̄

x
xη1

RΓxF • ˜−−−−→η2 (Hp
xF •)[−p]

Proof. Expand the diagram thus:

F •x ˜−−−−→νx
E•x (EF •)x

γ̄

x �1

xη1 �2

xγx

RΓxF •

�3

−−−−→
η2

(Hp
xF •)[−p] ˜−−−−→

(10)
(EF •)(x)[−p] Γx (EF •)

∥∥∥ 3.2.1
x≃

RΓxF • ˜−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
RΓx ν

RΓxE•
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By definition, the rightmost column composes to γ̄(x, E•), and so the outer border
of this expanded diagram commutes.

Subdiagram �2 commutes by definition.
According to 3.3.3, application of the homology functor Hp to subdiagram �3

produces a commutative diagram. But that means �3 itself commutes, because its
vertices are complexes which have vanishing homology in all degrees except p, and
Hp is an equivalence from the full subcategory of such complexes in D(OX,x) to
the category of OX,x-modules (with pseudo-inverse F 7→ F [−p]).

It results then that �1 commutes, as asserted. �
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4. Generalized fractions and pseudofunctors

Below we recall the definition of a pseudofunctor. In 4.3.1 we give a modified
version of Huang’s pseudofunctor constructed in [13]. Various components of this
pseudofunctor have an explicit description in terms of generalized fractions. Gener-
alized fractions are useful in denoting elements of certain local cohomology modules.
In §4.1 we review the definition of generalized fractions and state the relation be-
tween two different competing definitions. In §4.2 we review some isomorphisms
that are needed to describe the pseudofunctor discussed in 4.3.1. In §4.4 we prove
a somewhat technical result which is mainly used in proving commutativity of the
diagram in (43) in §5.4.

A contravariant pseudofunctor ‘ # ’ (or (−)#) on a category C assigns to each
C-object X a category X#, to each C-morphism f : X → Y a contravariant func-

tor f# : Y # → X#, to each C-diagram X
f−−→ Y

g−→ Z a functorial comparison

isomorphism C#
f,g : f#g# −→∼ (gf)#, and to each C-object Z a functorial unit iso-

morphism δ#Z : (1Z)# −→∼ 1Z# , all subject to the following conditions:

i) For every triple of morphisms X
f−−→ Y

g−→ Z
h−−→ W in C the following

associativity diagram commutes.

f#g#h#
f#C#

g,h−−−−−→ f#(hg)#

C#
f,gh

#

y
yC#

f,hg

(gf)#h# −−−−→
C#

gf,h

(hgf)#

ii) For any map f : X → Y in C, the following two compositions are identity

(1X)#f#
C#

1X,f−−−−−→ f# δ#X
−1
f#

−−−−−−→ (1X)#f#,

f#(1Y )#
C#

f,1Y−−−−−→ f# f#δ#Y
−1

−−−−−−→ f#(1Y )#.

If necessary, we also use the cumbersome notation of a quadruple(
(−)#, (−)#, C#

(−),(−), δ
#
(−)

)

to denote the pseudofunctor ‘#’ where the first entry operates on the objects of C,
the second on morphisms, the third on pairs of composable morphisms and the
fourth on objects of C, all having the obvious meanings as per the definition above.

A covariant pseudofunctor is defined by associating to each morphism in C a
covariant functor which is required to satisfy appropriately modified compatibility
conditions. We will use the subscript notation (−)# when dealing with covariant
pseudofunctors (cf. [13, chapter IV]).

Remark. The definition is simpler when for all Z, (1Z)# = 1Z# and δ#Z is the
identity map. A pseudofunctor satisfying these additional conditions is said to be

normalized. Replacing the functor (1Z)# by 1Z# for every Z and replacing C#
f,g by

C#
gf whenever f or g is an identity map transforms any pseudofunctor (−)# into

an isomorphic (in the obvious sense) normalized one.

A normalized contravariant pseudofunctor on C is the same thing as a con-
travariant 2-functor from C to the 2-category of all categories.



46 J. LIPMAN, S. NAYAK, AND P. SASTRY

4.1. Generalized fractions. Let A be a noetherian ring andM an A-module.
Let t = (t1, . . . , tn) be a sequence in A and let a denote an ideal in A such that√

a =
√

tA. Then the elements of the local cohomology module Hn
aM can be

represented in the form of generalized fractions of the type
[

m

tb11 , . . . , t
bn
n

]
, m ∈M, bi > 0,

however there are two natural ways of doing so which we now review. We state the
relationship between these two ways in Lemma 4.1.1.

The first method involves using the Čech complex. Let X = Spec(A), let Z
denote the closed subset of X defined by the ideal a and let U denote the comple-
ment X \ Z. Let U = (U1, . . . , Un) denote the affine open covering of U associated
to the sequence t where Ui = Spec(Ati). Let Č•(U,M) denote the Čech complex
of A-modules for the sheaf M∼

∣∣
U

(see 2.2.1), corresponding to the cover U of U .
Let M → I• denote an injective resolution of M . Then M∼ → I•∼ is a flasque
resolution, in fact a resolution by Aqc(X)-injectives. We may therefore make the

identification H∗(U,M∼) = H∗Γ(U, I•∼). The complex Č•(U,M) exists between
degrees 0 and n− 1 and we have a natural map

(15) Mt1···tn = Čn−1(U,M)։ Hn−1Č•(U,M)
α−−→ Hn−1(U,M∼)

η−→ Hn
aM.

where α is the standard isomorphism relating the Čech cohomology to the usual
one (see [12, III, Lemma 4.4]) and η is the usual connecting homomorphism in the
homology long exact sequence associated to the exact sequence

0→ Γa I
• → I• → Γ (U, I•∼)→ 0.

The map η is surjective for n ≥ 1 and an isomorphism for n > 1. Therefore any
element θ ∈ Hn

aM is the image of an element in Mt1···tn . This leads to one way
of representing a cohomology class by a generalized fraction, viz., for θ ∈ Hn

aM ,
for m ∈M and for positive integers bi we say that

θ =

[
m

tb11 , . . . , t
bn
n

]

C

(the subscript C stands for Čech) if the element

m

tb11 · · · tbn
n

∈Mt1···tn

goes to θ under the natural map of (15). We call such a generalized fraction a
C-fraction representing θ.

The second method involves the direct-limit Koszul complexes. Let K•∞(t)
denote the direct-limit Koszul complex on t over A. With I• denoting an injective
resolution of M , there are natural quasi-isomorphisms (with ⊗ = ⊗A)

K•∞(t) ⊗M → K•∞(t)⊗ I• ← ΓtAI
• = Γa I

•. (cf. 3.1.4)

Therefore we have a natural map

(16) Mt1···tn = Kn
∞(t)⊗M ։ Hn(K•∞(t)⊗M) ∼= Hn

aM.

We represent any θ ∈ Hn
aM by a generalized fraction

θ =

[
m

tb11 , . . . , t
bn
n

]

K
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(the subscript K being for Koszul) if the element

m

tb11 · · · tbn
n

∈Mt1···tn

goes to θ under the natural map of (16). We call such a generalized fraction a
K-fraction representing θ.

Lemma 4.1.1. With A,M, t, n as above, for any m ∈ M and integers bi > 0
with i between 1 and n, the following relation holds.

[
m

tb11 , . . . , t
bn
n

]

K

= (−1)n
[

m

tb11 , . . . , t
bn
n

]

C

Proof. Before we begin with the proof we will take a short digression regarding
Čech resolutions. Let X = Spec(A), U , U be as above. Let OU → C• denote the
corresponding Čech resolution of OU on U . For an A-module N , set N∼U := N∼

∣∣
U
.

We now recall some basic facts concerning C•.
The complex C• consists of flat OU -modules. For any A-module N , the natural

induced map N∼U → C•⊗UN∼U can be canonically identified with the corresponding

Čech resolution and if N is injective, so that N∼U consists of Aqct(U)-injectives then
C•⊗U N∼U also consists of Aqct(U)-injectives. Set C• = Γ(U,C•). Then C• consists
of flat A-modules and there is a natural isomorphism

C• ⊗A N −→∼ Γ(U,C• ⊗U N∼U ) = Č•(U, N).

It follows that if M → I• is an injective resolution then in the following diagram
having obvious natural maps,

(17)

M∼U −−−−→ C• ⊗U M∼Uy
yβ1

I•∼U
β2−−−−→ C• ⊗U I•∼U

all the maps are quasi-isomorphisms and β2 has a homotopy inverse. Moreover,
there are isomorphisms

HiČ•(U,M) = HiΓ(U,C• ⊗U M∼U )
∼−−−−−→

via β1

HiΓ(U,C• ⊗U I•∼U )

∼−−−−−→
via β−1

2

HiΓ(U, I•∼U ) = Hi(U,M∼U ).

It follows that the map α in (15) is obtained from this process. It then follows that
the map Mt1···tn ։ Hn

aM of (15) is also obtained from the sequence

Mt1···tn = Cn−1 ⊗AM ։ Hn−1(C• ⊗AM)
∼−−−−−→

via β1

Hn−1(C• ⊗A I•)
∼−−−−−→

via β−1
2

Hn−1(I•∼(U))
η−→ HnΓa I

•.

Finally, we recall that C• is a displaced (and truncated) version of the complex
K• := K•∞(t). More precisely, for all p except p = −1, we have Cp = Kp+1 and

dpC• = dp+1
K• where d stands for the corresponding differentials. In particular, the

graded maps Cp → Kp+1, defined as (−1)p+1 times the identity map, form a map
of complexes ψ : C• → K•[1].
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Returning to the proof of 4.1.1 consider the following diagram with maps de-
scribed below (we use ⊗ = ⊗A for the rest of the proof).

(18)

Hn−1(C• ⊗M)
µ1−−−−→ Hn−1(K•[1]⊗M)

µ2−−−−→ Hn(K• ⊗M)
yµ3

yµ4

yµ5

Hn−1(C• ⊗ I•) µ6−−−−→ Hn−1(K•[1]⊗ I•) µ7−−−−→ Hn(K• ⊗ I•)
xµ8

xµ9

Hn−1(I•∼(U)) −−−−→
µ10

HnΓa I
• HnΓa I

•

The maps µ1, µ6 are induced by ψ ⊗ 1. while µ2, µ7 are induced by the natural
isomorphismK•[1]⊗− −→∼ (K•⊗−)[1] obtained using the convention in §1.4, (iv).
It follows that the underlying maps of complexes of µ2, µ7 are identity maps at the
graded level. The maps µ3, µ4, µ5 are the obvious natural ones. The map µ8 is the
isomorphism induced by β2 in (17). In particular, the underlying map of complexes
of µ8 is given, at the graded level, by the restriction maps

Ip∼(U) −−→ ⊕i Ipti = C0 ⊗ Ip ⊂ (C• ⊗ I•)p.

The map µ9 is the usual isomorphism (see 3.1.4) while µ10 is the connecting homo-
morphism referred to in the definition of η in (15).

It suffices to show that the diagram in (18) commutes. Assuming that (18)
commutes, one proves the Lemma as follows. The composition µ10µ

−1
8 µ3 defines the

map used in (15) while the composition µ−1
9 µ5 defines the map used in (16). From

the definitions involved we see that the map µ2µ1 sends the cohomology class of the
cocycle m

t
b1
1 ···t

bn
n

∈ Cn−1 ⊗M to the cohomology class of (−1)n m

t
b1
1 ···t

bn
n

∈ Kn ⊗M ,

thereby proving the Lemma.
In (18) the top two rectangles commute due to functorial reasons. To prove

commutativity of the bottom part, consider an element ζ ∈ Hn−1(I•∼(U)). Since
the natural map In−1 → In−1∼(U) is surjective (as In−1∼ is flasque) there exists
an element, say z, in In−1 whose restriction to In−1∼(U) is a cocycle mapping to ζ.
Let δ• denote the differential of the complex I•. Then δn−1z maps to zero in In∼(U)
and so lies in Γa I

n and is an n-cocycle in Γa I
n. From the definition of µ10 we see

that µ10(ζ) = [δn−1z]. Under the natural map Γa I
n → In = K0⊗ In ⊂ (K•⊗ I•)n

the element δn−1z maps to 1⊗ δn−1z and therefore we have

µ9µ10(ζ) = [1⊗ δn−1z].

Traveling the other route in the bottom half of (18), under the sequence of natural
maps In ։ In−1∼(U) → ⊕iIn−1

ti = C0 ⊗ In−1 ⊂ (C• ⊗ I•)n−1, the element z
goes to y := (z/1, . . . , z/1). Therefore µ8(ζ) = [y]. Considering y as an element
of K1 ⊗ In−1 via the identification K1 = C0, we see that

µ7µ6µ8(ζ) = [−y].

To finish the proof we must verify that µ9µ10(ζ) = µ7µ6µ8(ζ), which amounts
verifying that the element β = 1 ⊗ δn−1z + y in (K• ⊗ I•)n is cohomologous to
zero, i.e., β is a coboundary. The element γ = 1 ⊗ z ∈ K0 ⊗ In ⊂ (K• ⊗ I•)n−1

maps to β. �
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From now on, unless specifically mentioned, all generalized fractions, by default
are C-fractions.

As a final remark note that, with notation as above, if J is an ideal in A
such that M is J-torsion, then the natural induced map H∗a+JM → H∗aM is an
isomorphism. In particular, we may also represent the elements of Hn

a+JM by
generalized fractions.

4.2. Some local isomorphisms. We now describe some local isomorphisms
that form the base of the construction of a pseudofunctor over local rings. By
default, any local ring is considered a topological ring under the topology given by
the powers of the maximal ideal. If any letter such as R,S,A,B, . . . denotes a local
ring then the corresponding maximal ideal is denoted by mR,mS ,mA,mB, . . ..

Let R → S be a local homomorphism of noetherian local rings. Let M be

an mR-torsion R-module and L an S-module. Let R̂, Ŝ denote the respective
completions of R,S along the corresponding maximal ideals. Then M can nat-

urally be considered as an R̂-module. Set L̂ := L ⊗S Ŝ. For any integer r, the
S-modules Hr

mS
(M⊗RL) and Homc

R(S,M) (where Homc
R denotes continuous Hom

as R-modules) are mS-torsion modules and hence naturally inherit the structure of

an Ŝ-module. Moreover there are following isomorphisms.
For any integer r, there is a natural isomorphism

(19) Hr
mS

(M ⊗R L) −→∼ Hr
m bS

(M ⊗ bR L̂1)

defined by the following sequence of natural maps (with m = mS , m̂ = m̂S)

Hr
m(M ⊗R L)

α1−−→ (Hr
m(M ⊗R L))⊗S Ŝ α2−−→ Hr

m((M ⊗R L)⊗S Ŝ)

−→∼ Hr
m(M ⊗R L̂1)

α3←−− Hr
m(M ⊗ bR L̂1)

α4−−→ Hr
mbS

(M ⊗ bR L̂1) = Hr
bm(M ⊗ bR L̂1),

where αi are seen to be isomorphisms due to the following reasons. For α1 we use

the fact that Hr
mS

(M ⊗RL) is mS-torsion, for α2 we use flatness of Ŝ over S, for α3

we use that M is mR-torsion and finally α4 is the isomorphism corresponding to
extension of scalars.

The following natural map is an isomorphism

(20) Homc
R(S,M) −−→ Homc

bR
(Ŝ,M)

as is seen by taking direct limits over i of the following sequence

HomR(S/mi
S ,M) ∼= HomR/mi

R
(Ŝ/mi

bS
,M) ∼= Hom bR/mi

bR

(Ŝ/mi
bS
,M).

In the rest of this subsection we shall consider iterated versions of the isomor-
phisms in (19) and (20). These isomorphisms give the comparison maps of the
pseudofunctor in 4.3.

4.2.1. Let A → B → C be local homomorphisms of noetherian local rings.
Let I be an ideal in B and N an I-torsion B-module. Let i = dim(B/I) and
j = dim(C/mBC). For any C-module L2 there exists a canonical isomorphism

(21) Hj
mC

(Hi
mB

(N)⊗B L2) −→∼ Hi+j
mC

(N ⊗B L2),

that is described in terms of generalized fractions as follows. Let s be a system of
parameters of length i for mB/I and let t be a system of parameters of length j
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for mC/mBC. Then (21) assigns

(21′)

[[
n
s

]
⊗ l
t

]
−−→

[
n⊗ l
s, t

]
, {n ∈ N, l ∈ L2}.

(By varying s, t we see that (21′) uniquely determines (21). The existence and
canonicity of (21) follows from [13, 2.5], recalled in (22∗) below, modulo an iso-
morphism that reverses the order of the tensor product and a constant sign factor
depending only on i, j. Also, see 4.4.1 for another definition.) Now suppose M is a
zero-dimensional A-module and L1 a B-module. Set I := mAB. Then the module
N = M ⊗A L1 is I-torsion and hence from (21) we obtain

(22) Hj
mC

(Hi
mB

(M ⊗A L1)⊗B L2) −→∼ Hi+j
mC

(M ⊗A (L1 ⊗B L2)).

As in (21′), if s and t denote systems of parameters for mB/mAB and mC/mBC
respectively, then (22) is described in terms of generalized fractions by the rule

(22′)

[[
m⊗l1

s

]
⊗ l2

t

]
−−→

[
m⊗ (l1 ⊗ l2)

s, t

]
, {m ∈M, l1 ∈ L1, l2 ∈ L2}.

Finally, the isomorphism in (22) is compatible with passage to completion: Let

Â, B̂, Ĉ denote the respective completions of A,B,C along the corresponding max-

imal ideals. Set L̂1 := L1 ⊗B B̂, L̂2 := L2 ⊗C Ĉ. The following diagram commutes

( 2̂2 )

Hj
mC

(Hi
mB

(M ⊗A L1)⊗B L2) −−−−→ Hi+j
mC

(M ⊗A (L1 ⊗B L2))y
y

Hj
m bC

(Hi
m bB

(M ⊗ bA L̂1)⊗ bB L̂2) −−−−→ Hi+j
m bC

(M ⊗ bA (L̂1 ⊗ bB L̂2))

where the rows are isomorphisms obtained using (22) and the columns are isomor-
phisms obtained by applying (19) iteratively.

For convenience of reference, we also recall the analogue of (22) in Huang’s
convention for local cohomology and generalized fractions. Thus in Huang’s con-
vention, where the order of the tensor product is reversed, the iterated isomorphism
of (22) is written as (see [13, 2.5])

(22∗) Hj
mC

(L2 ⊗B Hi
mB

(L1 ⊗AM)) −→∼ Hi+j
mC

((L2 ⊗B L1)⊗AM),

and at the level of generalized fractions, is given by
[
l2 ⊗

[
l1⊗m

s

]

t

]
−−→

[
(l2 ⊗ l1)⊗m)

t, s

]
, {m ∈M, l1 ∈ L1, l2 ∈ L2}.

4.2.2. For A,B,C,M as in (22) there also exists a natural isomorphism

(23) Homc
B(C,Homc

A(B,M)) −→∼ Homc
A(C,M)

corresponding to “evaluation at 1”. Furthermore the following diagram of isomor-
phisms induced by (20) and (23) commutes.

( 2̂3 )

Homc
B(C,Homc

A(B,M)) −−−−→ Homc
A(C,M)

y
y

Homc
bB
(Ĉ,Homc

bA
(B̂,M)) −−−−→ Homc

bA
(Ĉ,M)
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4.2.3. Let A,B,M be as in (22), and let J be an ideal in A. Let L be a
B-module. Set A := A/J , B := B/JB, L = L/JL. Then for any integer r there is
a natural map

(24) Hr
mB

(HomA(A,M)⊗A L) −−→ HomB(B,Hr
mB

(M ⊗A L))

defined by the following sequence (where N := HomA(A,M), m = mB, m = mB)

Hr
m(N ⊗A L) ∼= Hr

m(N ⊗A L) ∼= Hr
m(N ⊗A L) ∼= HomB(B,Hr

m(N ⊗A L))

−−→ HomB(B,Hr
m(M ⊗A L)).

(Note that for a surjective map R → R, continuous Hom = usual Hom, i.e.,
Homc

R(R,−) = HomR(R,−).) If we further assume that A→ B is formally smooth
and L is flat over B and if r = dim(B/mAB) then (24) is an isomorphism ([13,
3.6]). Finally, the following diagram, induced by (19), (20) and (24) commutes.

( 2̂4 )

Hr
mB

(HomA(A,M)⊗A L) −−−−→ HomB(B,Hr
mB

(M ⊗A L))
y

y

Hr
m

bB
(Hom bA(Â,M)⊗

bA
L̂) −−−−→ Hom bB(B̂,Hr

m bB
(M ⊗ bA L̂))

4.2.4. Let A
f−−→ B ։ A be local homomorphisms of noetherian local rings

that factor the identity map on A. Suppose f is formally smooth of relative dimen-
sion r. Let t1, . . . , tr be a regular system of parameters of mB/mAB. Let M be an
mA-torsion A-module and L be a rank one free B-module with generator g. Then
there exists a natural isomorphism (depending on the choices t1, . . . , tr and g)

(25) HomB(A,Hr
mB

(M ⊗A L)) −→∼ M

which we now describe in terms of generalized fractions. In this case it is convenient
to first pass to the completions (see [13, Chp. 5] for proofs of statements below).

Upon completing A,B,L we get that B̂ can be identified with a power series ring

over Â, say B̂ ∼= Â[[T1, . . . , Tr]] where ti maps to Ti. Further, Hr
mbB

(M ⊗ bA L̂), as

an Â-module, is isomorphic to a direct sum of copies of M, i.e., there is a natural
decomposition

(26) Hr
m bB

(M ⊗ bA L̂) ∼= ⊕Mi1,...,ir , Mi1,...,ir =

{
M, if ij > 0 for all j;

0, otherwise.

Moreover if ij > 0 for all j, the canonical inclusion M = Mi1,...,ir → Hr
m bB

(M ⊗ bA L̂)

is given by

m→
[

m⊗ g
T i11 , . . . , T

ir
r

]
, m ∈M.

It follows that the map Mi1,...,ir → Mi1,..,ij−1,..,ir , given by multiplication by Tj,
is an isomorphism for ij > 1 and zero for ij = 1. In particular, the submodule

of Hr
m bB

(M ⊗ bA L̂) consisting of elements annihilated by T1, . . . , Tr is precisely the

summand M1,...,1. In view of (19) and (20), we obtain the isomorphism in (25).

Now suppose L̂ = Ω̂r
bB/ bA

and g = dT1 ∧ . . . ∧ dTr. Consider the natural maps

( 2̂5 ) Hom bB(Â,Hr
m bB

(M ⊗ bA Ω̂rbB/ bA
))

i−−−−→ Hr
m bB

(M ⊗ bA Ω̂rbB/ bA
)

res−−→M = M1,...,1

where i is the canonical inclusion and res is the projection map induced by (26).
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Then res, which a priori depends on the choice of variables T1, . . . , Tr, is in fact

independent of such a choice5. Since res is canonical it follows that (̂25) defines a

canonical isomorphism. In terms of generalized fractions (̂25) is given by

(25′) m −−→
[
m⊗ dT1 ∧ . . . ∧ dTr

T1, . . . , Tr

]
.

4.3. Pseudofunctors over local rings. We now describe a canonical pseudo-
functor over local rings, one that forms the base for the pseudofunctor that we
construct over the category F of formal schemes. Let C denote the category whose
objects are noetherian complete local rings and whose morphisms are local homo-
morphisms that are essentially of pseudo-finite type (see §2.1). By 2.4.5(i), our
definition of C agrees with the one in [13, p. 28]. Note that C is anti-isomorphic
to the full subcategory of connected zero-dimensional formal schemes in F. By a
smooth map in C we mean a map which is formally smooth under the topology
given by powers of the corresponding maximal ideals.

Theorem 4.3.1. For any ring R ∈ C, let R♯ denote the category of zero-
dimensional R-modules. Then there exists a canonical covariant pseudofunctor (−)♯
on C and a choice for isomorphisms as in I(i) and I(ii) below, such that II-IV below

are satisfied. (The terms C
(−),(−)
♯ and δ

(−)
♯ used in II refer to the comparison

isomorphisms associated with (−)♯).

I. (i) If f : A→ B is a smooth map of relative dimension r in C, then for

any M ∈ A♯, there is a natural isomorphism (where ωf = Ω̂rB/A)

f♯M −→∼ Hr
mB

(M ⊗A ωf ).

(ii) If f : A→ B is a surjective map in C, then for any M ∈ A♯, there is
a natural isomorphism

f♯M −→∼ HomA(B,M).

II. (i) Let A
f−−→ B

g−→ C be smooth maps in C having relative dimensions
r1, r2 respectively. Let t1, t2 denote the transcendence degree of the
induced maps of residue fields kA → kB and kB → kC respectively.
Then for any M ∈ A♯, the following diagram commutes

g♯f♯M
Cf,g

♯−−−−→ (gf)♯My
y

Hr2
mC

(Hr1
mB

(M ⊗A ωf )⊗B ωg) −−−−→ Hr2+r1
mC

(M ⊗A ωgf )

where the vertical maps are obtained by using I.(i) and the bottom row
is (−1)t1r2 times the map given by (22) and the natural isomorphism
ωf ⊗B ωg −→∼ ωgf induced by the exact sequence in 2.5.2.

5The map res is called the residue map.
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(ii) Let A
f−−→ B

g−→ C be surjective homomorphisms in C. Then for any
M ∈ A♯, the following diagram, whose vertical maps are obtained
using I.(ii), commutes.

g♯f♯M
Cf,g

♯−−−−→ (gf)♯My
y

HomB(C,HomA(B,M))
(23)−−−−→ HomA(C,M)

(iii) Let f,A,B,M, r be as in I.(i). Let J be an ideal in A. Let f : A→ B

denote the map induced by going modulo J . Let A
i−→ A,B

j−→ B
denote the canonical surjections. Then for any M ∈ A♯, the following
diagram commutes

f ♯i♯M
(Cf,j

♯ )−1Ci,f
♯−−−−−−−−→ j♯f♯My

y

Hr
mB

(HomA(A,M)⊗A ωf ) −−−−→ HomB(B,Hr
mB

(M ⊗A ωf))
where the vertical maps are obtained using I.(i),(ii) and the bottom
row is given by (24) and the natural isomorphism ωf ⊗B B −→∼ ωf .

(iv) Let A
f−−→ B

π−−→ A be maps in C such that πf = 1A and f is smooth
of relative dimension r. Then for any M ∈ A♯, the following diagram,
with vertical maps induced by I.(i),(ii), commutes.

π♯f♯M
Cf,π

♯−−−−−−−−−−→ M
y

yδA
♯

HomB(A,Hr
mB

(M ⊗A ωf))
d(25)−−−−→ M

III. If f : A → A is the identity map, then for any M ∈ A♯, the following
isomorphisms

f♯M
by I,(i)−−−−−→ H0

mA
M

canonical−−−−−−→M, f♯M
by I,(ii)−−−−−−→ HomA(A,M)

canonical−−−−−−→M,

agree with the isomorphism induced by δA♯ : f♯ −→∼ 1A♯
.

IV. For any map f : A → B in C, f♯ takes an injective hull of the residue
field kA of A to an injective hull of kB .

The proof of 4.3.1 is based on Huang’s result [13, Theorem 6.12]. We also need
the following lemma for the proof.

Lemma 4.3.2. Let
(
(−)α, (−)α, C

(−),(−)
α , δ

(−)
α

)
be a pseudofunctor on C. For

any two maps R
f−−→ S

g−→ T set Cf,gβ := (−1)t1t2Cf,gα where t1, t2 are the tran-
scendence degrees of the induced maps of residue fields kR → kS and kS → kT

respectively. Then
(
(−)α, (−)α, C

(−),(−)
β , δ

(−)
α

)
is also a pseudofunctor on C.

Proof. This is a straightforward verification. �
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Proof of 4.3.1. In [13], Huang constructs a canonical covariant pseudofunctor
on C which we denote, following Huang, by ‘#’. For any ring R in C, R# is the
category of zero-dimensional R-modules and so R# = R♯. We define ‘♯’ as the
pseudofunctor obtained by modifying ‘#’ using 4.3.2. Then for any map f : A→ B
in C, we have f♯ = f#. In order to prove properties I–IV for ‘♯’ we now recall some
properties of ‘#’.

Let f : R→ T be a morphism in C and let R
η−→ S

π
։ T be a factorization of f

where η is a smooth map of relative dimension r. For any M ∈ R#, set

(η, π)#M := HomS(T,Hr
mS

(ωη ⊗RM))

(cf. [13, p. 29] where Huang uses the somewhat ambiguous notation η0
# instead).

The construction of (−)# provides a natural isomorphism

(27) f#M −→∼ (η, π)#M, see [13, p. 33].

Note that the order of the tensor product ωη⊗RM occurring in (η, π)#M is reverse
to the one we work with, such as the one in I.(i) of 4.3.1. Our next task includes
redescribing Huang’s (−)# in our convention.

For f as in I.(i), consider the factorization A
f−−→ B

=−−→ B. We define the
required isomorphism in I.(i), to be given by the following sequence

(28) f♯M = f#M
(27)−−−→ (f, 1B)#M

can.−−→ Hr
mB

(ωf ⊗AM) −→∼ Hr
mB

(M ⊗A ωf )

where the last isomorphism is induced by the obvious map ωf ⊗AM −→∼ M⊗Aωf .
For f as in I.(ii), consider the factorization A

=−−→ A ։ B. We define the
required isomorphism in I.(ii), to be given by the following sequence

(29) f♯M = f#M
(27)−−−→ (1A, f)#M

can.−−→ HomA(B,M).

Now under the hypothesis of part II.(i) of the Theorem we claim that the
following diagram commutes where the vertical maps are obtained by using (28)
and the bottom row is (−1)t1(r2+t2) times the map given by (22) and the canonical
isomorphism ωf ⊗B ωg −→∼ ωgf induced by the exact sequence in 2.5.2.

(30)

g#f#M
Cf,g

#−−−−→ (gf)#My
y

Hr2
mC

(Hr1
mB

(M ⊗A ωf )⊗B ωg) −−−−→ Hr2+r1
mC

(M ⊗A ωgf )

Since Cf,g♯ = (−1)t1t2Cf,g# , commutativity of (30) implies that of the diagram

in II.(i). To prove that (30) commutes we shall expand it vertically using the
definition of (28). First note that the following diagram commutes due to functorial
reasons.

g#f#M
(28)−−−−→ g#H

r1
mB

(M ⊗A ωf)
(27)

yg#f#∼= (g,1)#(f,1)#

y(28)

Hr2
mC

(ωg ⊗B Hr1
mB

(ωf ⊗AM))
swap−−−−→ Hr2

mC
(Hr1

mB
(M ⊗A ωf )⊗B ωg)
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Therefore we may expand (30) as follows.

(31)

g#f#M
Cf,g

#−−−−→ (gf)#M

(27)

yg#f#∼= (g,1)#(f,1)# (27)

y(gf)# ∼= (gf,1)#

Hr2
mC

(ωg ⊗B Hr1
mB

(ωf ⊗AM))
α−−−−→ Hr2+r1

mC
(ωgf ⊗AM)

β

y γ

y

Hr2
mC

(Hr1
mB

(M ⊗A ωf )⊗B ωg) δ−−−−→ Hr2+r1
mC

(M ⊗A ωgf )
The vertical maps are the obvious ones. Thus β, γ are induced by switching the
order of the tensor products. The maps α, δ are defined as

α = (−1)r1t2
(

(22∗) + ωg ⊗B ωf canonical−−−−−−−→ ωgf

)
,

δ = (−1)t1(r2+t2)
(

(22) + ωf ⊗B ωg canonical−−−−−−−→ ωgf

)
.

Then by the definition of Cf,g# in [13, 6.10], the top rectangle of (31) commutes.
For the bottom rectangle we use the following calculations on generalized fractions
with notation explained below.

[
µ⊗

[
ν⊗m

s

]

t

]
α−−→ (−1)r1t2

[
(µ ∧ ν)⊗m

t, s

]
γ−−→ (−1)r1t2

[
m⊗ (µ ∧ ν)

t, s

]

= (−1)r1r2+r1t2
[
m⊗ (µ ∧ ν)

s, t

]
,

[
µ⊗

[
ν⊗m

s

]

t

]
β−−→

[[
m⊗ν

s

]
⊗ µ

t

]
δ−→ (−1)t1(r2+t2)

[
m⊗ (ν ∧ µ)

s, t

]

= (−1)r1r2+r1t2
[
m⊗ (µ ∧ ν)

s, t

]
.

(Here, m ∈M,µ ∈ ωg, ν ∈ ωf and s, t are systems of parameters B/mAB,C/mBC

respectively and have lengths r1, r2 respectively. Also, the free modules Ω̂1
B/A

and Ω̂1
C/B have ranks r1 + t1, r2 + t2 respectively.) Thus (30) commutes, thereby

proving II.(i).
The remaining cases of part II of the Theorem are relatively straightforward.

Note that for a closed immersion, the relative dimension is zero and so is the
transcendence degree at the residue fields. Thus the sign change effected by 4.3.2
plays no role in the remaining cases of II. Similarly Huang’s sign factor in [13, 6.10]
does not affect the remaining cases. Thus (ii), (iii) and (iv) of II follow easily from

Huang’s definition of Cf,g# (cf. 4.4, 3.6, 6.5 of [13]).

Part III immediately follows from the definition of δA♯ in [13, p. 37]. Part IV

holds because (−)# takes injective hulls to injective hulls. Finally, since (−)# is
canonical, so is (−)♯. �

For convenience of reference we state the following easily verified remark.

Remark 4.3.3. Let f : A → B be an isomorphism in C. Then for (−)♯ as
in 4.3.1, for any M ∈ A♯, the following two isomorphisms are equal.

f♯M
4.3.1, I.(i)−−−−−−→ H0

mB
(M ⊗A B) = M ⊗A B canonical−−−−−−→M
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f♯M
4.3.1, I.(ii)−−−−−−−→ HomA(B,M)

canonical−−−−−−→M

One proves 4.3.3 by verifying the analogous statement for Huang’s pseudofunc-
tor (−)#.

Remark 4.3.4. In I.(ii) of 4.3.1, since f is assumed to be a closed immer-
sion, there is no distinction between the functors HomA(B,−) and Homc

A(B,−).
However, in general, the former does not preserve the property of modules being
zero-dimensional and so the latter is preferred. Moreover we have the following.

Let Crf be the subcategory of C consisting of residually finite maps, i.e., those
maps for which the corresponding induced map of residue fields is finite (e.g., a
power series ring over the base ring). Then there is a canonical choice for a
pseudofunctor on Crf, viz., one that assigns to any map f : A → B in Crf, the
functor sending M ∈ A# to Homc

A(B,M) ∈ B#, and for any pair of composable
maps, the comparison map corresponding to “evaluation at 1” (see (23)). In [13,
Chp. 7], Huang shows that the restriction of (−)# to Crf is in fact isomorphic to this
canonical pseudofunctor. This isomorphism generalizes the one resulting from I.(ii)
of 4.3.1.

4.4. Iterated fractions and translation invariance. The results in this
subsection are somewhat technical in nature. The main result is 4.4.1.

Let f : B → C be a flat local homomorphism of noetherian local rings with
corresponding maximal ideals mB,mC . Suppose N• is a bounded-below complex of
B-modules having the property that there exists an integer j such that H l

mB
N• = 0

for l 6= j. This property is equivalent to requiring that there exist an integer j for
which the natural truncation maps (§1.4, (x))

(32) RΓmB
N• ← τ≤jRΓmB

N• → (Hj
mB

N•)[−j]

are isomorphisms. This property holds for any shift of N• too. Let L• be a
bounded-above complex of flat C-modules. From 3.1.6 we know that the natural
map

RΓmC
(RΓmB

N• ⊗B L•)→ RΓmC
(N• ⊗B L•)

is an isomorphism. Therefore, applying Hi
mC

to the following natural map

(33) (Hj
mB

N•)[−j]⊗B L•
∼=−−→ RΓmB

N• ⊗B L• → N• ⊗B L•

we obtain a natural isomorphism (for all i)

(34) Hi
mC

((Hj
mB

N•)[−j]⊗B L•) −→∼ Hi
mC

(N• ⊗B L•).

We elaborate on this isomorphism in the special case when N• and L• consist of
one module each. LetN be aB-module which, as a complex, satisfies the hypothesis
of (32). For application purposes let q′ denote the integer for which we have the

isomorphism RΓmB
N −→∼ (Hq′

mB
N)[−q′] as in (32). Let a, b be integers. Let L be

a flat C-module. For any integer p′, we now consider a natural isomorphism

(35) θa,b : Hp′

mC
(Hq′

mB
N ⊗B L) −→∼ Hp′+q′

mC
(N ⊗B L)
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which is obtained by applying Hp′+q′−a−b
mC

to the following sequence of maps de-
scribed below. (We are also using the convention in §1.4, (viii).)

(Hq′

mB
N ⊗B L)[a− q′ + b]→ (Hq′

mB
N)[a− q′]⊗B L[b](35a)

→ (Hq′−a
mB

(N [a]))[a− q′]⊗B L[b](35b)

→ N [a]⊗B L[b](35c)

→ (N ⊗B L)[a+ b](35d)

The maps (35a) and (35d) are the natural isomorphisms obtained using the con-
ventions in §1.4, (v), while (35b) is an equality by §1.4, (viii). The map (35c) is
obtained from (33) using N• = N [a], L• = L[b] and j = q′ − a, and so from (34)

we conclude that Hp′+q′−a−b
mC

applied to (35c) yields an isomorphism. Thus (35) is
an isomorphism.

Lemma 4.4.1. In the above situation we have the following.

(i) The isomorphism θa,b in (35) is independent of the choice of a, b.
(ii) Assume the following.

(a) There exists an ideal I ⊂ mB such that N is I-torsion.
(b) There exists a sequence s of length q′ in mB such that s generates

mB/I up to radicals.
(c) There exists a sequence t of length p′ in mC such that t generates

mC/(mBC) up to radicals.
Then θa,b satisfies the following iteration formula for generalized fractions

θ(

[[
n
s

]
⊗ l
t

]
) =

[
n⊗ l
s, t

]
, n ∈ N, l ∈ L.

Proof. For part (i), it suffices to show that θa,b = θ0,0. Let φa,b denote the

map (Hq′

mB
N ⊗B L)[a− q′ + b] −→∼ (N ⊗B L)[a+ b] obtained by composing (35a)–

(35d). To prove (i) it therefore suffices to show that φa,b = φ0,0[a + b] where the
latter map denotes shifting φ0,0 by a+ b. This reduces to verifying that the outer
portion of the following diagram commutes

(Hq′

mB
N ⊗B L)[a− q′ + b]

(35a)−−−−→ (Hq′

mB
N)[a− q′]⊗B L[b]

y
y(35b)

((Hq′

mB
N)[−q′]⊗B L)[a+ b] −−−−→ (Hq′−a

mB
(N [a]))[a− q′]⊗B L[b]

y
y(35c)

(N ⊗B L)[a+ b]
(35d)←−−−− N [a]⊗ L[b]

where the maps in left column describe φ0,0[a + b], the remaining outer edges de-
fine φa,b and the horizontal map in the middle row is the composite of the following
isomorphisms obtained using the conventions in §1.4, (iv), (viii).

((Hq′

mB
N)[−q′]⊗B L)[a+ b] = ((Hq′−a

mB
(N [a]))[−q′]⊗B L)[a+ b]

−→∼ (Hq′−a
mB

(N [a]))[−q′][a]⊗B L[b]

The upper rectangle commutes by Lemma 4.4.3 below, while the lower one com-
mutes due to functoriality of the truncation maps. Thus (i) follows.
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To prove (ii), by (i) we may assume a = 0 = b. By 4.1.1 we see that if the
required iteration formula holds for K-fractions then it also holds for C-fractions.
Therefore it suffices to prove (ii) using K-fractions.

Before we proceed further, we recall some terminology concerning the local
cohomology functors. Let R be a commutative ring, u a finite sequence in R and
let uR denote the ideal generated by u. Then we set

Hi
uR(−) := HiRΓuR(−), Hi

u(−) := HiK•∞(u,−).

By 3.1.4 there is a natural isomorphism Hi
uR(−) −→∼ Hi

u(−). If R → S is a
homomorphism, then we distinguish the K•∞-complexes over R and S by using the
termsK•∞(u;R) and K•∞(u;S) respectively, however for any S-moduleM , the term
Hi

uM is unambiguous in view of the canonical isomorphism

K•∞(u;R)⊗RM −→∼ K•∞(u;S)⊗S M.

Returning to the proof of part (ii), we consider the following diagram through
which we relate the map θ0,0 to a map involving the K•∞-complexes.

(36)

Hp′

mC
(Hq′

mB
N ⊗B L)

α←−−−−
(
K•∞(t)⊗C ((K•∞(s)⊗B N)[q′]⊗B L)

)
[p′]

yθ0,0

yγ = ?

Hp′+q′

mC
(N ⊗B L)

δ←−−−−
(
K•∞(t, s)⊗C (N ⊗B L)

)
[p′ + q′]

The objects in the left column are modules thought of as complexes existing in
degree zero only. The objects in the right column are complexes of length p′+q′ since
the sequences t and s have length p′, q′ respectively by assumption. Furthermore
the complexes in the right column exist between degrees −p′ − q′ and 0. The
horizontal maps, α, β, described below in detail, are the natural truncation maps
and are surjective at the graded level. Via the horizontal maps, the elements in
the modules occurring in the left column can be represented by suitable Koszul
fractions occurring in degree zero in the complexes in the right column. The proof
of (ii) then reduces to first finding a map γ which makes (36) commute and then
chasing the image of Koszul fractions through γ.

The horizontal maps in (36) are defined as follows. The map α is defined by
the composition of the maps

Hp′

mC
(Hq′

mB
N ⊗B L) ∼= Hp′

tC(Hq′

sBN ⊗B L)

∼= Hp′

t
(Hq′

s
N ⊗B L)

←
(
K•∞(t)⊗C (Hq′

s
N ⊗B L)

)
[p′]

←
(
K•∞(t)⊗C ((K•∞(s)⊗B N)[q′]⊗B L)

)
[p′]

where the last two maps are obtained by truncation of the appropriateK•∞-complex
at the highest homology spot. The map δ in (36) is defined by the composition of
the maps

Hp′+q′

mC
(N ⊗B L) ∼= Hp′+q′

(t,s)C(N ⊗B L) ∼= Hp′+q′

t,s (N ⊗B L)

←
(
K•∞(t, s)⊗C (N ⊗B L)

)
[p′ + q′].

where the last map is obtained by truncating at degree zero.
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In order to find γ which makes (36) commute we expand (36) horizontally using
the definition of α and vertically using the definition of θ0,0. For convenience we
do the expansion in two stages ((36a), (36b) below).

The leftmost column in (36a) corresponds to the definition of θ0,0. The horizon-
tal maps on the left side in (36a) are, with the exception of the bottommost map δ1,
the isomorphisms induced by the natural maps RΓmC

→ RΓ
tC and RΓmB

→ RΓ
sB

while δ1 is induced by the natural map

RΓmC
→ RΓ(t,s)C = R(ΓtCΓsC) ∼= RΓtCRΓsC .

The vertical maps in the middle column, with the exception of the bottommost
one γ1, are defined similar to the way the corresponding ones on the left column
are defined while γ1 is induced by the natural isomorphism

RΓsBN ⊗B L ∼= RΓsC(N ⊗B L).

The horizontal maps on the right side in (36a) are induced by the natural isomor-
phisms of the kind RΓ? (−) −→∼ K•∞(?)⊗ (−). The map γ2 is induced by

Θ: K•∞(t, (−))[−q′] −→∼ K•∞(t, (−)[−q′])

where Θ is the second component of the δ-functor pair (K•∞(t, (−)),Θ), (cf. 3.1.4).
The remaining vertical maps in the rightmost column of (36a) are the obvious
counterparts of the maps in the middle column.

The top three rectangles on the left side and the bottom three rectangles on
the right side in (36a) commute for obvious reasons. The topmost rectangle on the
right commutes because the isomorphism in 3.1.4 is one of δ-functors. To verify the
commutativity of the bottom rectangle on the left we expand it horizontally using
obvious natural maps as follows.

Hp′+q′

mC
(RΓmB

N ⊗B L) −−−−−→ Hp′+q′

(t,s)C(RΓsBN ⊗B L) −−−−−→ Hp′+q′

tC (RΓsBN ⊗B L)
??y

??y
??yγ1

Hp′+q′

mC
(N ⊗B L) −−−−−→ Hp′+q′

(t,s)C(N ⊗B L) −−−−−→ Hp′+q′

tC RΓsC(N ⊗B L)

In this diagram the rectangle on the left commutes for functorial reasons while the
one on the right commutes by Lemma 4.4.2 below. Thus (36a) commutes.

For (36b) we use the notation

K•1 := K•∞(t;C), K•2 := K•∞(s;C), K•N := K•∞(s;B)⊗B N.

The horizontal maps in (36b) are the obvious ones given by truncation. (In each case
the complex in question has zero homology in higher degrees.) The leftmost column
of (36b) is precisely the rightmost column of (36a). The remaining columns of (36b)
are the obvious counterparts of its leftmost one. In particular, the convention
in §1.4, (iv), applies for the maps γ3, γ4, γ5, γ6. Commutativity of (36b) is obvious
from the functoriality of the maps involved.

Upon composing the top rows in (36a), (36b) we recover the map α of (36). In
order to verify that the composition of the bottom rows in (36a), (36b) is the same
as δ of (36) we reduce to checking commutativity of the following diagram whose
left column gives δ and whose right column gives the sequence of bottom rows in
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(36a)

Hp′

mC
(Hq′

mB
N ⊗B L) −−−−−→ Hp′

tC(Hq′

sBN ⊗B L) −−−−−→ Hp′

t
(Hq′

s N ⊗B L)
‚‚‚

‚‚‚
??yγ2

Hp′+q′

mC
((Hq′

mB
N ⊗B L)[−q′]) −−−−−→ Hp′+q′

tC ((Hq′

sBN ⊗B L)[−q′]) −−−−−→ Hp′+q′

t
((Hq′

s N ⊗B L)[−q′])

(35a)

??y
??y

??y

Hp′+q′

mC
((Hq′

mB
N)[−q′]⊗B L) −−−−−→ Hp′+q′

tC ((Hq′

sBN)[−q′]⊗B L) −−−−−→ Hp′+q′

t
((Hq′

s N)[−q′]⊗B L)

(32)

x??
x??truncation

x??truncation

Hp′+q′

mC
(RΓmB

N ⊗B L) −−−−−→ Hp′+q′

tC (RΓsBN ⊗B L) −−−−−→ Hp′+q′

t
((K•

∞(s; B)⊗B N)⊗B L)

canonical

??y
??yγ1

??ycanonical

Hp′+q′

mC
(N ⊗B L)

δ1−−−−−→ Hp′+q′

tC RΓsC(N ⊗B L) −−−−−→ Hp′+q′

t
(K•

∞(s; C)⊗C (N ⊗B L))

(36b)

Hp′

t
(Hq′

s N ⊗B L) ←−−−−−
“
K•

1 ⊗C (Hq′

s N ⊗B L)
”
[p′] ←−−−−−

“
K•

1 ⊗C (K•
N [q′]⊗B L)

”
[p′]

γ2

??y
??yγ3

??yγ5

Hp′+q′

t
((Hq′

s N ⊗B L)[−q′]) ←−−−−−
“
K•

1 ⊗C (Hq′

s N ⊗B L)[−q′]
”
[p′ + q′] ←−−−−−

“
K•

1 ⊗C (K•
N [q′]⊗B L)[−q′]

”
[p′ + q′]

??y
??yγ4

??yγ6

Hp′+q′

t
((Hq′

s N)[−q′]⊗B L) ←−−−−−
“
K•

1 ⊗C ((Hq′

s N)[−q′]⊗B L)
”
[p′ + q′] ←−−−−−

“
K•

1 ⊗C (K•
N ⊗B L)

”
[p′ + q′]

truncation

x?? truncation

x??
‚‚‚

Hp′+q′

t
(K•

N ⊗B L) ←−−−−−
“
K•

1 ⊗C (K•
N ⊗B L)

”
[p′ + q′]

“
K•

1 ⊗C (K•
N ⊗B L)

”
[p′ + q′]

canonical

??y canonical

??y
??ycanonical

Hp′+q′

t
(K•

2 ⊗C (N ⊗B L)) ←−−−−−
“
K•

1 ⊗C (K•
2 ⊗C (N ⊗B L))

”
[p′ + q′]

canonical
←−−−−−−

“
K•

∞(t, s)⊗C (N ⊗B L)
”
[p′ + q′]
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(36a)-(36d). (For simplicity, we set n = p′ + q′, M = N ⊗B L.)

Hn
mC

M Hn
mC

M
y

y

Hn
(t,s)CM −−−−→ Hn

tCRΓ
sCMy

y

Hn
t,sM −−−−→ Hn

t
(K•∞(s;C)⊗C M)

x
x

(
K•∞(t, s)⊗C M

)
[n]

(
K•∞(t, s)⊗C M

)
[n]

The horizontal arrows in the middle are the obvious natural ones. Commutativity
of the above diagram follows easily.

Since (36a) + (36b) = (36) holds along three edges of (36) we therefore have
found a map γ which makes (36) commute, viz., γ is given by the rightmost column
in (36b).

To complete the proof of (ii), let the sequence s be given by elements s1, . . . , sq′

and t by t1, . . . , tp′ . Fix n ∈ N, l ∈ L. Set

z1 :=

n
s1···sq′

⊗ l
t1 · · · tp′

∈ F 0 where F • :=
(
K•∞(t)⊗C ((K•∞(s)⊗B N)[q′]⊗B L)

)
[p′]

and

z2 :=
(−1)p

′q′n⊗ l
t1 · · · tp′ · s1 · · · sq′

∈ G0 where G• :=
(
K•∞(t, s)⊗C (N ⊗B L)

)
[p′ + q′].

The maps α and δ of (36) induce, in degree zero, the following maps of C-modules

α0 : F 0 → Hp′

mC
(Hq′

mB
N ⊗B L), δ0 : G0 → Hp′+q′

mC
(N ⊗B L).

From the definition of K-fractions in (16) we see that

α0(z1) =

[[
n
s

]
⊗ l
t

]
and δ0(z2) =

[
n⊗ l
s, t

]
.

It therefore suffices to check that γ0(z1) = z2 where γ0 is the degree zero component
of γ. Using that γ is given by the rightmost column in (36b), the verification
γ0(z1) = z2 follows easily. (Note that as per §1.4, (iv), the map (γ5)

0 of (36b) has

a sign of (−1)p
′q′ while (γ6)

0 is the identity map.) �

In the proof of 4.4.1, we used the following two lemmas.

Lemma 4.4.2. Let B → C be a homomorphism of noetherian rings. Let N be a
B-module and let L be a flat C-module. For any ideals b ⊂ B, c ⊂ C, the following
diagram, with maps described below, commutes.

RΓc+bC(RΓbN ⊗B L)
α1−−−−→ RΓc (RΓbN ⊗B L)

α2

y α3

y

RΓc+bC(N ⊗B L)
α4−−−−→ RΓc RΓbC(N ⊗B L)
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The map α1 is induced by the natural map Γc+bC → Γc . The map α2 is induced by
the natural map RΓbN → N . The map α3 is induced by the natural isomorphism
RΓbN⊗BL −→∼ RΓbC(N⊗BL). The map α4 is the natural isomorphism of derived
functors corresponding to the composition Γc+bC = Γc ΓbC . (The functor ΓbC sends
injective modules to injective ones.)

Proof. Set b′ := bC. We expand the above diagram vertically as follows where
the unlabeled maps are the obvious natural ones.

(37)

RΓc+b′(RΓbN ⊗B L)
α1−−−−→ RΓc (RΓbN ⊗B L)

y α3

y

RΓc+b′RΓb′(N ⊗B L) −−−−→ RΓc RΓb′(N ⊗B L)
y

∥∥∥

RΓc+b′(N ⊗B L)
α4−−−−→ RΓc RΓb′(N ⊗B L)

The top retangle obviously commutes. Set M := N ⊗B L. Let M → I• be a C-
injective resolution. Then RΓb′M = Γb′I•. Since Γb′I• also consists of C-injectives,
the lower rectangle of (37) reduces to the following diagram, where each map being
the obvious one, is an equality.

Γc+b′Γb′I• −−−−→ Γc Γb′I•y
y

Γc+b′I• −−−−→ Γc Γb′I•

�

The following lemma is proven by a direct calculation and we omit the proof.

Lemma 4.4.3. Let R be a commutative ring. Let F •, G• be complexes of R-
modules. For any integers i, j, k the following diagram commutes

(F • ⊗G•)[i+ j + k]
(θF,G

i+j,k)−1

−−−−−−−→ F •[i+ j]⊗G•[k]
(θF,G

i,0 )−1[j+k]

y
∥∥∥

(F •[i]⊗G•)[j + k]
(θ

F [i],G
j,k )−1

−−−−−−−→ (F •[i])[j]⊗G•[k]
where all the maps are obtained using the convention in §1.4, (iv).
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5. Pseudofunctorial behavior for smooth maps

The main result here is Proposition 5.2.1. In §5.1 we provide the main input
that goes into defining the isomorphism (2) of §1.3 (see (38) below). In §5.2, we
consider the situation of composition of two smooth maps. Suppose f, g are smooth
maps such that gf exists. Then we consider the two Cousin-valued functors, one
obtained by using 1.2.2(i) for gf and the other by using 1.2.2(i) iteratively for g
and f . We provide a comparison isomorphism between these two in (39) below. In
Proposition 5.2.1 we show that this global comparison map is compatible with the
local one of (22) via the isomorphism in (38) below.

In particular, the results of this section allow us to define a Coz-valued pseud-
ofunctor for the category of smooth maps in Fc (see §8.1). The proof of 5.2.1 is
somewhat lengthy and §5.3 and §5.4 are devoted exclusively towards this. In §5.3
we decompose the diagram of 5.2.1 into convenient parts, the non-trivial cases being
handled in §5.4.

5.1. An isomorphism. Let h : (X,∆1) → (Y,∆) be a smooth map in Fc

having constant relative dimension, say d. Let M• be a complex in Coz∆(Y), i.e.,
M• is a ∆-Cousin complex of quasi-coherent torsion OY-modules. Let L be a
flat quasi-coherent OX-module. By 3.1.10, the complex h∗M• ⊗X L[d] consists of
Aqc(X)-modules and hence E∆1RΓ

′
X(h∗M• ⊗X L[d]) ∈ Coz∆1(X) (see (12)).

Let x ∈ X, y = h(x), p = ∆1(x), q = ∆(y). We now define a natural isomor-
phism

(38) (E∆1RΓ
′

X(h∗M• ⊗X L[d]))(x) −→∼ Hp+d−q
mx

(M•(y)⊗y Lx).
Set M =M•(y). Then (38) is the composition of the following isomorphisms (see
explanatory remarks below).

(E∆1RΓ
′

X(h∗M• ⊗X L[d]))(x)

−→∼ Hp
mx

(h∗M• ⊗X L[d])x (by (12))(38a)

−→∼ Hp
mx

(h∗(iyM)[−q]⊗X L[d])x (via truncation)(38b)

−→∼ Hp
mx

(M [−q]⊗y Lx[d]) (stalk at x)(38c)

−→∼ Hp
mx

((M ⊗y Lx)[d− q]) (see §1.4, (v))(38d)

−→∼ Hp+d−q
mx

(M ⊗y Lx). (see §1.4, (viii))(38e)

For (38b) we use the sequence of natural maps

M• → σ≤qM• ← σ≥qσ≤qM• =Mq[−q] ←֓ iyM [−q].
Each one of the complexes in this sequence is in Coz∆(Y) and hence by (3.2.2), the
functor Hp

mx
(h∗(−) ⊗X L[d]) sends each map in this sequence to an isomorphism.

Composing these isomorphisms appropriately results in (38b). The map in (38c)
is induced by the canonical identification of the stalk at x (the stalk of iyM at y
being M). The map in (38d) is induced by the isomorphism (§1.4, (v))

M [−q]⊗y Lx[d] −→∼ (M ⊗y Lx)[d− q]
which, as per convention, is (−1)qd times the identity map on M ⊗y Lx.

Remark 5.1.1. Another way of obtaining the isomorphism from (38b)-(38c) is
the following. Consider the complexM•y. SinceM• is a Cousin complex, therefore

(Mi)y = 0 for i > q and furthermore (Mq)y =M•(y) = M . In particular, there is
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a natural map of complexes M [−q]→M•y, and therefore an induced natural map
M [−q]⊗y Lx[d]→M•y ⊗y Lx[d]. The following isomorphisms

Hp
mx

(h∗M• ⊗X L[d])x −→∼ Hp
mx

(M•y ⊗y Lx[d])(38b′)

←−∼ Hp
mx

(M [−q]⊗y Lx[d])(38c′)

define the same map as the one resulting from (38b)–(38c).

Remark 5.1.2. By using (6) instead of (12) in (38a) we see that (38a)-(38e)
in fact give an isomorphism

Hi
xRΓ

′
X(h∗M• ⊗X L[d]) −→∼ Hi+d−q

mx
(M•(y)⊗y Lx)

for all i.

Lemma 5.1.3. With notation as above, RΓ ′X(h∗M•⊗XL[d]) is Cohen-Macaulay
with respect to ∆1 (§3.3). In other words, for any x ∈ X and any i ∈ Z such that
i 6= p = ∆1(x) we have

Hi
xRΓ

′
X(h∗M• ⊗X L[d]) = 0 = Hi+d−q

mx
(M•(y)⊗y Lx).

Proof. Set M := M•(y). We claim that for any finitely generated submod-
ule N of M and any free OX,x-module L of finite rank, we haveHi+d−q

mx
(N⊗yL) = 0

for i 6= p. Since M ⊗y Lx is a direct limit of modules of the type N ⊗y L and since
local cohomology commutes with direct limits the lemma follows from the claim
and 5.1.2.

Set F := N⊗yL. Since N has finite length it is a Cohen MacaulayOY,y-module.
By 2.4.5, (ii), the induced local homomorphism OY,y → OX,x is flat. Moreover the
fiber ring OX,x/myOX,x, being formally smooth over the residue field OY,y/my, is
a regular ring and hence a Cohen-Macaulay ring. Therefore, by [9, (6.3.3)] or [19,
p. 181, Corollary], F is a Cohen Macaulay OX,x-module. In particular, Hj

mx
F = 0

for j 6= dimF . It suffices to show that dimF := dimSupp(F ) = p+ d− q.
Since N has finite length, we conclude that

Supp(F ) = Supp((OY,y/my)⊗y L) = Supp(OX,x/myOX,x).

Therefore, by 2.6.10, dim(F ) = p+ d− q. �

5.2. Iteration of the Cousin functor. Let (X,∆X)
f−→ (Y,∆Y)

g−→ (Z,∆Z)
be smooth maps in Fc having constant relative dimension d, e respectively. Let L1

be a quasi-coherent flat OY-module and L2 a quasi-coherent flat OX-module. For
any complex F • of OZ-modules and G• of OY-modules set

EgF • :=E∆Y
RΓ ′Y(g∗F • ⊗Y L1[e]),

EfG• :=E∆X
RΓ ′X(f∗G• ⊗X L2[d]),

EgfF • :=E∆X
RΓ ′X((gf)∗F • ⊗X (f∗L1 ⊗X L2)[d+ e]).

The functors E(−) map Cousin complexes to Cousin complexes:

Eg(Coz∆Z
(Z)) ⊂ Coz∆Y

(Y),

Ef(Coz∆Y
(Y)) ⊂ Coz∆X

(X),

Egf(Coz∆Z
(Z)) ⊂ Coz∆X

(X).
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LetM• ∈ Coz∆Z
(Z). There exists a natural isomorphism

(39) EgfM• −→∼ EfEgM•

which we describe as follows : (with G• := g∗M• ⊗Y L1[e])

EgfM• := E∆X
RΓ ′X((gf)∗M• ⊗X (f∗L1 ⊗X L2)[d+ e])

−→∼ E∆X
RΓ ′X(f∗g∗M• ⊗X (f∗L1[e]⊗X L2[d]))(39a)

−→∼ EfG•(39b)

←−∼ EfRΓ
′

YG•(39c)

−→∼ EfE∆Y
RΓ ′YG• =: EfEgM•(39d)

The map (39a) is induced by (f∗L1 ⊗X L2)[d + e] −→∼ f∗L1[e]⊗X L2[d] obtained
from our convention in §1.4, (v). In particular, (39a) is ERΓ ′X(−) of a map that is
(−1)ed times the identity map at the graded level. The maps (39b), (39c) are the
obvious natural ones, the latter being an isomorphism by 3.1.6. By 5.1.3, RΓ ′YG•
is a ∆Y-Cohen-Macaulay complex on Y. We define (39d) to be the natural map
induced by the unique isomorphism QE∆Y

RΓ ′YG• ∼= RΓ ′YG• obtained from 3.3.2.
The isomorphism in (39) can be described explicitly at the punctual level. Fix a

point x in X and let y = f(x), z = g(y). Let ∆Z(z) = r, ∆Y(y) = q, ∆X(x) = p. Let
OX,x, OY,y, OZ,z be the corresponding local rings andmx,my,mz the corresponding
maximal ideals. Set p′ := p+ d− q and q′ := q + e− r.

Proposition 5.2.1. The following diagram of OX,x-modules commutes.

(EfEgM•)(x)
(39)←−−−− (EgfM•)(x)y(38)

Hp′

mx
((EgM•)(y)⊗y L2x) (38)

−−−−−−−−→

yinduced by (38)

Hp′

mx
(Hq′

my
(M•(z)⊗z L1y)⊗y L2x)

(22)−−−−→ Hp′+q′

mx
(M•(z)⊗z (L1y ⊗y L2x))

The rest of this section is devoted to proving Proposition 5.2.1. In 5.3 we
indicate how to decompose the diagram in Proposition 5.2.1 into more convenient
parts whose commutativity is verified in the last subsection.

5.3. Scheme of proof of 5.2.1. We now outline the general scheme of our
proof of Proposition 5.2.1. The diagram, whose commutativity is in question, can
be written as follows.

(40)

V1 ←−−−− V2y

V3

−−−−−−−−−→y

V4 −−−−→ V5

Without loss of generality, we assume that M• = izM [−r] where M = M•(z).
This can be justified using the truncation arguments of (38b) as each truncation
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map is functorial and the corresponding induced map on the cohomologies is an
isomorphism. In order to prove commutativity of (40), we expand it in the following
way explained below.

(41)

V1 V1 ←−−−− V2 V2y
y

y

V3 V6 −−−−→ V7

−−−−−−−−−→y
y

y

V4 V4 −−−−→ V8 −−−−→ V5

For the above diagrams and subsequent ones occurring in this section, we use the
notation that any map Vi → Vj occurring in the diagrams is denoted by e(i, j).
Set M := M•(z) and set N := M ⊗z L1y. The vertices occurring in (41) are the
following.

V1 := (EfEgM•)(x) V5 := Hp′+q′

mx
(M ⊗z (L1y ⊗y L2x))

V2 := (EgfM•)(x) V6 := Hp
mx

((Hq
my

(N [e− r]))[−q]⊗y L2x[d])

V3 := Hp′

mx
((EgM•)(y)⊗y L2x) V7 := Hp

mx
(N [e− r] ⊗y L2x[d])

V4 := Hp′

mx
(Hq′

my
N ⊗y L2x) V8 := Hp′+q′

mx
(N ⊗y L2x)

The maps in (41) which come from (40), viz., e(2, 1), e(1, 3), e(3, 4) and e(2, 5) are,
by definition, the ones specified in 5.2.1. The remaining maps in (41) are defined
as follows.

The map e(1, 6) is defined as the composition of the following maps

V1 = (Ef EgM•)(x) −→∼ Hp
mx

((EgM•)(y)[−q]⊗y L2x[d])

−→∼ Hp
mx

((Hq
my

(N [e− r]))[−q] ⊗y L2x[d]) = V6

where the first isomorphism is obtained from the sequence (38a) to (38c) for the
functor Ef acting on the Cousin complex EgM• on Y, while the second isomorphism
is induced from the sequence (38a) to (38d) for the functor Eg acting on M•.

The map e(2, 7) is defined to be the composition of

V2 = (EgfM•)(x) −→∼ Hp
mx

(M [−r]⊗z (L1y ⊗y L2x)[d+ e])

−→∼ Hp
mx

(M [−r]⊗z (L1y[e]⊗y L2x[d]))

−→∼ Hp
mx

((M ⊗ L1y)[e− r]⊗y L2x[d]) = V7

where the first isomorphism is obtained using the sequence (38a) to (38c) while the
second and the third maps are induced naturally by the isomorphisms

(L1y ⊗y L2x)[d + e] −→∼ L1y[e]⊗y L2x[d], M [−r]⊗z L1y [e] −→∼ (M ⊗L1y)[e− r]

obtained using §1.4, (v).
We define e(6, 7) using (34) with the following notation. Let B → C denote

the natural local homomorphism OY,y → OX,x. Let N• = N [e − r], L• = L2x[d]
and j = q. The hypothesis of (34), which in effect is the hypothesis of (32), is
satisfied because for any integer l, there are isomorphisms

H l
mB

N• := H l
my

(N [e− r]) = H l+e−r
my

(M ⊗z L1y)
∼−−−−→

5.1.2
H l
yRΓ

′
Y(g∗M• ⊗Y L1[e]),

so that by 5.1.3, these modules vanish for l 6= q.
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The map e(6, 4) is obtained as the composition of the maps

V6 = Hp
mx

(
(Hq

my
(N [e− r]))[−q] ⊗y L2x[d]

)
−→∼ Hp

mx
((Hq′

my
N)[−q]⊗y L2x[d])

−→∼ Hp′

mx
(Hq′

my
N ⊗y L2x) = V4

where the first isomorphism involves §1.4, (viii), as in (38e), while the second one
is an imitation of (38d)-(38e).

For e(7, 8) we follow (38d)-(38e), while e(4, 8) is gotten using (21). The canon-
ical associativity map for tensor products gives e(8, 5).

Note that e(8, 5)e(4, 8) = e(4, 5), where the latter is an arrow in (40). Therefore,
to prove that (40) commutes it suffices to show that the four subdiagrams in (41)
commute. Of these four, the ones on the extreme left and extreme right may be
written as follows.

(42)

V3 ←−−−− V1y
y

V4 ←−−−− V6

V2 −−−−→ V5y
x

V7 −−−−→ V8

Commutativity of these two is easily verified; we do so in this subsection. Commu-
tativity of the remaining two subdiagrams of (41) is proved in the next subsection.

The commutativity of the rectangle on the left in (42) follows from the com-
mutativity of the following diagram whose maps are obtained using the various
isomorphisms (38a) to (38e).

V1 V1

(38a)-(38e)

y (38a)-(38c)

y
V3

(38d)-(38e)←−−−−−−− Hp
mx

(
(EgM•)(y)[−q]⊗y L2x[d]

)

(38a)-(38d)

y (38a)-(38d)

y

Hp′

mx

(
(Hq

my
(N [e− r])) ⊗y L2x

)
(38d)-(38e)←−−−−−−− V6

(38e)

y (38e)

y

V4
(38d)-(38e)←−−−−−−− Hp

mx

(
(Hq′

my
N)[−q]⊗y L2x[d]

)

For the rectangle on the right in (42), we expand vertically using the definition
of the vertical maps e(2, 7) and e(8, 5). Since both the maps e(2, 7) and e(2, 5) start
from V2 and factor through the steps (38a)-(38c), we may replace V2 by the target
of (38c). The resulting diagram, shown below, is seen to be commutative from the
sign chase indicated along the inner sides of the arrows.

Hp
mx

(M [−r]⊗z (L1y ⊗y L2x)[d+ e])
(38d)-(38e)−−−−−−−→
(−1)(d+e)r

Hp′+q′

mx
(M ⊗z (L1y ⊗y L2x))

y(−1)de

x
Hp
mx

(M [−r]⊗z (L1y[e]⊗y L2x[d])) Hp′+q′

mx
(N ⊗y L2x)y(−1)re

∥∥∥

Hp
mx

(N [e− r]⊗y L2x[d])
(−1)(e−r)d

−−−−−−−→
(38d)-(38e)

Hp′+q′

mx
(N ⊗y L2x)
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5.4. Conclusion of proof of 5.2.1. In the previous subsection, the commu-
tativity of the two rectangles in (42) was shown. Now we verify the commutativity
of the remaining two subdiagrams in (41).

First we consider the following rectangle in (41).

(43)

V6 −−−−→ V7y
y

V4 −−−−→ V8

We claim that the isomorphism e(7, 8)e(6, 7)e(6, 4)−1 : V4 → V8 is the same as the
isomorphism θa,b of (35) for the choices a := e − r, b := d along with the notation
p′ = p+d−q, q′ = q+e−r. Indeed, from the definition of the maps involved we see
that e(6, 4)−1 corresponds to (35a)-(35b), e(6, 7) corresponds to (35c) and e(7, 8)
corresponds to (35d). Now the commutativity of (43) follows from part (ii) of
Lemma 4.4.1.

Thus the only remaining rectangle in (41) whose commutativity needs to be
checked is the following.

(44)

V1 ←−−−− V2y
y

V6 −−−−→ V7

Before proceeding further we review our terminology. Recall that M• is assumed
to be based at one point only, i.e., M• = izM [−r] for a suitable OZ,z-module M .
Also N = M ⊗z L1y. Set N • := (g∗M⊗Y L1)[e − r] where M = izM . We shall
henceforth make the canonical identification

(45) N •y = N [e− r].

Also note that with G• := g∗M•⊗Y L1[e] as in (39), using (§1.4, (v)), we obtain an
isomorphism

(46) G• := g∗M• ⊗Y L1[e] −→∼ (g∗M⊗Y L1)[e− r] =: N •.

Now expand (44) modulo (45) as follows, with the maps αi described below.

(47)

(EfEgM•)(x)
e(2,1)←−−−− (EgfM•)(x)xα2 = e(2,7)−1

−−−−−−−−−→

α1 Hp
mx

(N •y ⊗y L2x[d])xα3

Hp
mx

((E∆Y
RΓ ′YN •)y ⊗y L2x[d])

α4←−−−− Hp
mx

((RΓ ′YN •)y ⊗y L2x[d])

α5

x
xα6

Hp
mx

((Hq
my
N •y )[−q]⊗y L2x[d])

α7←−−−− Hp
mx

(RΓmy
N •y ⊗y L2x[d])
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The map α1 is the composition of the following isomorphisms

(Ef EgM•)(x)
(38a)−−−→ Hp

mx
(f∗EgM• ⊗X L2[d])x

(38b′)−−−−→
5.1.1

Hp
mx

((EgM•)y ⊗y L2x[d])

−−−→ Hp
mx

((E∆Y
RΓ ′YN •)y ⊗y L2x[d])

where the last map is the obvious one induced by (46). The map α2 is the inverse of
the isomorphism e(2, 7) via (45) while α3 is the obvious natural map. The map α4

is obtained by applying the isomorphism of functors QE∆Y
∼= 1D+(Y)CM

of 3.3.2 on

the Cohen-Macaulay complex RΓ ′YN •. The map α5 is induced by the composition

(Hq
my
N •y )[−q] ∼−−→

(12)
(E∆Y

RΓ ′YN •)(y)[−q]
truncation−−−−−−→
cf. 5.1.1

(E∆Y
RΓ ′YN •)y.

The map α6 is the composition

RΓmy
N •y

3.1.5(iii)−−−−−−−→ (RΓIN •)y
canonical−−−−−−→ (RΓ ′YN •)y

where I is an open coherent ideal in OY defining {y}. Finally, α7 is the isomorphism
induced by the truncation maps in (32).

Now we verify that the outer border of (47) is equivalent to (44), which is
the same as verifying the relations, α−1

5 α1 = e(1, 6) and α3α6α
−1
7 = e(6, 7). The

latter follows from the definitions involved while the former is a consequence of the
commutativity of the following diagram. Here the left column represents α−1

5 α1

while the right column represents e(1, 6) modulo (45). Also, recall that M• is
assumed to be based only at z.

(Ef EgM•)(x) (EfEgM•)(x)
(38a) and (38b′)

y (38a)-(38c)

y

Hp
mx

((EgM•)y ⊗y L2x[d])
(38c′)−1

←−−−−− Hp
mx

((EgM•)(y)[−q]⊗y L2x[d])

induced by (46)

y induced by (46)

y

Hp
mx

((E∆Y
RΓ ′YN •)y ⊗y L2x[d])

via←−−−−−−
truncation

Hp
mx

((E∆Y
RΓ ′YN •)(y)[−q]⊗y L2x[d])

α5

x induced by (12)

x cf. (38a)

Hp
mx

((Hq
my
N •y )[−q]⊗y L2x[d]) Hp

mx
((Hq

my
N •y )[−q]⊗y L2x[d])

To prove commutativity of the upper subdiagram in (47) we expand it hori-
zontally using the definition of e(2, 1) and vertically using the definition of α1. For
convenience we break the diagram into two parts, see (48), (49) below.

The leftmost column of vertical maps in (48) defines α1 of (47). The remaining
columns follow the same pattern of definition. The horizontal maps on the left are
induced by the isomorphism QE∆X

∼= 1 of 3.3.2 applied to RΓ ′YG•,RΓ ′YN •, while
the ones on the right are the canonical ones induced by RΓ ′Y → 1. In particular the
horizontal maps in the bottommost row are α3, α4 of (47). It is obvious that (48)
commutes.

The rightmost column of (48) is the same as the leftmost column of (49). We use
E′ := E∆X

RΓ ′X for convenience. The remaining maps in (49) are the obvious ones
as indicated by the labels. (The minus signs refer to the convention in §1.4(v).)
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(48)

(EfEgM•)(x)
(39d)←−−−− (EfRΓ

′
YG•)(x)

(39c)−−−−→ (EfG•)(x)

(38a)
ysee (12)

y(12)

y(12)

Hp
mx

(f∗EgM• ⊗X L2[d])x ←−−−− Hp
mx

(f∗RΓ ′YG• ⊗X L2[d])x −−−−→ Hp
mx

(f∗G• ⊗X L2[d])x

(38b′)
y= localization

ylocalization

ylocalization

Hp
mx

((EgM•)y ⊗y L2x[d]) ←−−−− Hp
mx

((RΓ ′YG•)y ⊗y L2x[d]) −−−−→ Hp
mx

(G•y ⊗y L2x[d])yvia (46)

yvia (46)

yvia (46)

Hp
mx

((E∆Y
RΓ ′YN •)y ⊗y L2x[d])

α4←−−−− Hp
mx

((RΓ ′YN •)y ⊗y L2x[d])
α3−−−−→ Hp

mx
(N •y ⊗y L2x[d])

(49)

(EfG•)(x)
(39b)−−−−→ (E′(f∗g∗M• ⊗X (f∗L1[e]⊗X L2[d])))(x)

(39a)−−−−→ (EgfM•)(x)y(12)

y(12) see (38a)

y(12)

Hp
mx

(f∗G• ⊗X L2[d])x −−−−→ Hp
mx

(f∗g∗M• ⊗X (f∗L1[e]⊗X L2[d]))x −−−−→
(−1)de

Hp
mx

((gf)∗M• ⊗X (f∗L1 ⊗X L2)[d+ e])x
ylocalization

ylocalization

ylocalization

Hp
mx

(G•y ⊗y L2x[d]) Hp
mx

((g∗M•)y ⊗y (L1y[e]⊗y L2x[d])) Hp
mx

(M [−r]⊗z (L1y ⊗y L2x)[d+ e])

via (46)

y(−1)re

y(−1)re

y(−1)de

Hp
mx

(N •y ⊗y L2x[d])
(45)−−−−→ Hp

mx
((M ⊗z L1y)[e− r]⊗y L2x[d])

(−1)re

−−−−→ Hp
mx

(M [−r]⊗z L1y[e]⊗y L2x[d])
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Commutativity of (49) follows easily. Moreover, traveling along the bottom row
of (49) and then its right column gives the map α2 of (47). In particular, the upper
subdiagram in (47) is the same as (48) + (49), and hence commutes.

For the lower rectangle in (47), upon “canceling off” Hp
mx

and ⊗yL2x[d] from
each object, we reduce to showing that the outer border of the following diagram
(of derived-category maps) commutes.

(E∆Y
RΓ ′YN •)y

QE∆Y
∼=1←−−−−−− (RΓ ′YN •)y

(10) and truncation

x
xcanonical

(Hq
yRΓ

′
YN •)[−q]

truncation←−−−−−− RΓyRΓ
′

YN •x(6)

x(6)

(Hq
my
N •y )[−q] truncation←−−−−−− RΓmy

N •y
By 3.3.4, the upper rectangle commutes while the lower one commutes for functorial
reasons. This completes the proof that (47), and hence (44), commutes.

The commutativity of the diagrams in (44), (43) and (42) proves that all the
four subdiagrams of (41) commute. We have therefore shown that (40) commutes,
thereby proving Proposition 5.2.1.
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6. Closed immersions and base change

Having tackled the case of smooth maps in §5, we now look at the category of
closed immersions. For a closed immersion f : X → Y in F, the functor f ♭ defined
in §6.1 below provides the other concrete formula for Cousin complexes. As in §5,
after relating f ♭ to its punctual version, we describe a comparison isomorphism
for the case of composition of two closed immersions, and give the corresponding
punctual description. The proofs are straightforward in this case. In §6.2 we take
up the situation of a fibered product of a smooth map and a closed immersion. The
main result there is Proposition 6.2.3.

6.1. Closed Immersions. Let h : (X,∆1) → (Y,∆) be a closed immersion
in Fc. For any complex G• on Y we define a complex h♭G• as follows

h♭G• := h−1HomOY
(h∗OX,G•).

Proposition 6.1.1. Let notation and conditions be as above.

(i) The functor h♭ takes Cousin complexes to Cousin complexes and further-
more h♭Coz∆(Y) ⊂ Coz∆1(X).

(ii) The functor h∗ maps Coz∆1(X) to Coz∆(Y) and furthermore there are
natural isomorphisms h♭h∗ −→∼ h−1h∗ = 1C where C = Coz∆1(X).

Proof. LetM• be a ∆-Cousin complex on Y. Fix p ∈ Z. By definition, there
is a natural decomposition Mp ∼= ⊕yiyMy where y ranges over points in Y such
that ∆(y) = p and My is an OY,y-module. Since HomOY

(h∗OX,−) commutes with
direct sums (because h∗OX is a coherent OY-module) therefore there is a canonical
decomposition

(h♭M•)p ∼= ⊕y h−1HomOY
(h∗OX, iyMy).

It suffices to consider only those y ∈ Y which have a preimage in X. Note that for
any sheaf F on Y, there is a natural isomorphism

HomOY
(F , iyMy) −→∼ iyHomOY,y

(Fy,My)

because, for any open neighborhood V of y, there is a canonical isomorphism

HomOV
(F

∣∣
V
, iyMy

∣∣
V
) −→∼ HomOY,y

(Fy,My).

Therefore, for x ∈ X and y = h(x) there are natural isomorphisms

h−1HomOY
(h∗OX, iyMy) −→∼ h−1iyHomOY,y

((h∗OX)y,My)

−→∼ ixHomOY,y
(OX,x,My).

Thus h♭M• is a ∆1-Cousin complex on X with (h♭M•)(x) −→∼ HomOY,y
(OX,x,My)

as ∆1, by definition, is the restriction of ∆ to X. If My is a zero-dimensional OY,y-
module then HomOY,y

(OX,x,My) is a zero-dimensional OX,x-module. Therefore,

by 2.3.5, h♭Coz∆(Y) ⊂ Coz∆1(X).
With x, y as before, for any OX,x-module N , there is a natural isomorphism

h∗ixN ∼= iyN . Since h∗ commutes with direct sums it follows that h∗ takes Cousin
complexes to Cousin complexes. Furthermore, if N is a zero-dimensional as an
OX,x-module then it is also zero-dimensional as an OY,y-module. By 2.3.5 we see
that h∗ maps Coz∆1(X) to Coz∆(Y). The remaining assertions in (ii) hold more
generally for arbitrary complexes on X. �
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From the proof of 6.1.1 we obtain a canonical isomorphism

(50) (h♭M•)(x) −→∼ HomOY,y
(OX,x,M•(y))

which can also be described as follows. Set p = ∆1(x). Then (50) equals the map
in degree p induced by the following map of complexes

(h♭M•)x = (HomOY
(h∗OX,M•))y −→∼ HomOY,y

(OX,x,M•y). (cf. 5.1.1)

Let (X,∆X)
f−−→ (Y,∆Y)

g−→ (Z,∆Z) be closed immersions in Fc. Let G• be a
complex on Z. Then there is a natural isomorphism

(51) f ♭g♭G• −−→ (gf)♭G•

defined as follows. Let I,J denote the ideals inOZ that define X and Y respectively.
We make the identification g∗OY = OZ/J , (gf)∗OX = OZ/I, f∗OX = OY/IOY.
We define (51) by the following sequence of obvious natural maps

f ♭g♭G• = f−1HomY(OY/IOY, g
−1HomZ(OZ/J ,G•))

−→∼ f−1g−1HomZ(OZ/I,HomZ(OZ/J ,G•))
−→∼ f−1g−1HomZ(OZ/I,G•) = (gf)♭G•.

Let x be a point in X. Set y = f(x), z = g(y). Let A,B,C denote the local rings
OZ,z,OY,y,OX,x respectively. LetM• be a complex in Coz∆Z

(Z). Set M =M•(z).
Proposition 6.1.2. Under the above conditions, the following diagram com-

mutes.

(f ♭g♭M•)(x) (51)−−−−→ ((gf)♭M•)(x)
using (50)

y

HomB(C, (g♭M•)(y)) using (50)

−−−−−−−−→induced by (50)

y

HomB(C,HomA(B,M))
(23)−−−−→ HomA(C,M)

Proof. Set p = ∆X(x). Then the diagram in question is obtained from the
degree p part of the following diagram of complexes whose vertical maps are given
by the usual identification of stalks.

(f−1HomY(OY/IOY , g−1HomZ(OZ/J ,M•)))x
(51)x
−−−−−→ (f−1g−1HomZ(OZ/I,M•))x

canonical

??y canonical

??y

HomB(C, HomA(B,M•
z))

(23)
−−−−−→ HomA(C,M•

z)

Commutativity of the above diagram follows easily. �

6.2. A Fibered Product. In this subsection we are concerned with the sit-
uation of the following diagram in Fc which is cartesian, so that W = X×Y Z,

(52)

(W,∆W)
g−−−−→ (Z,∆Z)

j

y
yi

(X,∆X)
f−−−−→ (Y,∆Y)
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and where f, g are smooth maps of constant relative dimension d and i, j are closed
immersions. Set E := E∆X

and E := E∆W
, the respective Cousin functors on X,W.

Let L• be a complex on X. Set

Eg(−) := ERΓ ′W(g∗(−)⊗W j∗L•), Ef(−) := ERΓ ′X(f∗(−)⊗X L•).
We use the following convention. Since j is a closed immersion, therefore the func-
tor j∗ is exact and hence we use j∗ to denote the corresponding derived functor Rj∗
too. Also note that j∗ maps Aqc(W) to Aqc(X).

Lemma 6.2.1. Let J be any coherent ideal in OX. Set I = JOW. Let Z be
any closed subset of X. Set Z = Z ∩W. Then for any G• ∈ D+(W) the following
natural maps are isomorphisms.

j∗RΓIG• −−→ RΓJ j∗G•, j∗RΓZG
• −−→ RΓZj∗G•.

Proof. For the first isomorphism, we refer to [2, 5.2.8(d)]. Since j∗ preserves
flasqueness and since flasque sheaves are acyclic for the functors Γ

Z
and ΓZ , the

second assertion holds because j∗ΓZ = ΓZj∗. �

Lemma 6.2.2. For any F • ∈ D+(W) there is a natural isomorphism

j∗EF • ∼= Ej∗F •.

Proof. Recall that the Cousin functors E,E are given by the E∗,01 terms of the
spectral sequences induced by the corresponding codimension filtrations on X,W.
We prove the lemma by showing that either side of the required isomorphism is
constructed from the same filtered complex on X. For any subset Z ⊂ X we set
Z = Z ∩W. Set

Zp := {x ∈ X |∆(x) = p} and Z
p
:= Zp ∩W.

Let I• be an injective resolution of F •. By definition, EF • is constructed using
the filtration {Γ

Z
pI•}p∈Z of I•. Since j∗ is exact j∗EF • can be constructed using

the filtration {j∗ΓZpI•}p∈Z of j∗I•. On the other hand note that j∗I• consists of

flasque sheaves (which are acyclic for the functors ΓZp). By exactness of j∗, the
natural map j∗F • → j∗I• is a quasi-isomorphism and hence a flasque resolution.
Therefore Ej∗F • can be computed using the filtration {ΓZpj∗I•}p∈Z of j∗I•. Since
for any subset Z ⊂ X we have j∗ΓZ = ΓZj∗, it follows that {j∗ΓZpI•}p∈Z and

{ΓZpj∗I•}p∈Z define the same filtration of j∗I• and hence the result follows. �

For any complex G• on Z there are natural isomorphisms described below.

j∗(g
∗G• ⊗W j∗L•) α−−→ j∗g

∗G• ⊗X j∗j
∗L• β−−→ f∗i∗G• ⊗X j∗j

∗L•
γ←−− f∗i∗G• ⊗X L•(53)

Since j is a closed immersion, j∗ distributes over the tensor product and thus we
obtain the isomorphism α. For β we use the base-change isomorphism j∗g

∗ ∼= f∗i∗.
The canonical map γ is an isomorphism because f∗i∗G• is supported on W.

Let F • be a complex in D+
qc(W). Then there are natural isomorphisms

(54) j∗ERΓ ′WF • −→∼ Ej∗RΓ
′

WF • −→∼ ERΓ ′Xj∗F •
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where the first one is obtained using the isomorphism constructed in 6.2.2 and
the second one using 6.2.1. Therefore, for any G• ∈ D+

qc(Z), there are natural
isomorphisms

j∗EgG• = j∗ERΓ ′W(g∗G• ⊗W j∗L•) (54)−−−−→ ERΓ ′Xj∗(g
∗G• ⊗W j∗L•)

(53)−−−−→ ERΓ ′X(f∗i∗G• ⊗X L•) = Ef i∗G•.
In particular, applying j−1 results in an isomorphism

(55) EgG• −→∼ j−1Ef i∗G•.
Let M• be a complex in Coz∆Y

(Y). Then there is a sequence of natural maps

(56) Egi
♭M• −→∼ j−1Ef i∗i

♭M• ← j♭Ef i∗i
♭M• → j♭EfM•,

where the first map is the isomorphism from (55), the second map is induced by
the natural map j♭ → j−1 (and is readily seen to be an isomorphism) and the third
is induced by the natural map i∗i

♭ → 1.
Let w be a point in W and let x, y, z denote the corresponding images in X,Y,Z.

Set p = ∆1(x), q = ∆2(y). Since the maps i, j in (52) are closed immersions, there-
fore ∆3(z) = q and ∆4(w) = p. Set p1 := p−q+d. By 2.6.10 the relative dimension
of OX,x/OY,y and OZ,z/OW,w is p1. Set M :=M•(y), N := HomOY,y

(OZ,z,M).

Proposition 6.2.3. Let notation be as above. Assume that M• ∈ Coz∆2(Y)
and that L• = L[d] where L is a quasi-coherent flat OX-module and d is the relative
dimension of f, g in (52). Then the natural maps in (56) are isomorphisms and
the following diagram commutes.

(Egi
♭M•)(w)

(56)−−−−→ (j♭EfM•)(w)
y(38)

y(50)

Hp1
mw

((i♭M•)(z)⊗z (j∗L)w) HomOX,x
(OW,w, (EfM•)(x))y6.1.1,(ii)

y(38)

Hp1
mw

(N ⊗z (j∗L)w)
(24)−−−−→ HomOX,x

(OW,w, H
p1
mx

(M ⊗y Lx))
Proof. All the maps involved in the diagram in question are functorial inM•

and hence using truncation arguments, we may assume without loss of generality,
thatM• = iyM [−q]. We now proceed by expanding the diagram of the Proposition
horizontally according to the definition in (56). Set jw♭(−) := HomOX,x

(OW,w,−)
and set

F •1 = g∗i♭M• ⊗W j∗L[d], F •2 = f∗i∗i
♭M• ⊗X L[d],

F1 = (i♭M•)(z)⊗z (j∗L)w , F2 = (i∗i
♭M•)(y)⊗y Lx.

From (53) we obtain a natural isomorphism j∗F •1 −→∼ F2. Also, as OX,x-modules,
there is a natural isomorphism F1 −→∼ F2.

The expanded version of the diagram of the Proposition occurs in (57). The
downward arrows in the upper portion are obtained using (38) or (50). The hor-
izontal maps on the top row are given by the maps in (56). The remaining maps
are the obvious natural ones.
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(57)

(Egi
♭M•)(w) −−−−→ (j−1Ef i∗i

♭M•)(w) ←−−−− (j♭Ef i∗i
♭M•)(w) −−−−→ (j♭EfM•)(w)

∥∥∥
y

y

�1

−−−−−−−−→

(Ef i∗i
♭M•)(x) ←−−−− jw♭((Ef i∗i

♭M•)(x)) −−−−→ jw♭((EfM•)(x))y
y

y

Hp1
mw

F1 −−−−→ Hp1
mx
F2 ←−−−− jw♭H

p1
mx
F2 −−−−→ jw♭H

p1
mx

(M ⊗y Lx)y
y

y
∥∥∥

Hp1
mw

(N ⊗z (j∗L)w) −−−−→ Hp1
mx

(N ⊗y Lx) ←−−−− jw♭H
p1
mx

(N ⊗y Lx) −−−−→ jw♭H
p1
mx

(M ⊗y Lx)

(58)

(j∗ERΓ ′WF •1 )(x)
(54)−−−−→ (ERΓ ′Xj∗F •1 )(x)

(53)−−−−→ (ERΓ ′XF •2 )(x)
y(38a) �2

y(38a)

y(38a)

Hp
mw

(g∗(i♭M•)⊗W j∗L[d])w −−−−→ Hp
mx

(j∗F •1 )x −−−−→ Hp
mx

(f∗(i∗i
♭M•)⊗X L[d])xy(38b)-(38c) �3

y(38b)-(38c)

Hp
mw

((i♭M•)(z)[−q]⊗z (j∗L[d])w) −−−−−−−−−−−−−−−−−−−−−→ Hp
mx

((i∗i
♭M•)(y)[−q]⊗y (L[d])x)y(38d)-(38e)

y(38d)-(38e)

Hp1
mw

F1 −−−−→ Hp1
mx
F1 −−−−→ Hp1

mx
F2
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(59)

(j∗ERΓ ′WF •1 )(x) −−−→ (Ej∗RΓ
′

WF •1 )(x) −−−→ (ERΓ ′Xj∗F •1 )(x)
y

y
y

(j∗H
p

{w}
RΓ ′WF •1 )x −−−→ (Hp

{x}
j∗RΓ

′
WF •1 )x −−−→ (Hp

{x}
RΓ ′Xj∗F •1 )x

x
x

x

(j∗H
p
JOW

RΓ ′WF •1 )x −−−→ (Hp
J j∗RΓ

′
WF •1 )x −−−→ (Hp

JRΓ ′Xj∗F •1 )xy
y

(j∗H
p
JOW

F •1 )x−−−−−−−−−−−−−−−−−−−−−−−−−−−→(Hp
J j∗F •1 )xy

y

Hp
mw
F •1w

−−−−−−−−−−−−−−−−−−−−−−−−−−−→Hp
mx

(j∗F •1 )x

(60)

Hp
mw

(g∗i♭M• ⊗W j∗L[d])w −−−→ Hp
mw

((g∗i♭M•)w ⊗w (j∗L[d])w) −−−→ Hp
mw

((i♭M•)(z)[−q]⊗z (j∗L[d])w)

natural

y

Hp
mx

(j∗(g
∗i♭M• ⊗W j∗L[d]))x

−−−−−−−−−→via α of (53)

y

Hp
mx

(j∗g
∗i♭M• ⊗X j∗j

∗L[d])x −−−→ Hp
mx

((j∗g
∗i♭M•)x ⊗x (j∗j

∗L[d])x) −−−→ Hp
mx

((i♭M•)(z)[−q]⊗z (j∗L[d])w)

via β, γ of (53)

y via β, γ of (53)

y �4

y

Hp
mx

(f∗i∗i
♭M• ⊗X L[d])x −−−→ Hp

mx
((f∗i∗i

♭M•)x ⊗x (L[d])x) −−−→ Hp
mx

((i∗i
♭M•)(y)[−q]⊗y (L[d])x)
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Commutativity of all the rectangles in (57), except for the top left one marked
as �1, is straightforward to verify. We expand �1 in (58).

The unlabeled horizontal maps in (58) are the obvious natural isomorphisms.
It remains to verify commutativity of �2 and �3, since commutativity of the other
rectangles is evident.

In (59), we expand�2 horizontally using (54) and vertically using (12) and 3.1.9
with the notation that J denotes the largest coherent ideal inOX defining the closed
set {x}. Commutativity of (59) is straightforward to verify.

An expanded and transposed version of �3 occurs in (60). For the horizon-
tal maps in (60) we don’t use (38b)-(38c), but instead invoke 5.1.1 (localize first
and then truncate). Only commutativity of �4 needs explanation, the rest being
obvious.

Set N • := i♭M•. Then N • ∈ Coz∆Z
(Z) and i∗N • ∈ Coz∆Y

(Y). Now commu-
tativity of �4, where the horizontal maps are induced by truncation, follows from
the commutativity of the following diagram.

(j∗g
∗N •)x −−−−→ (j∗g

∗N q)x[−q] −−−−→ N •(z)[−q]⊗z OW,w

base change

y
y

y

(f∗i∗N •)x −−−−→ (f∗i∗N q)x[−q] −−−−→ (i∗N •)(y)[−q]⊗y OX,x

We have thus shown that (57) commutes. By (24), the maps in the bottom row
of (57) are isomorphisms. Since the vertical maps in (57) are isomorphisms, there-
fore the remaining horizontal maps are also isomorphisms. This shows that (56) is
an isomorphism. �
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7. The retract case

The main result of this section, viz., Proposition 7.3.2 is the final key ingredient,
along with the main results of the preceding two sections, needed in proving the
main theorem of this paper.

The title of this section refers to the situation where the identity map on an

object (Y,∆Y) in Fc is factored as (Y,∆Y)
i−→ (X,∆X)

h−→ (Y,∆Y) such that i is a
closed immersion and h a smooth map of constant relative dimension. In 7.3.2 we
show that the Cousin functor obtained by using 1.2.2 for h, i is isomorphic to the
identity functor on Coz∆Y

(Y). Residues of differential forms play a role here.
After covering some homological preliminaries in §7.1 below, we prove a general

result in §7.2 which provides a partial description of the coboundary map of the
Cousin complex of 1.2.2(i). Proposition 7.3.2 is then an easy consequence modulo
the local ingredient involving residue maps.

7.1. Homological preliminaries. Let D be a triangulated category with
translation functor T . Consider a commutative diagram in D as below whose rows
and columns are assumed to be triangles in D.

(61)

A1
α1−−−−→ A2

α2−−−−→ A3
α3−−−−→ TA1

u1

y u2

y u3

y Tu1

y

B1
β1−−−−→ B2

β2−−−−→ B3
β3−−−−→ TB1

v1

y v2

y v3

y Tv1

y

C1
γ1−−−−→ C2

γ2−−−−→ C3
γ3−−−−→ TC1

w1

y w2

y w3

y

TA1
Tα1−−−−→ TA2

Tα2−−−−→ TA3

Suppose C1
∼= 0 ∼= A3. Then we obtain two ways of defining a map C3 → TA1 as

follows. Consider the following diagram.

(62)

B3
β3−−−−→ TB1

v3

y Tu1

x

C3 TA1

γ2

x Tα1

y

C2
w2−−−−→ TA2

Since C1
∼= 0 hence γ2 and Tu1 are isomorphisms. Since A3

∼= 0 hence v3 and Tα1

are isomorphisms. Therefore, inverting these isomorphisms, we obtain one map
each from the upper and lower half of (62) viz., (Tu1)

−1β3v
−1
3 and (Tα1)

−1w2γ
−1
2 .

We now find a condition under which these two maps coincide. Complete the

map A1
u2α1−−−−→ B2 to the following triangle (uniquely determined up to isomor-

phism)

(63) A1 −−→ B2 −−→ X −−→ TA1
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in D for suitable X and maps B2 → X → TA1 in D. Consider the following
commutative diagram whose rows are triangles in D. (This may be imagined as
comparing the triangles in the second row and second column of (61) via a triangle
constructed along the diagonal.)

(64)

B1
β1−−−−→ B2

β2−−−−→ B3
β3−−−−→ TB1

u1

x
∥∥∥ Tu1

x

A1
u2α1−−−−→ B2 −−−−→ X −−−−→ TA1

α1

y
∥∥∥ Tα1

y

A2
u2−−−−→ B2

v2−−−−→ C2
w2−−−−→ TA2

From the defining axioms of triangles we conclude that there exist maps (not
uniquely determined)

X
u′

−−→ B3 and X
α′

−−→ C2

which, when filled in (64), make it commute. (Note that u′, α′ are isomorphisms
since the remaining vertical maps in (64) are isomorphisms.) We therefore obtain
the following diagram.

(65)

X
u′

−−−−→ B3

α′

y v3

y

C2
γ2−−−−→ C3

Lemma 7.1.1. Suppose we have a commutative diagram as in (61) with rows
and columns as triangles in D and suppose the following conditions hold.

(i) We have C1
∼= 0 ∼= A3 and hence the vertical maps in (62) are invertible.

(ii) There is a choice of maps u′, α′, (satisfying their defining conditions) for
which the diagram in (65) commutes.

Then the diagram obtained by replacing the vertical maps in (62) by their respective
inverses, commutes.

Proof. We expand (62) in the following way

B3 B3
β3−−−−→ TB1

v3

y u′

x Tu1

x

C3 X −−−−→ TA1

γ2

x α′

y Tα1

y

C2 C2
w2−−−−→ TA2

where the two squares on the right side are obtained from (64) and hence commute
by definition of u′ and α′, whereas the rectangle on the left side is the same as the
diagram in (65). Condition (ii) therefore implies that the above diagram commutes.

�
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Let A be an abelian category. Recall that to any exact sequence of complexes
0 → L• → M• → N• → 0 in C(A) we can associate a corresponding induced
triangle L• → M• → N• → L•[1] in D(A) (see, e.g., [17, Example (1.4.4)]).
This association is natural, in that, any map of short exact sequences in C(A)
functorially gives rise to a corresponding map of triangles. Recall further:

Lemma 7.1.2. Let A be an abelian category with enough injectives. For any
triangle T in D+(A) there exists in C+(A), an exact sequence of complexes of
injectives given by 0 −−→ L• −−→ M• −−→ N• −−→ 0, such that the corresponding
triangle L• −−→M• −−→ N• −−→ L•[1] is isomorphic to T .

Proof. Let N•, L• denote complexes of injectives that are D+(A)-isomorphic
to C•, A• respectively. The natural map C•[−1]→ A• induces a mapN•[−1]→ L•

which may also be thought of as a map in K(A) and hence can be represented by
a map, say α, in C(A). Let M• denote the mapping cone of α. The standard exact
sequence involving L•,M•, N• results in a triangle, and from the defining property
of triangles we see that there is a map of triangles

C•[−1] −−−−→ A• −−−−→ B• −−−−→ C•
y

y
y

y

N•[−1] −−−−→ L• −−−−→ M• −−−−→ N•

which is in fact an isomorphism of triangles. �

Let A be an abelian category with enough injectives. Let

0 −−→ Γ1 −−→ Γ2 −−→ Γ3 −−→ 0

be a sequence of additive functors from A to A which is exact on injectives of A.
Then any complex G• in D+(A) gives rise to a triangle

(66) RΓ1G
• natural−−−−→ RΓ2G

• natural−−−−→ RΓ3G
• ?−−−−→ RΓ1G

•[1]

in the following manner. Let G• → I• be an injective resolution so that we may
set RΓiG

•[n] = ΓiI
•[n]. Then (66) is the triangle associated to the exact sequence

0 −−→ Γ1I
• −−→ Γ2I

• −−→ Γ3I
• −−→ 0.

Lemma 7.1.3. With A and Γi as above, let T be a triangle in D+(A), say
F ′• −−→ G• −−→ F • −−→ F ′•[1], such that RΓ1F

• ∼= 0 ∼= RΓ3F
′•. Then the two

rows in the following diagram (maps being the obvious natural ones) give rise to
the same map from RΓ3F

• to RΓ1F
′•[1].

RΓ3F
• ∼←−−−− RΓ3G

• ?−−−−−−→
from (66)

RΓ1G
•[1]

∼←−−−− RΓ1F
′•[1]

∥∥∥
∥∥∥

RΓ3F
• ∼←−−−− RΓ2F

• −−−−→ RΓ2F
′•[1]

∼←−−−− RΓ1F
′•[1]

Proof. By 7.1.2 we may assume, without loss of generality, that F •, F ′•, G•

consist A-injectives and fit into an exact sequence 0 → F ′• → G• → F • → 0
such that the corresponding induced triangle is isomorphic to T . For j = 1, 2, 3,
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set Aj := ΓjF
′•, Bj := ΓjG

•, Cj := ΓjF
•. We therefore obtain the following

commutative diagram in which the rows and columns are exact sequences.

(67)

0 0 0
y

y
y

0 −−−−→ A1 −−−−→ A2 −−−−→ A3 −−−−→ 0
y

y
y

0 −−−−→ B1 −−−−→ B2 −−−−→ B3 −−−−→ 0
y

y
y

0 −−−−→ C1 −−−−→ C2 −−−−→ C3 −−−−→ 0
y

y
y

0 0 0

The rows and columns give rise to triangles in D(A) and so we obtain a commutative
diagram in D = D(A) as in (61). The assumption RΓ1F

• ∼= 0 ∼= RΓ3G
• implies

that A3 and C1 are isomorphic to 0 in D and hence condition (i) of Lemma 7.1.1
is satisfied. In (67) the natural map A1 → B2 is a monomorphism in C(A). Let X
denote its cokernel. It follows that the natural maps B2 → B3 and B2 → C2 in (67)
factor through the epimorphism B2 → X and so we obtain the following induced
commutative diagram in C(A).

X −−−−→ B3y
y

C2 −−−−→ C3

From the triangle associated to the exact sequence 0→ A1 → B2 → X → 0 we see
that X fits into a triangle as in (63). Furthermore the maps X → B3 and X → C2

of the above diagram give a choice for u′, α′ in (65), i.e., make (64) commute. Since
for this choice of u′, α′, (65) commutes therefore condition (ii) of Lemma 7.1.1 is
satisfied. The desired result now follows from Lemma 7.1.1. �

Let (X,∆) be a formal scheme in Fc and let {Zm}m∈Z be the filtration of X

induced by ∆. Let F be a flasque sheaf on X. Fix an integer p. Let x1, . . . , xk be

points in Zp \ Zp+1. Let W = {x1, . . . , xk} be the closure of the set {x1, . . . , xk}.
We claim that for any i, the canonical inclusion Γxi

F →֒ (ΓWF)xi is surjective. To
that end, let U be an open neighborhood of xi and let s be an element of (ΓWF)(U).
Let Y be the closed set generated by those generic points of Supp(s) that do not

lie in {xi}. Then the restriction of s to the open set V := U \ Y lies in (Γ
{xi}
F)(V ).

Thus our claim follows.
Now assume that there is a point x′ ∈ Zp+1 such that x′ is an immediate

specialization of xi for each i. Set W ′ := W ∩ Zp+1. Arguing as in the previous
paragraph, we see that the canonical map Γx′F → (ΓW ′F)x′ is an isomorphism.
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Next note that there is a surjective map

ΓWF ։ ΓW/W ′F ∼−−−−−−−−−−−−→
[11, p. 227], cf. (8)

j=k⊕

j=1

ixj(Γxj
F).

Hence, by localizing at x′ (resp. xi for any i), we obtain a surjection (resp. an
isomorphism)

(ΓWF)x′ ։ ⊕jΓxj
F , (resp. (ΓWF)xi −→∼ Γxi

F),

where the inverse of the last isomorphism is the one described in the previous
paragraph.

For convenience, we shall use Γl:m to denote the functor ΓZl/Zm . Consider the

following diagram where all the unlabeled maps are the canonical ones and a is
defined below.

(68)

0 −−−−−→ Γx′F −−−−−→ (ΓWF)x′ −−−−−→ ⊕jΓxj
F −−−−−→ 0

??y
??y

??ya

0 −−−−−→ (Γp+1:p+2F)x′ −−−−−→ (Γp:p+2F)x′ −−−−−→ (Γp:p+1F)x′ −−−−−→ 0

We define a to be the canonical inclusion induced by the decomposition in (8):
⊕

j

Γxj
F ⊆

⊕

{y|∆(y)=p, y x′}

ΓyF =
( ⊕

{y|∆(y)=p}

iyΓyF
)
x′

∼←−−−
(8)

(ΓZp/Zp+1F)x′ .

Lemma 7.1.4. The diagram in (68) commutes and its rows are exact. In par-
ticular, for any complex G• ∈ D(X), there is a commutative diagram

⊕j=k
j=1 H

p
xj
G• −−−−→ Hp+1

x′ G•y
y

(Hp
Zp/Zp+1G•)x′ −−−−→ (Hp+1

Zp+1/Zp+2G•)x′

where the downward arrows are induced from the corresponding ones in (68) and
the horizontal maps are the usual connecting homomorphisms resulting from the
exact rows.

Proof. Using the natural maps ΓW ′ → ΓZp+1 , ΓW → ΓZp , ΓW/W ′ → ΓZp/Zp+1 ,

we expand (68) as follows.

0 −−−−−→ Γx′F −−−−−→ (ΓWF)x′ −−−−−→ ⊕jΓxj
F −−−−−→ 0

‚‚‚
‚‚‚

x??≀

0 −−−−−→ (ΓW ′F)x′ −−−−−→ (ΓWF)x′ −−−−−→ (ΓW/W ′F)x′ −−−−−→ 0
??y

??y
??y

0 −−−−−→ (ΓZp+1/Zp+2F)x′ −−−−−→ (ΓZp/Zp+2F)x′ −−−−−→ (ΓZp/Zp+1F)x′ −−−−−→ 0

It is clear that the above diagram commutes. The middle and the bottom rows,
being localization of exact sequences, are exact and hence the top row is also exact.

�
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Looking at the image of the vertical maps in the commutative diagram of 7.1.4
we in fact see that the following diagram of induced natural maps commutes,

(69)

⊕
j H

p
xj
G• −−−−→ Hp+1

x′ G•

(10)

y≀ (10)

y≀
⊕

j(E∆G•)(xj) −−−−→ (E∆G•)(x′)

where the bottom row is induced by the differential of E∆G•.

7.2. Coboundary for lateral specializations. Let f : X→ Y be a map in F.
We say that a specialization x x′ is f -lateral if it is an immediate specialization
and its image under f is also an immediate specialization.

Let h : (X,∆X) → (Y,∆Y) be a smooth map in Fc having constant relative
dimension n. Let M• be a complex in Coz(Y,∆Y), and let L be a quasi-coherent
flat OX-module. Set E(M•) := E∆X

RΓ ′X(h∗M• ⊗ L[n]) ∈ Coz(X,∆X). Our
aim is to describe the differential of E(M•) when restricted to the components
corresponding to a fixed h-lateral specialization.

Let y  y′ be an immediate specialization in Y. Let x′ ∈ h−1{y′} and
x1, . . . , xk ∈ h−1{y} be such that x′ is an immediate specialization of xi for each i.
Set

q = ∆Y(y), p = ∆X(xi), M =M•(y), M ′ =M•(y′).

Then ∆Y(y′) = q + 1 and ∆X(x′) = p + 1. By 2.6.10, p1 := p − q + n is the
relative dimension of OX,xi over OY,y and also of OX,x′ over OY,y′ . Let ψ denote
the following map of OX,x′-modules

⊕

j

Hp1
mxj

(M ⊗y Lxj ) −→∼
⊕

j

(EM•)(xj) −−→ (EM•)(x′) −→∼ Hp1
mx′

(M ′ ⊗y′ Lx′),

where the first and the last isomorphisms are obtained using (38) and the map in
the middle is induced by the differential of EM•. Let ∂ : M → M ′ denote the
natural map of OY,y′-modules induced by the differential of M•. Our aim is to
express ψ in terms of ∂.

Set Oxj := OX,xj and Ox′ := OX,x′ . Let W = {x1, . . . , xk} be the closure of the
set {x1, . . . , xk}. Let I be an open coherent ideal inOX such that Supp(OX/I) = W .
Set I := Ix′ . Note that IOX,xj = Ixj is mxj -primary for each j. Indeed, since I

is open, we may first go modulo a defining ideal in OX so that X may now be
assumed to be an ordinary scheme. Then the required conclusion follows easily.
In particular, the canonical map RΓmxj

(M ⊗y Lxj ) → RΓIOxj
(M ⊗y Lxj ) is an

isomorphism.

Proposition 7.2.1. In the above situation, consider the following diagram
where µ1, µ2, µ3 are maps of OX,x′-modules defined as follows. The map µ1 is
defined on each component via the sequence of natural maps

Hp1
I (M ⊗y′ Lx′)→ Hp1

I (M ⊗y Lxj ) −→∼ Hp1
IOxj

(M ⊗y Lxj ) ←−∼ Hp1
mxj

(M ⊗y Lxj ),



PSEUDOFUNCTORIAL BEHAVIOR OF COUSIN COMPLEXES 85

µ2 is the one induced by the canonical inclusion Γmx′
→ ΓI and µ3 is (−1)n times

Hp1
I (−⊗y′ Lx′) applied to ∂ : M →M ′.

⊕
j H

p1
mxj

(M ⊗y Lxj )
ψ−−−−→ Hp1

mx′
(M ′ ⊗y′ Lx′)

µ1

x µ2

y

Hp1
I (M ⊗y′ Lx′)

µ3−−−−→ Hp1
I (M ′ ⊗y′ Lx′)

Then µ1, µ2 are isomorphisms and the above diagram commutes.

Proof. Using truncation arguments as in (38b) we see that ψ depends only
on the modules M,M ′, i.e., we may assume without loss of generality that M•
satisfiesMj = 0 for j 6= q, q + 1, and Mq = iyM , Mq+1 = iyM

′. Set

F • := RΓ ′X(f∗σ≤qM• ⊗X L[n]),

F ′• := RΓ ′X(f∗σ≥q+1M• ⊗X L[n]),

G• := RΓ ′X(f∗M• ⊗X L[n]).

Applying RΓ ′X(f∗(−)⊗X L[n]) to the triangle

(70) σ≥q+1M• −−→M• −−→ σ≤qM• −−→ (σ≥q+1M•)[1]

associated to the exact sequence 0 → σ≥q+1M• →M• → σ≤qM• → 0 results in
the following triangle in D(X)

(71) F ′• −−→ G• −−→ F • γ−−→ F ′•[1].

The map γ is obtained from the δ-functoriality of RΓ ′X(f∗(−)⊗X L[n]) (§1.4, (vi)),
which in turn involves the three δ-functors, RΓ ′X, f∗ and ⊗XL[n]. The first two of
these commute with translation by construction, and the third, as seen from the
convention in §1.4, (iv), also commutes with translation.

Set Fj := M ⊗y Lxj , F := M ⊗y′ Lx′ , and F ′ := M ′ ⊗y′ Lx′ . We now expand
the diagram in the assertion of the lemma as follows.

(72)

⊕
j(EM•)(xj)

µ0−−−−→ (EM•)(x′)
µ4

y µ5

y
⊕

j H
p1
mxj

Fj
µ6←−−−− ⊕

j H
p
xj
F • µ7−−−−→ Hp+1

x′ F ′• µ8−−−−→ Hp1
mx′

F ′

µ1

x µ9

x µ10

y µ2

y

Hp1
I F

µ11←−−−− (Hp
WF •)x′

µ12−−−−→ (Hp+1
W F ′•)x′

µ13−−−−→ Hp1
I F

′

The map µ0 is the obvious one induced by the differential of EM•. We define µ4

componentwise as the composition of the following natural maps

(EM•)(xj) = (E∆1G•)(xj)
∼−−→

(10)
Hp
xj
G• −−→

(71)
Hp
xj
F •.

Note that this amounts to using (38a) and (38b) without involving the isomorphism
Hp
xj

RΓ ′X(−) −→∼ Hp
mxj

(−)xj (cf. (12)). We define µ6 by first replacing Hp
xj

RΓ ′X(−)

by Hp
mxj

(−)xj and then following the remaining steps in (38) so that µ6µ4 equals

(38). The maps µ5, µ8 are defined in an analogous fashion. We define µ11, µ13

by following the same steps used in defining µ6, µ8 respectively; for example, in
case of µ11, we first replace (Hp

WRΓ ′X(−))x′ by Hp
I (−)x′ using the isomorphisms
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(RΓWRΓ ′X(−))x′ ∼= (RΓI (−))x′ ∼= RΓI (−)x′ and then follow (38c)-(38e). In par-
ticular, µ4, µ5, µ6, µ8, µ11, µ13 are all isomorphisms. For µ9, µ10 we refer to the top
row of (68). We define µ7 by

⊕

j

Hp
xj
F • ∼←−−

(71)

⊕

j

Hp
xj
G• 7.1.4−−−−−→

top row
Hp+1
x′ G• ∼←−−

(71)
Hp+1
x′ F ′•

and define µ12 to be the unique map satisfying µ13µ12µ
−1
11 = µ3.

The rectangles on the bottom left corner and the bottom right corner of (72)
commute for functorial reasons. By 3.1.11, we have RΓx′F • ∼= 0 and RΓxj

F ′• ∼= 0

and therefore by the exactness of the top row of (68) it follows that µ9, µ10 are
isomorphisms. In particular, µ1, µ2 are isomorphisms.

Since ψ = µ8µ5µ0µ
−1
4 µ−1

6 , it follows that the commutativity statement of the
lemma is the same as proving that the outer skeleton of (72) commutes and so we
reduce to checking commutativity of the middle two rectangles in (72).

Vertically expanding the topmost rectangle in (72) results in the following di-
agram having obvious natural isomorphisms as vertical maps.

⊕
j(EM•)(xj)

natural−−−−→ (EM•)(x′)
∥∥∥

∥∥∥
⊕

j(H
p
Zp/Zp+1G•)(xj) (Hp+1

Zp+1/Zp+2G•)(x′)
≀

y
y≀

⊕
j H

p
xj
G• top row−−−−−→

7.1.4
Hp+1
x′ G•

≀

y
x≀

⊕
jH

p
xj
F • µ7−−−−→ Hp+1

x′ F ′•

The left and right columns in the preceding diagram give the maps µ4 and µ5

respectively. The commutativity of the subdiagram on the top was recorded in (69)
while the bottom rectangle commutes by definition of µ7.

So for the lemma it only remains to check that the following subrectangle of (72)
commutes.

(73)

⊕
j H

p
xj
F • µ7−−−−→ Hp+1

x′ F ′•

µ9

x µ10

y

(Hp
WF •)x′

µ12−−−−→ (Hp+1
W F ′•)x′

To that end we claim that µ12 equals (Hp
W (−γ))x′ for γ as defined in (71). Assuming

the claim, checking that (73) commutes amounts to checking that the following di-
agram “commutes” where the top row represents µ7 and the bottom row represents
the rest of (73).

⊕
j H

p
xj
F • ∼←−−−− ⊕

j H
p
xj
G• 7.1.4−−−−−→

top row
Hp+1
x′ G• ∼←−−−− Hp+1

x′ F ′•
∥∥∥

∥∥∥
⊕

j H
p
xj
F • ∼←−−−−

µ9

(Hp
WF •)x′

(Hp
W (−γ))x′−−−−−−−−→ (Hp+1

W F ′•)x′
∼←−−−−
µ10

Hp+1
x′ F ′•
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We use 7.1.3 in this situation with Γ1 = Γx′(−), Γ2 = (ΓW (−))x′ and Γ3 = ⊕jΓxj
.

Upon applying Hp to the diagram of 7.1.3 we see that the top horizontal map
in 7.1.4 is (−1) times the map labeled ? in 7.1.3 (§1.4, (ix)). The remaining maps
in the preceding diagram agree with those in Hp of the diagram of 7.1.3. Therefore,
by 7.1.3, (73) commutes.

Verifying the above claim on µ12 amounts to checking that the following dia-
gram commutes.

(74)

(Hp
WF •)x′

(Hp
W (−γ))x′−−−−−−−−→ (Hp+1

W F ′•)x′

µ11

y µ13

y

Hp1
I (M ⊗y′ Lx′)

µ3−−−−→ Hp1
I (M ′ ⊗y′ Lx′)

Let us expand this diagram vertically using the definition of µ11, µ13,F • and F ′•.

(Hp
WRΓ ′X(f∗σ≤qM• ⊗X L[n]))x′

(Hp
W (−γ))x′−−−−−−−−→ (Hp+1

W RΓ ′X(f∗σ≥q+1M• ⊗X L[n]))x′

y
y

Hp
I (f
∗σ≤qM• ⊗X L[n])x′

µ14−−−−→ Hp+1
I (f∗σ≥q+1M• ⊗X L[n])x′

∥∥∥
∥∥∥

Hp
I (f
∗iyM [−q]⊗X L[n])x′

µ15−−−−→ Hp+1
I (f∗iy′M

′[−q − 1]⊗X L[n])x′

(38c)−(38d)
ysign = (−1)qn sign = (−1)qn+n

y(38c)−(38d)

Hp
I ((M ⊗y′ Lx′)[−q + n])

µ16−−−−→ Hp+1
I ((M ′ ⊗y′ Lx′)[−q − 1 + n])

(38e)

y
y(38e)

Hp1
I (M ⊗y′ Lx′)

µ3−−−−→ Hp1
I (M ′ ⊗y′ Lx′)

Here µ14 is minus of Hp
p (−)x′ of the composite map (where ⊗ = ⊗X,L• = L[n])

f∗σ≤qM• ⊗ L• Υ−−−→ (f∗σ≥q+1M•)[1]⊗ L• θ−−→ (f∗σ≥q+1M• ⊗ L•)[1]

where Υ is induced by applying f∗(−) ⊗ L• to the last map in (70) while θ is
obtained using the convention in §1.4, (iv), and therefore, is the identity map on the
graded level. It follows from the definition of γ in (71) that the topmost rectangle
commutes. Next set µ15 = µ14 so that the second rectangle from the top commutes.
Keeping in mind thatM• is a two-term complex supported in degrees q, q+1, one
notes that on the stalks at y′ the natural map

iyM =Mq = Hq(σ≤qM•)
see (70)−−−−−→ Hq((σ≥q+1M•)[1]) =Mq+1 = iy′M

′

is precisely −∂ where ∂ is the canonical OY,y′-linear map M → M ′ induced by
the differential of M• (cf. §1.4, (ix)). Letting µ16 be the obvious map induced
by (−1)n∂ we see that the third rectangle from the top, after going through (38c)
in the vertical maps, is obtained as Hp

p of the following commutative diagram where
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⊗ = ⊗y′ , L = Lx′ .

M [−q]⊗ L[n]
∂⊗1−−−−→ M ′[−q − 1][1]⊗ L[n]

no−−−−→
sign

(M ′[−q − 1]⊗ L[n])[1]
y(−1)qn

(−1)qn+n

y

(M ⊗ L)[−q + n]
(−1)n∂⊗1−−−−−−−−−−−−−−−−−−−−−→ (M ′ ⊗ L)[−q + n]

The rectangle involving µ16 and µ3 clearly commutes and thus (74) commutes. �

Corollary 7.2.2. In the situation of 7.2.1, assume further that there exists a
sequence in I of length p1, say, t = t1, . . . , tp1 such that the following natural maps
are isomorphisms.

Hp1
I (M ⊗y′ Lx′)→ Hp1

tOx′
(M ⊗y′ Lx′) Hp1

I (M ′ ⊗y′ Lx′)→ Hp1
tOx′

(M ′ ⊗y′ Lx′)

Then any element of
⊕

j H
p1
mxj

(M ⊗y Lxj ) (resp. Hp1
mx′

(M ′⊗y′ Lx′)) can be written

as a sum of generalized fractions of the type

w =

[
m⊗ l

tr11 , . . . , t
rp1
p1

]
, m ∈M, l ∈ Lx′ , ri > 0

(resp.

[
m′ ⊗ l′

t
r′1
1 , . . . , t

r′p1
p1

]
, m′ ∈M ′, l′ ∈ Lx′ , r′i > 0)

and ψ of 7.2.1 sends the element represented by w to the element represented by
the fraction [

(−1)n∂(m)⊗ l
tr11 , . . . , t

rp1
p1

]
.

Proof. Since µ1, µ2 of 7.2.1 are isomorphisms, the generalized-fraction repre-
sentation holds. The description of ψ in terms of such fractions follows immediately
from the commutative diagram of 7.2.1. �

7.3. Application to the retract case. Let (Y,∆Y)
i−→ (X,∆X)

h−→ (Y,∆Y)
be a factorization of the identity map on Y in Fc, where i is a closed immersion
and h a smooth map of constant relative dimension, say n. Note that i takes any
immediate specialization in Y to an h-lateral specialization in X. (§7.2)

Lemma 7.3.1. (cf. [27, Thm. 2.6]) In the above situation, let y  y′ be an
immediate specialization in Y having corresponding image x x′ in X. Then there
exists an OX,x′-sequence t = t1, . . . , tn satisfying the following properties.

(i) The sequence t maps to a regular system of parameters in OX,x′/my′OX,x′

and in OX,x/myOX,x. Moreover, a basis of (Ω̂1
X/Y)x and (Ω̂1

X/Y)x′ is given

by dt1, . . . , dtn.
(ii) Let I be the largest (open) coherent OX-ideal defining {x} and K the largest

(open) coherent OY-ideal defining {y}. Then Ky′OX,x′ + tOX,x′ = Ix′ .

Proof. The statements are local in nature. For any open subset U in X, with
V = i−1U we have h(U) ⊂ V and h restricts to a smooth map U → h−1V. Thus
we may replace X by U := Spf(B) an affine open neighborhood of x′ in X, and Y

by V = i−1U = Spf(A). Then the natural induced maps A
φ−→ B

π−→ A factor the
identity map on A and φ is a smooth map.
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By replacing U,V by smaller open subsets if necessary such that x′ ∈ U and

V = i−1U remain valid, we may assume, without loss of generality, that Ω̂1
U/V is

free so that the B-module Ω̂1
B/A −→∼ Γ(U, Ω̂1

U/V) (see (5) in §2.6) is free of rank n.

Let I be the ideal in OX defining the closed immersion i. Set J = kerπ. Then
J
∣∣
U

= J∼B . By 2.5.3 and 2.6.8 there are natural isomorphisms

J/J2 −→∼ Ω̂1
B/A ⊗B B/J, J/J2

∣∣
U
−→∼ i∗Ω̂1

U/V.

By the Nakayama lemma it follows that Jx′ = JOX,x′ is generated by n elements.
These elements may be assumed to be images of sections of J over a suitably small
open affine neighborhood of x′. Again, by shrinking U,V if necessary we may assume
that J is generated over B by n elements. Let t = {t1, . . . , tn} be such a generating
set. The kernel Jx (resp. Jx′) of the natural mapOX,x → OY,y (resp.OX,x′ → OY,y′)
induced by i is generated by the natural image of t. Therefore, by [19, Thm. 8.4],
the maps (completions being along the respective maximal ideals)

ÔY,y[[T1, . . . , Tn]]
θ−→ ÔX,x, ÔY,y′ [[T1, . . . , Tn]]

θ′−−→ ÔX,x′ ,

defined by sending Tj to tj , are surjective. Let us verify that θ, θ′ are isomorphisms.

Using 2.5.3 for the maps OY,y → ÔY,y[[T1, . . . , Tn]]
θ−→ ÔX,x we see, by comparing

ranks of the free modules in 2.5.3, that for a = ker θ, we have a/a2 = 0. By the
Nakayama lemma a = 0. A similar proof works for ker θ′. Now (i) follows by
considering the image of t in OX,x′ .

For (ii) note that J ⊂ I and moreover I/J is mapped to K under the isomorphism
(OX/J)

∣∣
Z
−→∼ OY. In particular, it holds that I = J+KOX. Since Jx′ is generated

by t, (ii) results. �

LetM• ∈ Coz(Y,∆Y). Set Eh(−) := E∆X
RΓ ′X(h∗(−)⊗ωh[n]). We now consider

a graded isomorphism

(75) i♭EhM• −−→M•

which is defined pointwise, say for y ∈ Y, by the following isomorphism (where
M =M•(y), x = i(y), q = ∆Y(y) = ∆X(x), ω = ωh)

(i♭EhM•)(y)
(50)−−−→ HomOX,x

(OY,y, (EhM•)(x))
(38)−−−→ HomOX,x

(OY,y, H
n
mx

(M ⊗y ωx))
(−1)qn times d(25)−−−−−−−−−−−−→M.

For the last isomorphism we also need 2.6.9 and the isomorphisms of (19) and (20).

Proposition 7.3.2. The graded map in (75) is also a map of complexes.
(cf. [27, Lemma 6.13])

Proof. Let y  y′ be an immediate specialization in Y and let x x′ denote
the corresponding image in X. Set q = ∆Y(y) = ∆X(x), so that q + 1 = ∆Y(y′) =
∆X(x′). It suffices to prove that the following diagram, whose columns give (75),



90 J. LIPMAN, S. NAYAK, AND P. SASTRY

commutes. Here ψ and ∂ have the same meaning as in 7.2.1.

(i♭EhM•)(y) −−−−→ (i♭EhM•)(y′)
≀

y ≀

y

HomOX,x
(OY,y, H

n
mx

(M ⊗y ωx)) HomOX,x′ (OY,y′ , H
n
mx′

(M ′ ⊗y′ ωx′))
y

y

Hn
mx

(M ⊗y ωx) ψ−−−−→ Hn
mx′

(M ′ ⊗y′ ωx′)

(−1)qn× res

yof d(25) (−1)qn+n× res

yof d(25)

M
∂−−−−→ M ′

The commutativity of the top rectangle is straightforward to verify. We now verify
commutativity of the bottom rectangle by a chase involving generalized fractions.
We use 7.2.2 in this regard. Regarding the notation in 7.2.1, in this situation, we

have W = {x}, p1 = n (since ∆X(x) = ∆Y(y)), L = ωh and I is the largest coherent
ideal defining W .

Let t be the sequence in Ox′ obtained in 7.3.1. Let us verify that t satisfies the
hypothesis of 7.2.2. Let K be as in (ii) of 7.3.1. Since Ky′OY,y = Ky = my, the
latter being the maximal ideal of OY,y, and since M is my-torsion, we see that M
is Ky′ -torsion as an OY,y′-module. With I = Ix′ as in 7.2.1, by (ii) of 7.3.1 we see
that the canonical map RΓI (M ⊗y′ ωx′)→ RΓ

tOx′
(M ⊗y′ ωx′) is an isomorphism.

Since M ′ is my′-torsion and by 7.3.1(i), mx′ = my′Ox′ + tOx′ ⊆ my′Ox′ + I ⊆ mx′ ,
the other condition also results.

By 7.3.1(i), dt1 ∧ dt2 ∧ · · · ∧ dtn is a generator of ωx′ and of ωx (cf. definition
of (25)). Now chasing the image of the fraction

[
m⊗ dt1 ∧ dt2 ∧ · · · ∧ dtn

tr11 , . . . , t
rp1
p1

]

in Hn
mx

(M ⊗y ωx) we conclude by 7.2.2. �
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8. The main theorem

Having established the crucial ingredients in 5.2.1, 6.1.2, 6.2.3 and 7.3.2 we are
now in a position to prove the Main Theorem stated in §1.3. The crucial results
are brought together in Proposition 8.3.3 below. This enables a fairly quick proof
of existence of the basic pseudofunctor (−)♯, given in §8.4.

In §8.5 we describe the behavior of (−)♯ with respect to translations.

Let us recall some notation discussed in §1.3. Let (X,∆) be an object in Fc.
Let Coz0

∆(X) be the category consisting of graded maps of the underlying graded
objects of the complexes in Coz∆(X). More formally, an object N • in Coz0

∆(X) is a
Z-graded sequence of Aqct(X)-modules such that for any p ∈ Z, N p lies on the p-th

skeleton induced by ∆. A morphism in Coz0
∆(X) is simply a Z-graded sequence of

maps in Aqct(X). There is a canonical forgetful functor Coz∆(X)→ Coz0
∆(X) that

forgets the differential on a Cousin complex. For N • ∈ Coz∆(X) we shall denote
its image in Coz0

∆(X) also by N •.
Let f : (X,∆X)→ (Y,∆Y) be a map in Fc. For any M• ∈ Coz0

∆Y
(Y), we define

an object f ♮M• ∈ Coz0
∆X

(X) by (with notation explained below)

(f ♮M•)(x) := (f̂x)♯M, x ∈ X,

where, with y = f(x), we have M = M•(y), f̂x is the induced map on the com-

pletions of the stalks ÔY,y → ÔX,x and hence is in C (§4.3) and (−)♯ is the pseud-
ofunctor on C of 4.3.1. Via the canonical forgetful functor, we shall, by abuse of
notation, let f ♮ take inputs from Coz∆Y

(Y) too. Since (−)♯ is a pseudofunctor on C,
we can, in an obvious manner, make (−)♮ into a pseudofunctor on Fc.

The key step in defining f ♯M• of our Main Theorem is to specify a differential
on f ♮M•. We do this first for the subcategory of smooth Fc-maps and for the sub-
category of closed immersions, then paste locally via factorizations, and finally use
independence of the result of pasting from the choice of factorizations (Proposition
8.3.3) to globalize.

8.1. Smooth maps. For any smooth map f : (X,∆X)→ (Y,∆Y) in Fc having
constant relative dimension d and for anyM• ∈ Coz∆Y

(Y), set

EfM• := E∆X
RΓ ′X(f∗M• ⊗X ωf [d]).

Let x be a point in X. Set y = f(x), p = ∆X(x), q = ∆Y(y). Let f̂x be the induced

map on the completion of the stalks ÔY,y → ÔX,x. Let p1 be the relative dimension

of f̂x, which, by 2.6.10, equals p− q + d. Set M =M•(y). Consider the following
isomorphism

(EfM•)(x)
(38)−−−→ Hp1

mx
(M ⊗y (ωf )x)(76)

2.6.9 and (19)−−−−−−−−−→ Hp1
dmx

(M ⊗by ωcfx
)

θ−−−−→ (f̂x)♯M = (f ♮M•)(x)

where θ is (−1)(p+d)q+p times the isomorphism in 4.3.1, I.(i). As x ranges over X

we therefore obtain a graded isomorphism EfM• −→∼ f ♮M•. If f does not have
constant relative dimension on X, then we restrict to connected components of X

and then carry out the above procedure.
In particular, there is now a natural candidate for f ♯M• (with f smooth).
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The isomorphism Ef −→∼ f ♮ given by (76) behaves well with restriction to open

subsets on X. In greater detail, let U be an open subset of X and (U,∆)
u−→ (X,∆X)

the corresponding open immersion. Set f1 = fu. Then the following diagram
commutes:

(77)

(EfM•)
∣∣
U
−−−−→ (f ♮M•)

∣∣
U

α

y
∥∥∥

Ef1M• −−−−→ f ♮1M•

where α is defined through the following sequence of obvious natural maps (with
EX := E∆X

, EU := E∆)

(EfM•)
∣∣
U

= (EXRΓ ′X(f∗M• ⊗X ωf [d]))
∣∣
U

−→∼ EU((RΓ ′X(f∗M• ⊗X ωf [d]))
∣∣
U
)

−→∼ EURΓ ′U((f∗M• ⊗X ωf [d])
∣∣
U
)

−→∼ EURΓ ′U(f∗1M• ⊗U ωf
∣∣
U
[d])

−→∼ EURΓ ′U(f∗1M• ⊗U ωf1 [d]) = Ef1M•.
The commutativity of (77) is verified punctually as follows. Let x, y, p,M etc., be
as before. Expanding the horizontal maps we obtain the following diagram where
it suffices to verify that the rectangle on the left commutes.

(EfM•)(x)
(38a)−(38c)−−−−−−−−→ Hp

mx
(M [−q]⊗y ωf,x[d])

Rest of (76)−−−−−−−−→ (f̂x)♯M

α(x)

y
∥∥∥

∥∥∥

(Ef1M•)(x)
(38a)−(38c)−−−−−−−−→ Hp

mx
(M [−q]⊗y ωf,x[d])

Rest of (76)−−−−−−−−→ (f̂x)♯M

Expand the rectangle on the left, with the following notation:

G• := f∗M• ⊗X ωf [d], G•1 := f∗1M• ⊗U ωf1 [d], G• := M [−q]⊗y ωf,x[d].

(EXRΓ ′XG•)(x) −−−−→ Hp
xRΓ

′
XG• −−−−→ Hp

mx
G•x −−−−→ Hp

mx
G•

y
y

(EU(RΓ ′XG•)
∣∣
U
)(x) −−−−→ Hp

x((RΓ
′

XG•)
∣∣
U
)

y
y

(EURΓ ′U(G•
∣∣
U
))(x) −−−−→ Hp

xRΓ
′

U(G•
∣∣
U
) −−−−→ Hp

mx
G•xy

y
y

(EURΓ ′UG•1 )(x) −−−−→ Hp
xRΓ

′
UG•1 −−−−→ Hp

mx
G•1x −−−−→ Hp

mx
G•

For the horizontal maps in the first two columns from the left, we refer to (12) of
§3.2. Thus these two columns together correspond to (38a). The horizontal maps
in the rightmost column correspond to (38b)-(38c). The vertical maps are the
canonical ones. Commutativity of the above diagram is straightforward to check
and thus (77) commutes.
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The following is an immediate consequence of the commutativity of (77).

Proposition 8.1.1. Let f : (X,∆X)→ (Y,∆Y) be a smooth Fc-map. Let U ⊂ X

be open and (U,∆) u−→ (X,∆X) the corresponding open immersion. If (−)♯ is defined
for smooth maps via (76), then for any M• ∈ Coz∆Y

(Y), (f ♯M•)
∣∣
U

= (fu)♯M• as

complexes. In particular, u♯ is the restriction of 1♯
X

to U.

8.2. Closed immersions. Let f : (X,∆X) → (Y,∆Y) be a closed immersion
in Fc. Then for any M• ∈ Coz∆Y

(Y) and any x ∈ X, with y = f(x), M =M•(y),
and f̂x having the obvious meaning as above, we use the following isomorphism

(f ♭M•)(x) (50)−−−→ HomOY,y
(OX,x,M)(78)

(20)−−−→ Hom
ÔY,y

(ÔX,x,M)
4.3.1, I.(ii)−−−−−−−→ (f̂x)♯M = (f ♮M•)(x)

to get a graded isomorphism f ♭M• −→∼ f ♮M•. In particular, there is now a natural
candidate for f ♯M• for f a closed immersion.

The isomorphism f ♭ −→∼ f ♮ given by (78) commutes with restriction to open
subsets in the following sense. Let U be an open subset of Y. Set V := f−1U. Then
the following diagram of obvious natural maps commutes.

(f ♭M•)
∣∣
V
−−−−→ (f ♮M•)

∣∣
Vy

∥∥∥

(f
∣∣
V
)♭(M•

∣∣
U
) −−−−→ (f

∣∣
V
)♮(M•

∣∣
U
)

Commutativity of the above diagram is proved by showing it at the punctual level
where it is straightforward to verify. In summary, if (−)♯ is defined for closed
immersions using (78), then (f

∣∣
V
)♯(M•

∣∣
U
) = (f ♯M•)

∣∣
V
.

Proposition 8.2.1. Let f : (X,∆X) → (Y,∆Y) be a map in Fc that is both
a smooth map and a closed immersion. Then for any M• ∈ Coz∆Y

(Y), the two
natural candidates for a differential on f ♮M•, viz., the one induced by (76) and
the one by (78), agree. Moreover, if X = Y and f is the identity map 1X, then the

graded isomorphism δ♮
X
(M•) : 1♮

X
M• →M• also induces the same differential.

Proof. First we show that f is an isomorphism from X onto a union of con-
nected components of Y. Let V = Spf(A) be a connected affine open subset of Y

for which f−1V is non-empty. Since f is a closed immersion, f−1V is an affine
open subset, say U ∼= Spf(A/I), of X. It suffices to show that I = 0. Let a be a
defining ideal in A. By 2.4.5, the map A→ A/I is flat and hence the same is true
for A/a → A/(a + I). Hence (a + I)/a is idempotent. Since Spec(A/a) (= V as a
topological space) is connected it follows that (a+ I)/a = 0 and hence I ⊂ a. As A
is complete w.r.t. a, I is in the Jacobson radical of A. Flatness of A→ A/I implies
that I is idempotent and hence I = 0 by the Nakayama lemma.

Thus we may assume without loss of generality that f is an isomorphism. We
drop reference to the codimension functions for the rest of this proof. Now note
that there are canonical isomorphisms

f∗M• −→∼ EfM•, f∗M• −→∼ f−1M• −→∼ f ♭M•,
where the first one is obtained by composing the isomorphisms

f∗M• −→∼ Ef∗M• −→∼ ERΓ ′Xf
∗M• −→∼ ERΓ ′X(f∗M• ⊗X ωf [d]) = EfM•



94 J. LIPMAN, S. NAYAK, AND P. SASTRY

which are based on the following:

• The complex f∗M• being Cousin, the isomorphism of 3.2.1(ii) applies.
• Since f∗M• consists of torsion modules, the canonical map is an isomor-

phism RΓ ′Xf
∗M• → f∗M•.

• In this situation ωf [d] = OX[0]. (Henceforth we shall identify ⊗XOX[0]
with the identity functor.)

We claim that the following two graded isomorphisms are equal, thereby showing
that (76) and (78) induce the same differential on f ♮M•:

(79) f∗M• −→∼ EfM•
(76)−−−→ f ♮M•, f∗M• −→∼ f ♭M• (78)−−−→ f ♮M•.

The final statement of the proposition then follows from 4.3.1, III.

For any x ∈ X, f̂x is an isomorphism, and hence to prove the above claim it
suffices to show that, at the punctual level, via the canonical isomorphism

M −→∼ M ⊗y OX,x −→∼ Γx f
∗Mp = (f∗M•)(x), (p = ∆X(x))

the two graded isomorphisms in (79) reduce to the (inverse of the) corresponding
isomorphisms in 4.3.3. We now show this reduction for the first isomorphism in (79),
leaving the other one to the reader.

Fix x ∈ X. Let y = f(x),M = M•(y). Consider the following diagram of
natural isomorphisms whose top row is the first isomorphism in (79).

(f∗M•)(x) −−−−→ (EfM•)(x)
(76)−−−−→ (f ♮M•)(x)

y
y(38)

∥∥∥

M −−−−→ M ⊗y OX,x −−−−→ H0
mx

(M ⊗y OX,x)
rest of (76)−−−−−−−→ f̂x♯M

Note that all the signs involved in (38) and the rest of (76) vanish in this situation.
The bottom row is inverse of the first isomorphism in 4.3.3 and therefore it suffices
to show that the above diagram commutes. The rectangle on the right commutes
trivially. We expand the one on the left as follows.

(f∗M•)(x) 3.2.1(ii)←−−−−−− (Ef∗M•)(x) ←−−−− (ERΓ ′Xf
∗M•)(x)

∥∥∥ (10)

yα1 (10)

yα2

(f∗M•)(x) 3.2.1(i)[b]←−−−−−−− Hp
xf
∗M• ←−−−− Hp

xRΓ
′

Xf
∗M•

y
yβ1

yβ2

M ⊗y OX,x ←−−−− H0
mx

(M ⊗y OX,x) H0
mx

(M ⊗y OX,x)

Only the maps βi require explanation, the other nonlabeled maps being the obvious
ones. Let β2 be the unique map such that β2α2 gives (38). (In other words, β2

involves (38a)-(38e), except that (10), which is part of (38a), is taken care of by α2.)
We define β1 by following the same steps as in β2, the only difference being the
absence of RΓ ′X (cf. (6), (12), where RΓ ′X may be dropped when F • consists of
torsion modules).

The two rectangles on the right side commute for functorial reasons. For the one
on the top left, see the proof of 3.2.1(iii) with C• = f∗M•. The one on the bottom



PSEUDOFUNCTORIAL BEHAVIOR OF COUSIN COMPLEXES 95

left expands to the following diagram, whose commutativity is easily verified.

(f∗M•)(x) HpΓx f
∗M• −−−−→ Hp

xf
∗M•∥∥∥

∥∥∥
y

Γx f
∗Mp Hp(Γx f

∗Mp[−p]) −−−−→ Hp
x(f
∗Mp[−p])∥∥∥
y

Γx f
∗Mp H0

xf
∗Mp

y
y

M ⊗y OX,x ←−−−−−−−−−−−−−−−−−−−−− H0
mx

(M ⊗y OX,x)

�

8.3. Factorizable maps. Consider a map f in F which admits a factorization
of the type f = f1f2 where f2 is a closed immersion and f1 a smooth map. The
graded isomorphisms in (76) and (78), then give a candidate for f ♯. However since
there is no unique choice for a factorization of f as a smooth map followed by a
closed immersion we must first show that different factorizations do lead to the
same definition of f ♯. We accomplish this in 8.3.3, the main result of this section.

Definition 8.3.1. Let h be a map in Fc and let h = h1, . . . , hn be a sequence
of maps in Fc such that h factors as hnhn−1 · · ·h1 and each hi is a smooth map or
a closed immersion:

(X,∆)
h1−−→ (Z1,∆1)

h2−−→ . . .
hn−−→ (Y,∆n).

For anyM• ∈ Coz∆n(Y) we define a Cousin complex in Coz∆(X), to be denoted by
h♯M• or (h1| · · · |hn)♯M•, as follows. As a graded object we set h♯M• = h♮M•. We
set the differential of h♯M• to be the one induced by C♮

h
: h♮1 · · ·h♮nM• −→∼ h♮M•

where C♮
h

is the natural map derived from the pseudofunctoriality of (−)♮ and
h♮1 · · ·h♮nM• is equipped with a differential by iteratively using (76) and (78).

In the notation of 8.3.1, the underlying object of h♯M• depends only on the
composite map h and not on the individual terms of the sequence h. We want to
show that the differential of h♯M• is also something that depends only on h. We
first show this in four special cases. These cases are based on the results in 5.2.1,
6.1.2, 6.2.3 and 7.3.2. What follows is essentially a rewriting of these results in a
way that incorporates (−)♮ via the isomorphisms in (76) and (78). It is important
to get signs right, so we give elaborate proofs whenever necessary.

Case 1. Suppose f, g are composable smooth maps in Fc so that the composition
gf is also smooth. Then we claim that (gf)♯ = (f |g)♯. If f, g have constant relative
dimension (and hence so does gf by 2.6.5), then it suffices to show that in the
situation of §5.2, with L1 = ωg and L2 = ωf , the following diagram commutes.

(80)

(EgfM•)(x)
(39) and 2.6.5−−−−−−−−−→ (EfEgM•)(x)

using (76)

y
(76)

−−−−−−−−−→

using (f ♮EgM•)(x)
using (76)

y

((gf)♮M•)(x)
C♮

f,g←−−−−−− (f ♮g♮M•)(x)



96 J. LIPMAN, S. NAYAK, AND P. SASTRY

Before we verify that (80) commutes we need to set up some notation. For
any map φ : R −−→ S of noetherian local rings that is formally smooth of relative
dimension r and for any R-module N we set φ⋉N := Hr

mR
(N ⊗R ωφ). Set M =

M•(z). Now we expand (80) as follows with maps described below.

(EgfM•)(x) −−−−−−−−−−−−−−−−−−−−−→ (EfEgM•)(x)y �1

y

(gf)x⋉M ←−−−− fx⋉gy⋉
M ←−−−− fx⋉((EgM•)(y))y �3

y−−−−−−−→

�2 f̂x⋉gy⋉
M ←−−−− f̂x⋉((EgM•)(y))y

(̂gf)x⋉M
β←−−−− f̂x⋉ĝy⋉

M �4 γ1

−−−−−−−−→γ2

y

α

−−−−−−−−→

�5 f̂x♯ĝy⋉
M ←−−−− f̂x♯((EgM•)(y))

δ2

y
∥∥∥

(̂gf)x♯M ←−−−− f̂x♯ĝy♯M �6 (f ♮EgM•)(x)∥∥∥ �7

y
yδ1

((gf)♮M•)(x) ←−−−− (f ♮g♮M•)(x) (f ♮g♮M•)(x)
The rectangle �1 is the same as the diagram in 5.2.1 via the isomorphism in 2.6.5.
Consequently �1 commutes. The vertical maps in �2,�3 are the ones induced
by going to completion (see (19)) while the remaining horizontal maps are the
obvious induced ones. Consequently �2,�3 commute. In �4, γ1, γ2 are induced

by the isomorphism f̂x⋉ −→∼ f̂x♯ defined exactly as in the map θ in (76), (i.e.,

γi = (−1)(p+d)q+p times the map induced by 4.3.1, I.(i)). The horizontal maps
being the obvious ones, �4 commutes. In �6, δ1 is the natural map induced by
the isomorphism EgM• −→∼ g♮M• of (76). The remaining maps in �6 spell out

the definition in (76), in particular, δ2 is (−1)(q+e)r+q times the isomorphism given
by 4.3.1, I.(i). Therefore �6 commutes. The vertical maps in �7 are equalities

while the horizontal maps are obtained from the comparison isomorphism Cf,g♯ and

so �7 commutes. Finally in �5, α is another instance of the map θ in (76) so
that α is (−1)(p+d+e)r+p times the isomorphism of 4.3.1, I.(i). Note that β, which
is obtained from (22), is (−1)(q−r)(p+d−q) times the the bottom row of 4.3.1, II.(i),
(because q − r is the transcendence degree of the induced map of residue fields
k(z)→ k(y) and p+ d− q is the relative dimension of OX,x over OY,y). From the
commutative diagram in 4.3.1, II.(i) and the following calculation

(−1)(p+d+e)r+p(−1)(q−r)(p+d−q) = (−1)(p+d)q+p(−1)(q+e)r+q,

we conclude that �5 commutes. This proves that (80) commutes.
By first restricting to connected components, if necessary, the the condition on

constant relative dimension for f, g is relaxed, thus proving Case 1 in general. As
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a corollary we now have a Coz-valued pseudofunctor (−)♯ over the subcategory of
smooth maps in Fc.

Case 2. Suppose f, g are closed immersions in Fc such that the composition
gf exists and hence is also a closed immersion. Then (gf)♯ = (f |g)♯. For this it
suffices to show that in the situation of 6.1.2 the following diagram commutes.

(f ♭g♭M•)(x) −−−−→ ((gf)♭M•)(x)
y

y

(f ♮g♮M•)(x)
C♮

f,g−−−−→ ((gf)♮M•)(x)
The commutativity of this diagram follows from 6.1.2 and the commutative diagram

in (2̂3). As a corollary we now have (−)♯ as a pseudofunctor over the subcategory
of closed immersions in Fc.

Case 3. For the diagram in (52), we claim that (j|f)♯ = (g|i)♯. It suffices to
show that in the situation of 6.2.3, with L = ωf , the following diagram commutes.

(81)

(Egi♭M•)(w) −−−−→ (j♭EfM•)(w)y
y

(g♮i♭M•)(w) (j♮EfM•)(w)y
y

(g♮i♮M•)(w) −−−−→ (j♮f ♮M•)(w)

To prove this we expand (81) as in (82) with the following notation. For formally
smooth maps of noetherian local rings we use the notation of (−)⋉ as in Case 1. For
any surjective map ψ : R −−→ S of noetherian local rings and for any R-module N
we set ψ⋊N := HomR(S,N). In what follows, those maps of (82) which are not
specifically described are assumed to have obvious meanings.

Modulo the relation ǫǫ−1 = 1, the diagram in �1 is the same as that in 6.2.3
and hence �1 commutes. The maps in �2 are obtained from completion and the
isomorphism of (24), so �2 commutes. The maps µ1, µ2, µ3, µ4 are induced by the

isomorphisms ĝw⋉ −→∼ ĝw♯ and f̂x⋉ −→∼ f̂x♯ which, in turn, are defined exactly

as θ is defined in (76) (and hence equal (−1)(p+d)q+p times the corresponding map
induced by 4.3.1, I.(i)). We obtain ν from the pseudofunctoriality of ♯. From the
commutative diagram in 4.3.1, II.(iii), it follows that �3 commutes. In �4, κ1

is induced by an application of (78) while κ2 in �5 is induced from (76). The
remaining maps in �4,�5 spell out the definition of the maps κi and hence �4,�5

commute. The remaining rectangles in (82) commute due to functorial reasons.
Thus (82), and hence (81), commutes.

Case 4. Suppose Y
i−→ X

h−−→ Y is a factorization of the identity map on Y

with i a closed immersion and h a smooth map in F. Then (i|h)♯ = (1Y)♯. For this
it suffices to show that in the situation of 7.3.2, for any y ∈ Y, the diagram

(83)

(i♭EhM•)(y)
(75)−−−−→ M•(y)

(76)=(78)

y
yδ♮

y

(i♮h♮M•)(y)
C♮

i,h−−−−→ ((1Y)♮M•)(y)
commutes, which can be done along the same lines as the earlier cases.
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(82)

(Egi♭M•)(w) −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ (j♭EfM•)(w)
y �1

y

gw⋉((i♭M•)(z)) −−−→ gw⋉iz⋊M −−−→ jw⋊fx⋉M
ǫ−−−→ jw⋊f̂x⋉M

ǫ−1

−−−→ jw⋊fx⋉M −−−→ jw⋊((EfM•)(x))y
y �2

y
y

y

ĝw⋉((i♭M•)(z)) −−−→ ĝw⋉iz⋊M −−−→ ĝw⋉îz⋊M −−−→ ĵw⋊f̂x⋉M −−−→ ĵw⋊fx⋉M −−−→ ĵw⋊((EfM•)(x))yµ1

yµ2

yµ3

y
y

y

ĝw♯((i
♭M•)(z)) −−−→ ĝw♯iz⋊M −−−→ ĝw♯îz⋊M �3 ĵw♯f̂x⋉M −−−→ ĵw♯fx⋉M −−−→ ĵw♯((EfM•)(x))∥∥∥

y
yµ4

∥∥∥

(g♮i♭M•)(w) �4 ĝw♯îz♯M
ν−−−→ ĵw♯f̂x♯M �5 (j♮EfM•)(w)

yκ1

∥∥∥
∥∥∥

yκ2

(g♮i♮M•)(w) (g♮i♮M•)(w) −−−→ (j♮f ♮M•)(w) (j♮f ♮M•)(w)
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Before we put together the four cases above, we will need some basic results
involving the definition in 8.3.1. For the rest of this subsection, we do not write the
Cousin complexes that occur as inputs of the functors we work with. We also drop
reference to the codimension functions. We call a sequence f = f1, . . . , fn of maps
in F composable if, for each i, the target of fi equals the source of fi+1. For any i,
f≤i denotes the sequence f1, . . . , fi and f>i denotes the sequence fi+1, . . . , fn.

Lemma 8.3.2. Let f = f1, . . . , fn be a composable sequence in F, such that
each fi is a smooth map or a closed immersion.

(i) For any i, the canonical graded isomorphism

(f≤i)
♯(f>i)

♯ = (fi · · · f1)♮(fn · · · fi+1)
♮ −→∼ (fn · · · f1)♮ = f ♯

is a map of complexes.
(ii) Suppose that for some i there exist maps gi, gi+1 in F such that

(a) gi+1gi = fi+1fi and gi, gi+1 are smooth maps or closed immersions;
(b) (gi|gi+1)

♯ = (fi|fi+1)
♯.

If g denotes the (composable) sequence obtained by replacing fi, fi+1 in f
by gi, gi+1 respectively, then f ♯ = g♯.

Proof. The following diagram, whose maps are the canonical graded isomor-
phisms, commutes by pseudofunctoriality. Since the vertical maps define the dif-
ferentials on f≤i, f>i, (i) follows.

(fi · · · f1)♮(fn · · · fi+1)
♮ −−−−→ (fn · · · f1)♮y

y

f ♮1 · · · f ♮i f ♮i+1 · · · f ♮n f ♮1 · · · f ♮n
For (ii), consider the following diagram, whose maps are the canonical isomor-

phisms induced by (−)♮.

(fi+1fi)
♮ (gi+1gi)

♮

y
y

f ♮i f
♮
i+1 −−−−→ g♮ig

♮
i+1

By assumption, if the objects in the bottom row are equipped with a differential
by using (76) and (78), then the bottom row is a map of complexes. Therefore, the
analogous statement holds for the following diagram.

(fn · · · f1)♮ (fn · · · f1)♮y
y

f ♮1 · · · f ♮i f ♮i+1 · · · f ♮n −−−−→ f ♮1 · · · f ♮i−1g
♮
ig
♮
i+1f

♮
i+2 · · · f ♮n

Thus (ii) follows. �

Proposition 8.3.3. Let X
i1−−→ Z1

h1−−→ Y and X
i2−−→ Z2

h2−−→ Y be maps in F
such that hj are smooth maps, ij closed immersions and h1i1 = h2i2. Assume
further that h1i1 is separated. Then (i1|h1)

♯ = (i2|h2)
♯.
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Proof. Consider the following diagram with obvious choices for the maps and
notation.

(84)

X
d−−−−→ X×Y X

i′′1−−−−→ Z1 ×Y X
h′′
1−−−−→ X

yi′′2
yi′2

yi2

X×Y Z2
i′1−−−−→ Z1 ×Y Z2

h′
1−−−−→ Z2yh′′

2

yh′
2

yh2

X
i1−−−−→ Z1

h1−−−−→ Y

Separatedness of h1i1 and h′′2 i
′′
2 implies that d is a closed immersion and by Case 2

and Case 4 above we conclude that (d |i′′2 |h′′2 )♯ = 1♯
X

= (d |i′′1 |h′′1)♯. Therefore we
obtain the following isomorphisms of complexes

1♯
X
(i1|h1)

♯ = (d |i′′2 |h′′2)♯(i1|h1)
♯ α−−→ (d |i′′2 |h′′2 |i1|h1)

♯

β−−→ (d |i′′1 |h′′1 |i2|h2)
♯

γ−−→ (d |i′′1 |h′′1)♯(i2|h2)
♯ = 1♯

X
(i2|h2)

♯

where α, γ are obtained using 8.3.2, (i), while β is defined as follows. We begin from
the southwest corner of (84). By Case 3 above applied to the bottom left rectangle
in (84) and by 8.3.2, (ii), we may replace the subsequence h′′2 , i1 by i′1, h

′
2. Proceed-

ing in this manner for the remaining rectangles in (84) (using Cases 1, 2, 3 above
and 8.3.2, (ii)), we reach the northeast corner of (84) to complete the definition
of β.

Since α, β, γ are all equalities and 1♯
X

is isomorphic to the identity functor

on Coz(X) we see that (i1|h1)
♯ = (i2|h2)

♯. �

8.4. Constructing (−)♯ for a general map. In order to extend the preced-
ing results for factorizable maps as in 8.3.3 to arbitrary maps in F we first need a
localization result. For the following Lemma, we drop reference to the codimension
functions and the Cousin complexes that occur as inputs to the functors involved.

Lemma 8.4.1. Let U
i−→ Z

h−−→ Y be maps in F where i is a closed immersion
and h is a smooth map. Let U′ be an open subset of U so that there exists some

open subset Z′ of Z for which i−1Z′ = U′. Let U′
i′−−→ Z′

h′

−−→ Y denote the induced
maps. Then (i|h)♯

∣∣
U′ = (i′|h′)♯.

Proof. This follows immediately from the fact that over smooth maps and
closed immersions, (−)♯ behaves well with respect to restriction to open subsets
(cf. 8.1.1). �

We are now in a position to define (−)♯ of the Main Theorem over the whole
of Fc. Let f : (X,∆X) → (Y,∆Y) be a map in Fc. Let B = {Uλ}λ∈Λ be the
collection of all open subsets of X such that for any λ, the induced map fλ : Uλ → Y

admits a factorization Uλ
iλ−−→ Zλ

hλ−−→ Y where iλ is a closed immersion and hλ
a separated smooth map. By 2.4.4, B forms a basis for open sets in X. Fix a
complexM• in Coz∆Y

(Y). For any Uλ ∈ B and for any factorization fλ = hλiλ, set

f ♯λM• := (iλ|hλ)♯M•. By 8.3.3, f ♯λM• does not depend on the choice of iλ, hλ. For
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any Uλ ∈ B, any open subset U′ of Uλ is also in B and by 8.4.1, with Uλ′ := U′ we

have (f ♯λM•)
∣∣
Uλ′

= (f ♯λ′M•). It follows that the differentials of (f ♯λM•) for λ ∈ Λ

can be pasted together to yield a differential on f ♮M•. We take this canonical
choice as the differential of f ♯M•.

It follows that our definition of f ♯ satisfies properties (ii) and (iii) of the Main
Theorem in §1.3. We now address property (i) which amounts to verifying that the
graded constructs of (−)♮ work at the level of complexes too.

Let us verify that for any map f : (X,∆X) → (Y,∆Y) in Fc, f
♯ is a functor of

complexes, i.e., for any map of complexes M• → N • in Coz∆Y
(Y), the canonical

graded map f ♯M• → f ♯N • is also a map of complexes. The verification is local
in nature and so we reduce to verifying at open sets of the type Uλ in B; here the
desired result is obvious.

Under the hypothesis of (i)(b) (resp. (i)(c)) of the Theorem, we set C♯f,g = C♮f,g
(resp. δ♯

X
= δ♮

X
). From 8.2.1 it follows that for any (X,∆) ∈ F andM• ∈ Coz∆(X),

the natural transformation δ♯
X

induces a map of complexes 1♯
X
M• −→∼ M•. The

rest of this subsection is devoted to the case of the comparison maps.
Let

(X,∆X)
f−−→ (Y,∆Y)

g−→ (Z,∆Z)

be maps in Fc and let M• be a complex in Coz∆Z
(Z). We need to verify that the

canonical graded isomorphism

C♮f,g(M•) : f ♯g♯M• −−→ (gf)♯M•

is a map of complexes. Since the definition of (−)♮ is local in nature and since
the definition of the differential for (−)♯ is based on local constructions, we may
assume without loss of generality that X,Y and Z are affine formal schemes, say
X = Spf(C),Y = Spf(B) and Z = Spf(A). By 2.4.3 we may factor the natural map
A→ B as

A→ P = ((A[X1, . . . , Xn])S , I)
∧ π
։ B

and the natural map B → C as

B → Q = ((B[Y1, . . . , Ym])T , J)∧ ։ C.

Set p = kerπ. Let T ′ := π−1
Y T where πY : P [Y1, . . . , Ym] ։ B[Y1, . . . , Ym] is the

map naturally induced by π. Let J ′ be the inverse image of J under the induced
surjection (P [Y1, . . . , Ym])T ′ ։ (B[Y1, . . . , Ym])T ; the kernel of this surjection is
also generated by p. Set R := ((P [Y1, . . . , Ym])T ′ , J ′)∧. Then

Q = ((P/p[Y1, . . . , Ym])T , J)∧ ∼= ((P [Y1, . . . , Ym])T ′/(p), J)∧ ∼= R/(pR).

Thus the following statements hold:

• As a map of noetherian adic rings the natural map P → R is essentially
of pseudo-finite type and formally smooth.
• Spf(Q) is the fibered product Spf(B)×Spf(P ) Spf(R) in F.
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Now consider the following diagram of canonical maps where the vertical ones are
smooth and the horizontal ones are closed immersions.

Spf(C)
i2−−−−→ Spf(Q)

i′1−−−−→ Spf(R)

h′
2

y h2

y

Spf(B)
i1−−−−→ Spf(P )

h1

y

Spf(A)

Note that f = h′2i2, g = h1i1. By construction, we have

f ♯ = (i2|h′2)♯, g♯ = (i1|h1)
♯, (gf)♯ = (i′1i2|h1h2)

♯.

To prove that C♮f,g is a map of complexes consider the following commutative dia-
gram of canonical graded isomorphisms.

(h′2i2)
♮(h1i1)

♮
C♮

f,g−−−−−−−−−−−−−−−−−→ (h1h2i
′
1i2)

♮

y
y

i♮2h
′
2
♮i♮1h

♮
1

α−−−−→ i♮2i
′
1
♮h♮2h

♮
1

β−−−−→ (i′1i2)
♮(h1h2)

♮

The bottom row, when equipped with differentials as in §8.1 and §8.2, is seen to be a

map of complexes by using Case 3 of §8.3 for α and Cases 1, 2 for β. Therefore C♮f,g
is a map of complexes.

8.5. Compatibility with translations. For any map f : (X,∆) → (Y,∆′)
in Fc and for any integer n, we denote the obvious map (X,∆ − n) → (Y,∆′ − n)
by f (n). Let M• ∈ Coz∆′(Y). Then M•[n] ∈ Coz∆′−n(Y) and both (f ♯M•)[n]

and f (n)♯(M•[n]) are in Coz∆−n(X). The latter two also have the same underlying
graded objects and so we are naturally led to comparing their differentials.

Consider the graded isomorphism

(85) f (n)♯(M•[n]) −→∼ (f ♯M•)[n]

defined punctually, say at a point x ∈ X, with y = f(x), by

(86) (f (n)♯(M•[n]))(x) = f̂x
♯
(M•(y)) (−1)nt

−−−−→ f̂x
♯
(M•(y)) = ((f ♯M•)[n])(x),

where t is the transcendence degree of the residue field extension k(y)→ k(x).

Proposition 8.5.1. The graded isomorphism in (85) is an isomorphism of
complexes. Morever the following hold.

(i) If m is an integer, then the following diagram of isomorphisms commutes,
where the horizontal arrows are obtained using (85).

f (m+n)♯(M•[m+ n]) −−−−−−−−−−−−−−−−−−−−−−−−−−→ (f ♯M•)[m+ n]
∥∥∥

∥∥∥

f (m)(n)♯(M•[m][n]) −−−−→ (f (m)♯(M•[m]))[n] −−−−→ (f ♯M•)[m][n]
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(ii) If g : (Y,∆′) → (Z,∆′′) is a map in Fc then the following diagram of
isomorphisms commutes, where the horizontal arrows are obtained us-
ing (85).

f (n)♯g(n)♯(M•[n]) −−−−→ f (n)♯((g♯M•)[n]) −−−−→ (f ♯g♯M•)[n]

via C♯

f(n),g(n)

y
yvia C♯

f,g

(g(n)f (n))♯(M•[n]) (gf)(n)♯(M•[n]) −−−−→ ((gf)♯M•)[n]

Proof. The horizontal maps in (i) and (ii) are, at the punctual level, signed
multiples of identity maps, according to the sign (−1)nt in (86). Hence (i) follows
from the additivity of nt vis-à-vis n for fixed t, while (ii) follows from the additivity
vis-à-vis t for fixed n.

To verify that (85) is a map of complexes it suffices to do so locally on X and Y

and hence we may assume that f factors as a closed immersion into a smooth map.
Thus it suffices to assume that f is either a closed immersion or a smooth map.
The first case is easily settled, using, e.g., (50). (In particular, sign considerations
play no role.) Assume then that f is a smooth map.

We use notation as in §8.1. From our convention in §1.4(iv), we see that

f∗M•[n]⊗X ωf [d] = (f∗M• ⊗X ωf [d])[n].

Recall that for any complex F •, E∆−n(F •[n]) = (E∆F •)[n] (see (11)). It
follows that

Ef(n)(M•[n]) = (EfM•)[n].

To conclude the smooth case, it suffices to show that the preceding equality is
consistent with the isomorphism of (85), i.e., for any x ∈ X, the following diagram
of punctual isomorphisms commutes.

(Ef(n)(M•[n]))(x) ((EfM•)[n])(x)

via (76)

y
yvia (76)

f̂x
♯
(M•(y)) (−1)nt

−−−−→ f̂x
♯
(M•(y))

Using p = ∆(x), q = ∆′(y) as in §8.1, we have that t = p− q. After some diagram
chase, using the choices of signs involved, one reduces the commutativity to the
following immediately verifiable calculation.

(−1)(p−n)(q−n)+p−n(−1)n(p−q)(−1)pq+p = 1

�
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9. Residual and dualizing complexes

In this section we discuss residual complexes on a formal scheme X (Definition
9.1.1.)6 These special Cousin complexes play an important role in duality theory.
They can be characterized as being the Cousin complexes associated to pointwise
dualizing complexes in the derived category Dqct(X) (Proposition 9.2.2). For any
Fc-map f , f ♯ takes residual complexes to residual complexes (Proposition 9.1.4).

On finite-type schemes over finite-dimensional regular noetherian rings, Yeku-
tieli and Zhang have found a duality between the category of coherent sheaves and
the category of Cohen-Macaulay complexes with coherent homology [28, Thm. 8.9].
This duality generalizes to all formal schemes having a coherent-dualizing complex
(Corollary 9.3.2). (For the formal spectrum of a complete local ring it is essen-
tially Matlis duality, see Example 9.3.4.) There follow quick proofs of a number of
facts about Cousin complexes, for example a generalization to complexes on formal
schemes, of results of Dibaei, Tousi and Kawasaki about finite generation of the
homology of Cousin complexes of finite type modules (see Proposition 9.3.5).

9.1. (−)♯ preserves residual.

Definition 9.1.1. We say that a complex R• on a noetherian formal scheme X

is a residual complex if it consists of At(X)-modules and if for any defining ideal I,
the complex HomOX

(OX/I,R•) on the scheme (X,OX/I) is a residual complex.

It is easily shown that R• is residual if there exists one defining ideal I such
that for any n > 0, HomOX

(OX/I
n,R•) is residual on (X,OX/I

n). Note that the
existence of a residual complex on a noetherian formal scheme X implies that X is
in F because the corresponding statement for ordinary schemes is true.

Lemma 9.1.2 (cf. [11, VI, Lemma 5.2]). Let A be a noetherian local ring with
maximal ideal mA and residue field k. Let M be an mA-torsion A-module. Suppose
there exists an ideal I in A such that for any integer n > 0, HomA(A/In,M) is an
injective hull of k over A/In. Then M is an injective hull of k over A.

Proof. Set Mn := HomA(A/In,M) ⊂ M . Each Mn is an essential extension
of k and M = ∪nMn. Therefore M is also an essential extension of k. In particular,
there exists an embedding M ⊂ E(k) where E(k) is an injective hull of k over A.
Set En := HomA(A/In, E(k)) ⊂ E(k). By hypothesis, for each n, Mn = En.
Therefore, M = E(k). �

For the next result we use some basic facts on residual complexes on ordinary
schemes as developed in [11, VI, §1] and [5, §3.1, §3.2].

Lemma 9.1.3. Let X be a noetherian formal scheme and R• a residual com-
plex on X. Then there is a unique codimension function ∆ on X such that R• ∈
Coz∆(X). Moreover, for any x ∈ X, R•(x) is an OX,x-injective hull of the residue
field k(x) at x.

Proof. Let I be a defining ideal in OX. For n > 0, set

R•n := HomOX
(OX/In,R•).

Since R• consists of At(X)-modules, it is isomorphic to the direct limit of the R•n’s.
On the ordinary scheme Xn := (X,OX/In), the complex R•n, being a residual

6This definition agrees with the one for ordinary schemes in [11, VI, §1], and also, for formal
schemes of finite Krull dimension, with the one in [27, 5.9]. (Yekutieli’s residual complexes are
dualizing, hence cannot exist on formal schemes of infinite Krull dimension [11, p. 283, Cor. 7.2].)
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complex, induces a unique codimension function ∆n for which R•n ∈ Coz∆n(Xn).
Moreover, for every x ∈ X, R•n(x) is an OX,x/Inx -injective hull of k(x). Since
R•n −→∼ HomOX

(OX/In,R•n+1), R•n is also in Coz∆n+1(Xn) (cf. 6.1.1).In particu-
lar, ∆n = ∆n+1, which we henceforth denote by ∆. Moreover, the canonical inclu-
sion R•n → R•n+1 respects the pointwise decomposition. Taking limits we see that
R• is a ∆-Cousin complex, where for any x, R•(x) is a direct limit of the R•n(x)’s.
Since each R•n(x) is an mx-torsion OX,x-module, so is R•(x). By 9.1.2, R•(x) is
an injective hull of k(x) over OX,x. �

In light of 9.1.3, if a codimension function ∆ is chosen on X, then we shall
only consider those residual complexes which induce ∆. Thus, for (X,∆) ∈ Fc, a
residual complex shall always be assumed, by default, to lie in Coz∆(X).

Proposition 9.1.4. Let f : (X,∆X) → (Y,∆Y) be a map in Fc. If R• is a
residual complex on Y, then f ♯R• is a residual complex on X.

Proof. First we prove the result when X := X and Y := Y are ordinary
schemes so that f is essentially of finite type. For any x ∈ X , (f ♯R•)(x) is an
OX,x-injective hull of k(x) at x (4.3.1, IV). So it only remains to check that f ♯R•
has coherent homology. This being a local property, in view of the existence of
factorizations as in 2.4.4, it suffices to consider the cases when f is a smooth map
(of constant relative dimension n) and when f is a closed immersion. In the smooth
situation, by Cohen-Macaulayness of f∗R•⊗Xωf [n] (5.1.3), there are isomorphisms
f∗R• ⊗X ωf [n] −→∼ E(f∗R• ⊗X ωf [n]) −→∼ f ♯R• (see 3.3.2 and (76), though a-
priori, the first isomorphism is only a D(X)-isomorphism). Since ωf is coherent,
f ♯R• has coherent homology. If f is a closed immersion, in view of the isomorphism
f ♯ −→∼ f ♭ of (78), the proof follows easily from the coherence of f∗OX (cf. [11, III,
Prop. 6.1]).

Now we consider the general case, when X, Y are arbitrary formal schemes.
Fix a defining ideal I in OX and a defining ideal J in OY such that JOX ⊂ I.
Set Xn := (X,OX/I

n), Yn := (Y,OY/J
n). Then there is a commutative diagram of

natural induced maps as follows.

Xn
fn−−−−→ Ynyjn

yin

X
f−−−−→ Y

Using the isomorphisms i♯n −→∼ i♭n and j♯n −→∼ j♭n obtained from (78), we deduce
that R• is residual on Y ⇐⇒ ∀n, i♯nR• is residual on Yn =⇒ ∀n, f ♯ni

♯
nR• is residual

on Xn ⇐⇒ ∀n, j♯nf
♯R• is residual on Xn =⇒ f ♯R• is residual on X. �

9.2. Residual and pointwise dualizing complexes. This subsection is de-
voted to showing a pointwise dualizing property for residual complexes. Let X be
a noetherian formal scheme in F. For any point x ∈ X, let jx denote the canonical

map Spf(ÔX,x)→ X where ÔX,x is the completion of the local ring OX,x along the
stalk Ix of a defining ideal I in OX.

Lemma 9.2.1. Let X, x, j := jx be as above. Set W := Spf(ÔX,x). Then:
(i) The map j is adic, i.e., for any defining ideal I in OX, IOW is a defining

ideal. In particular, j∗ takes At(X) to At(W) and Aqct(X) to Aqct(W). Moreover,
for any F ∈ At(X), the natural map j−1F → j∗F is an isomorphism.
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(ii) The map j is étale (smooth of relative dimension 0). In particular, j∗ is
exact and Lj∗ = j∗ takes Dt(X) to Dt(W) and Dqct(X) to Dqct(W).

(iii) If w denotes the unique closed point of W, then for any F • ∈ D+
qct(X),

there is a natural isomorphism Hi
wj
∗F • −→∼ Hi

xF •.
Proof. First we show that j is adic and étale. Let V = Spf(A) be an affine

neighborhood of x. It suffices to show that the induced map W → V is adic and
étale, so we assume V = X. Let I be a defining ideal of A. Then I = I∼A is a
defining ideal in OX and since IOX,x = Ix therefore I generates a defining ideal

of ÔX,x. By 2.2.4 we see that the image of j∗I in OW is the ideal generated by

IÔX,x. Thus j is adic. For étaleness we refer to the discussion preceding 2.6.9.
For an adic map, (−)∗ sends At-modules to At-modules, as can be seen by

arguing at the stalks using 3.1.1. Since (−)∗ also preserves quasi-coherence, it
sends Aqct-modules to Aqct-ones. Exactness of j∗ follows from flatness of j which
in turn follows from smoothness of j. Finally, since j−1 and j∗ commute with direct
limits, to verify that j−1F −→∼ j∗F for F ∈ At(X), it suffices to do so when F is
annihilated by a defining ideal I in OX. Now we may descend to the corresponding
schemes and here the result is clear. Thus (i) and (ii) are proved.

For (iii), by 3.1.8(ii), we may assume that F • consists of Aqct(X)-injectives.
Then with mx,mw as the local rings at x,w respectively, there are natural iso-
morphisms Hi

mx
F •x −→∼ Hi

xF • and Hi
mw

(j∗F •)w −→∼ Hi
wj
∗F • (see (6) of §3.1).

Now (iii) follows by using (j∗F •)w = (j−1F •)w = F •x , and that mw is just the
completion of mx. �

For the definition of a t-dualizing (= torsion-dualizing) complex on a noetherian
formal scheme X we refer to [2, 2.5.1]. (See also [27, §5].) An OX-complex D• is
pointwise t-dualizing if D• ∈ D+

qct(X) and for any x ∈ X, with jx,W as in 9.2.1,
j∗xD• is t-dualizing on W. In view of [5, 3.1.4], this definition agrees with the one
for ordinary schemes .

We need some notation before proceeding further. Let Y be a noetherian formal
scheme, and I a defining ideal in OY. Let i be the canonical closed immersion
Y := (Y,OY/I)→ Y. Then for any F • ∈ D(Y) we set

i!F • := RHom•Y(OY/I,F •) ∈ D(Y ).

Here RHom•X(OY/I,F •) can be considered as a complex in D(Y ) in a natural way.
Also, i! is a right adjoint of i∗ = Ri∗ : Dqc(Y )→ D(Y) (see [2, Examples 6.1.3(4)]).

Proposition 9.2.2. Let X be a noetherian formal scheme.
(i) Let D• be a complex on X and let I be a defining ideal in OX. For n > 0, let

in denote the canonical immersion Xn = (X,OX/I
n) → X. Then D• is pointwise

t-dualizing ⇐⇒ for any n > 0, i!nD• is pointwise dualizing on Xn.
(ii) Let D• be a complex on X. Then D• is t-dualizing ⇐⇒ X has finite Krull

dimension and D• is pointwise t-dualizing.
(iii) Any residual complex on X is pointwise t-dualizing. Conversely, if D• is

a pointwise t-dualizing complex on X, then the following hold:

(a) The complex D• induces a codimension function ∆ on X such that D• is
Cohen-Macaulay w.r.t. ∆.

(b) The complex E∆D• is residual, so that, via 1 ∼= QE∆ of 3.3.2, D• is
isomorphic to a residual complex.
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Proof. (i) The flat-base-change isomorphism [2, p. 8, Thm. 3] gives:

Lemma 9.2.3. Let X, x, jx,W be as in 9.2.1. Let I be a defining ideal in OX.
Let X,W be the schemes obtained by going modulo I, IOW in OX,OW respectively
so that the following diagram of induced natural maps is a fiber square.

W
j′x−−−−→ X

i′

y
yi

W −−−−→
jx

X

Then for any F • ∈ D+
qct(X) there is a natural isomorphism i′!j∗xF • −→∼ j′∗xi

!F •.
Now, in 9.2.3 take i = in, X = Xn. Then D• is pointwise t-dualizing =⇒ (for

any x ∈ X) j∗xD• is t-dualizing on W =⇒ i′!j∗xD• is dualizing on W ([2, Lemma
2.5.10]) =⇒ j′∗xi

!D• is dualizing on W . Thus i!D• is a pointwise dualizing complex
on X . The converse is proved by reversing the arguments.

(ii). We use the same arguments as in (i) above along with [11, V, 7.2 and 8.2].
(iii). SupposeR• is a residual complex on X. First note that if X has finite Krull

dimension, thenR• is t-dualizing. Indeed, by 9.1.3 and 2.3.6(ii), R• consists ofAqct-
injectives, therefore, by [2, 2.5.6], [2, 2.5.10] and [11, VI, 1.1(a)], R• is t-dualizing.
Now we drop the hypothesis on Krull dimension of X. For x ∈ X, jx in 9.2.1 is étale
and adic. Therefore, by (76), we obtain an isomorphism j∗xR• −→∼ j♯xR•, which
by 9.1.4, is a residual complex on W. Since W has finite Krull dimension, j∗xR• is
t-dualizing on W. Thus R• is a pointwise t-dualizing complex.

Conversely, suppose D• is a pointwise t-dualizing complex on X. By 3.1.8(ii)
we may assume that D• is a bounded below complex of Aqct(X)-injectives. For
a defining ideal I in OX and n > 0, set D•n := HomOX

(OX/I
n,D•). Then D•

is isomorphic to the direct limit of the D•n’s. By [2, 2.5.6] D•n −→∼ i!nD• and
hence by [2, 2.5.10] D•n is a pointwise dualizing complex on Xn = (X,OX/I

n).
In particular, D•n induces a unique function ∆n for which it is Cohen-Macaulay.
Since D•n −→∼ i!n,n+1D•n+1 where in,n+1 is the canonical immersion Xn → Xn+1, it
follows that ∆n = ∆n+1, henceforth to be denoted as ∆. Since H∗x(−) commutes
with direct limits we see that the ∆-Cohen-Macaulayness of the D•n’s carries over
to D•. By 2.3.6(iii),(iv) and 3.1.3, there is an isomorphism H∗xD• −→∼ H∗mx

D•x so
that E∆D• ∈ Coz∆(X). Thus, via the isomorphism in 3.3.2, D• is D(X)-isomorphic
to a complex R• in Coz∆(X).

If we defineR•n in the obvious manner, thenR•n is a pointwise dualizing complex
on Xn lying in Coz∆(Xn). In particular, R•n is a residual complex on Xn. Thus R•
is a residual complex. �

Finally we prove that Yekutieli’s definition of a residual complex on X agrees
with ours when X has finite Krull dimension,7 i.e., we show that a complex R• on X

is residual if and only if it is t-dualizing and there is an isomorphism of OX-modules
⊕pRp −→∼ ⊕x ixJ(x) where J(x) is the OX,x-injective hull of the residue field k(x)
at x (see 2.3.6(ii)). The ‘only if’ part follows from 9.1.3 and 9.2.2(ii),(iii). For the
‘if’ part, note that the corresponding statement holds for ordinary schemes and
hence if we define R•n as in the proof of 9.1.3 then R•n is residual on Xn. Thus R•
is residual.

7In this context note that Lemma 5.13 in [27] requires a finite-dimensionality assumption,
see Nagata’s example of an infinite-dimensional noetherian regular ring in [21, p. 203].
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9.3. CM complexes and coherent sheaves. For a formal scheme X, let
Dc
∗(X) be the essential image of RΓ ′X|Dc , i.e., the full subcategory of D(X) such that
E ∈ Dc

∗ ⇔ E ∼= RΓ ′XF with F ∈ Dc. Proposition 3.1.8 shows that Dc
∗(X) ⊂ Dqct(X).

The functor RΓ ′X is an equivalence from the category Dc(X) to the category Dc
∗(X),

with quasi-inverse Λ := RHom•(RΓ ′XOX, −) (see [2, p. 24]). In particular, if X is an
ordinary scheme, so that RΓ ′X is the identity functor on D(X), then Dc

∗(X) = Dc(X).
By [2, p. 26, 2.5.3 and p. 27, 2.5.5], X has a t-dualizing complex R• ∈ Dc

∗(X)
iff X has a “c-dualizing” complex R•c ∈ Dc(X), which is so, e.g., if X is locally em-
beddable in a regular finite-dimensional formal scheme. In fact ΛR• is c-dualizing;
and conversely, if R•c is c-dualizing then RΓ ′XR•c ∈ Dc

∗(X) is t-dualizing.

Proposition 9.3.1. Let X be a formal scheme with a t-dualizing complex R•,
which may be assumed residual, and ∆ the codimension function associated to R•
(see 9.2.2, 9.1.3). Assume further that R• ∈ Dc

∗(X). Then G• ∈ Dc
∗(X) is a ∆-CM

complex if and only if its dual

DtG• := RHom•(G•,R•)
is (D(X)-isomorphic to) a coherent OX-module.

By [2, p. 28, 2.5.8], the functor Dt induces, in either direction, an antiequiva-
lence between Dc(X) and Dc

∗(X). Thus:

Corollary 9.3.2. The functor Dt induces, in either direction, an antiequiva-
lence between Ac(X) and the full subcategory of ∆-CM complexes in Dc

∗(X).

Since for allM• ∈ D(X), RHom•(M•,ΛR•) ∼= RHom•(RΓ ′XM•,R•) (see [2,
p. 24, (2.5.0.1)]), therefore:

Corollary 9.3.3. A complex M• ∈ Dc(X) is such that RΓ ′XM• is ∆-CM if
and only if, with R•c := ΛR•, the coherent dual

DcM• := RHom•(M•,R•c)
is a coherent OX-module.

In particular, RΓ ′XOX is ∆-CM if and only if R•c is a coherent OX-module.

Example 9.3.4. Let A be a complete local ring and X := Spf(A) the formal
spectrum of A. Then A(X) is the category of A-modules. We can take R• to
be an injective hull of the residue field of A, (considered as a complex vanishing in
nonzero degrees) [2, p. 25, Example 2.5.2(3)]. Then ∆ maps the unique point x ∈ X

to 0; and a ∆-Cousin complex is simply an A-module. Thus the Cousin functor E
can be identified with the functor H0

x, and by 3.3.1, H0
x is an equivalence from the

category of ∆-CM complexes to the category of A-modules. So if G• is ∆-CM then
there is a D-isomorphism G• −→∼ H0

xG•, whence G• ∈ Dc
∗(X) ⇔ H0

xG• ∈ Dc
∗(X).

But from [2, p. 28, Prop. 2.5.8(a)] and Matlis duality [19, p. 148, Thm. 18.6(v)] it
follows that H0

xG• ∈ Dc
∗(X) if and only if H0

xG• is an artinian A-module. Thus:
The equivalence of categories H0

x : {∆-CM OX-complexes} −−→≈ {A-modules}
takes the full subcategory of ∆-CM complexes in Dc

∗(X) to the full subcategory of
artinian A-modules, and transforms the antiequivalence of 9.3.2 into Matlis duality.

Proof of 9.3.1. As above, if G• ∈ Dc
∗ then DtG• ∈ Dc, and G• ∼= DtDtG•. It

will therefore suffice to show that if x ∈ X and F • ∈ Dc then

(9.3.1.1) HiRΓxRHom•(F •,R•) = 0 ⇐⇒ H∆(x)−iF •x = 0.
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Let us prove (9.3.1.1). The first assertion in [1, p. 33, (5.2.1)] (whose proof
applies to any ringed space) gives a canonical isomorphism

RΓ
{x}

RHom•(F •,R•) −→∼ RHom•(F •,RΓ
{x}
R•).

Recall that the stalk at x of an injective OX-module is an injective OX,x-
module. (In view of [10, pp. 110–111, (5.2.6) and (5.2.8)], the proof for schemes
in [11, p. 128, 7.12] extends to formal schemes.) It follows that RHom•(F •,−)
“commutes” with the exact functor “stalk at x.” (Since R• is a bounded injective
complex, one can use [11, p. 68, Prop. 7.1] to reduce the proof to the trivial case
F • = OnX.) Thus there are canonical isomorphisms

HiRΓxRHom•(F •,R•) −→∼ HiRHom•OX,x
(F •x ,RΓxR•).

Since RΓxR• ∼= R•(x)[−∆(x)] and, by 9.1.3, R•(x) is an injective module
containing the residue field kx of OX,x, therefore

HiRHom•OX,x
(F •x ,RΓxR•) ∼= HomOX,x

(
H∆(x)−iF •x ,R•(x)

)
.

If H∆(x)−iF •x 6= 0 then any nonzero principal submodule admits a nonzero
OX,x-homomorphism into kx ⊂ R•(x), and so, R•(x) being injective, there exists

a nonzero map H∆(x)−iF •x → R•(x), whence HiRΓxRHom•(F •,R•) 6= 0. The
assertion (9.3.1.1) results. �

Proposition 9.3.5. Under the assumptions of 9.3.1 there are, for any n ∈ Z
and F • ∈ Dc(X), with F •′ := RHom•(F •,R•) and H := HnF • ∈ Dc(X), functo-
rial isomorphisms

E∆−nF •′ −→∼ E∆−n

(
(H [−n])′

)
−→∼ H ′[n] ∈ Dc

∗(X).

Hence for all n ∈ Z, E∆−nDc
∗(X) ⊂ Dc

∗(X).

Proof. Let θ : F •1 → F •2 be a Dc-map such that Hn(θ) is an isomorphism

HnF •1 −→∼ HnF •2 . As in the proof of 9.3.1, we deduce that for each x ∈ X the

map H
∆(x)−n
x F •1 ′ → H

∆(x)−n
x F •2 ′ induced by θ is an isomorphism. Thus θ induces

an isomorphism E∆−nF •1 ′ −→∼ E∆−nF •2 ′.
To get the first isomorphism in the Proposition, apply the preceding to the

canonical maps θ1 : F • → τ≥nF • and θ2 : (HnF •)[−n] → τ≥nF •, each of which
induces a homology isomorphism in degree n.

For the second isomorphism, 9.3.2 gives thatH ′ is a CM-complex in Dc
∗, whence

E∆−n

(
(H [−n])′

)
= E∆−n

(
(H ′[n])

)
(11)
= (E∆H

′)[n]
(3.3.2)
−→∼ H ′[n] ∈ Dc

∗.

The last assertion holds because by the statement preceding Corollary 9.3.2,
every G ∈ Dc

∗ is, isomorphic to an F •′. �

Corollary 9.3.6 (cf. [7, p.26, Thm. 3.2], [16, Thm. 4.4]). Let X, R• and ∆
be as in 9.3.1. Let 0 6= G• ∈ Dc

∗−(X), so that 0 6= DtG• ∈ D+
c (X) and we can set

m = m(G•) := min{n | HnDtG• 6= 0 }.
(i) There is a canonical D(X)-map s(G•) : G•[−m] → E∆

(
G•[−m]

)
6= 0 such

that any D(X)-morphism of G•[−m] into a ∆-CM complex E• in Dc
∗(X) factors

uniquely through s(G•).
(ii) If G•[−m] in (i) is ∆-CM then s(G•) is the isomorphism S(G•[−m])

of 3.3.2.
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Proof. For simplicity, we write G for G•, . . . , G′ for DtG•, . . . .
Set F := G′ ∈ Dc(X) and H := Hm(G). By 9.3.5 the natural map H [−m]→ F

induces an isomorphism

E∆

(
G[−m])

(11)
=

(
E∆−mG

)
[−m] −→∼ H ′ (6= 0),

whose inverse composed with the natural map σ : G[−m] = (F [m])′ → H ′ is defined
to be the map s(G).

Assertion (i) results now from the sequence of natural isomorphisms

Hom
(
G[−m], E

) ∼= Hom
(
E ′, G′[m]

)

∼= Hom
(
E ′[−m], F

) ∼= Hom
(
E ′[−m], H [−m]

) ∼= Hom
(
H ′, E

)
.

(For the third isomorphism, recall from 9.3.1 that E ′ is a coherent OX-module.)
If G[−m] is ∆-CM then by 9.3.1, F [m] is a coherent OX-module, so that σ is an

isomorphism, whence so is s(G); and then functoriality of S forces s(G) = S
(
G[−m]

)
,

proving (ii). �

Example 9.3.7. Suppose that in 9.3.6, X is an ordinary scheme. After trans-
lating R we may assume that m(OX) = 0. Then with K := H0(O′X) = H0(R), a
canonical OX-module, 9.3.5 for F • = R gives E∆(OX) ∼= K ′, whence m(K) = 0.
If OX satisfies the Serre condition (S2) then the natural map is an isomorphism

OX −→∼ H0(E∆(OX)) ∼= H0(K ′) (= Hom(K,K));

so in this case 9.3.5 for F • = K ′ gives

E∆(K) ∼= E∆(K ′′) ∼= O′X = R.
Similar considerations apply with an arbitrary coherent OX-module in place

of OX, see, e.g., [6, Thm. 4.6 (and 1.4)].

Keeping the notation and assumptions of 9.3.6 and its proof, we close with some
characterizations of the integer m(G).

Replacing m by n < m in the proof of 9.3.6(i) gives that E∆

`
G[−n]

´
= E∆−nG = 0,

and further that any D(X)-morphism of G[−n] into a ∆-CM complex in Dc
∗(X) vanishes.

The proof of 9.3.1 shows further that with F := G′, H
∆(x)−m
x G 6= 0 ⇐⇒ x ∈ Supp(HmF).

In particular, m := m(G) is the unique integer such that

(a) for all x ∈ X and q > ∆(x)−m, Hq
xG = 0, and

(b) there is an x ∈ X such that H
∆(x)−m
x G 6= 0.

We claim that, furthermore:

(1) m = m′ := min{∆(x)− q | q ∈ Z, x ∈ Supp(HqG) }, and

(2) for any generic point x of Supp(HmF), x ∈ Supp(HqG) and ∆(x)− q = m.

In less contorted terms, m := m(G) is the unique integer such that

(a)′ for all x ∈ X and q > ∆(x)−m, Hq(Gx) = 0, and

(b)′ for any generic point x of Supp(HmF), H∆(x)−m(Gx) 6= 0.

Proof. Let Z• be the filtration defined by ∆ (i.e., x ∈ Zp ⇐⇒ ∆(x) ≥ p.) In view
of (a), (8′) gives, for any j > p−m,

Hj

Zp/Zp+1G =
M

∆(x)=p

ix(Hj
xG) = 0.

So if q + m > d := minx∈X ∆(x), there is a surjection followed by isomorphisms

(∗) Hq

Zq+mG ։ Hq

Zq+m−1G −→
∼ Hq

Zq+m−2G −→
∼ · · · −→∼ Hq

ZdG = HqG.

Hence Supp(HqG) ⊂ Supp(Hq

Zq+mG) ⊂ Zq+m, and so m ≤ m′.
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Next, among points in Supp(HmF) choose one, say x, where the value of ∆ is minimal.

We will show that H∆(x)−mGx 6= 0, from which follows that m′ ≤ m, proving (1).
It also follows that if z is any generic point of Supp(HmF) then, since z has an open

neighborhood V within which z is the only such generic point, therefore

0 6= H∆(z)−m(G|V )(G|V )z = H∆(z)−mGz,

proving (2).

Set δ := ∆(x). As before, Hδ−m
x G is dual to HmFx 6= 0, so Hδ−m

x G 6= 0. Similarly, if

∆(y) < δ, so that y /∈ Supp(HmF), then H
∆(y)−m
y G = 0. Hence, with q := δ −m,

(i) Hq

Zq+m/Zq+m+1G has nonzero stalk at x; and

(ii) Hq−1

Zq+m−1/Zq+mG = 0.

From (ii) it follows that the natural map Hq

Zq+mG → Hq

Zq+m−1G is injective. Then

since q ≥ d−m, (∗) shows that Hq

Zq+mG ∼= HqG (the case q = d−m being trivial).

Since for any abelian sheaf A, the stalk at x of ΓZδ+1A vanishes, therefore the natural

map is an isomorphism (Hq

Zq+mG)x −→
∼ (Hq

Zδ/Zδ+1G)x; so for nonvanishing of H∆(x)−mGx

we need only note that by (i), the target of this isomorphism doesn’t vanish. �
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10. Some explicit descriptions

We conclude this paper by giving explicit descriptions of some notions encoun-
tered in earlier sections. In §10.1 we concentrate on the Suominen isomorphism for
Cohen-Macaulay complexes; this is the isomorphism 1

D
−→∼ QE defined in 3.3.2.

There it is defined in an implicit way. Here we give an explicit description for it in
several cases. (See also Corollary 9.3.6(ii).) In §10.3 we study f ♯ for an étale map
f . This includes the case of completion of a formal scheme along an open ideal and
also the case of open immersions which we covered in 8.1.1 and 8.2.1.

We use the following notation throughout this section.
(a) Let (X,∆) ∈ Fc. Let D := D+(X,∆)CM be the category of ∆-CM complexes

on X (§3.3). Then the Suominen isomorphism SX,∆ (or simply S in case of no

ambiguity) is the isomorphism 1
D
−→∼ QE defined in 3.3.2. For any G• ∈ D we

denote the induced isomorphism G• −→∼ QEG• by S(G•).
(b) For any smooth map f : (X,∆X) → (Y,∆Y) in Fc of relative dimension d,

we use f⋄(−) := f∗(−)⊗X ωf [d].

10.1. The Suominen isomorphism. Let (X,∆) ∈ Fc. Let G• be a ∆-CM
complex on X with bounded homology. In [11, p. 242-246], Hartshorne describes a
non-canonical way of constructing an isomorphism G• −→∼ QEG•. This construc-
tion lacks functorial properties. Nevertheless it satisfies a property, recalled below,
that makes the isomorphism functorial when G• ranges over Gorenstein complexes
([11, p. 248]). We now show that the Suominen isomorphism S(G•) also satis-
fies this property, so that if G• is Gorenstein, then S(G•) agrees with φ(G•) for
φ : 1 −→∼ QE as constructed in [11, p. 249].

Let (X,∆) ∈ Fc. Let F • ∈ Db(X), and let L• be an injective resolution of F •.
Let Z• denote the filtration of X induced by ∆. Let Ep,qr (F •) = Ep,qr (L•) be the
spectral sequence associated to the filtered complex ΓZ•L•. Recall that E∆F • is

given by the E∗,01 -terms of this spectral sequence. Now if F • is also ∆-CM, then
the Ep,q1 -terms vanish for q 6= 0 so that the spectral sequence degenerates. Since
the spectral sequence converges to the homology of L•, there results, for any i ∈ Z,
(with F • ∆-CM) a natural isomorphism

ψiF • : HiE∆F • = Ei,02 (L•) −→∼ HiL• −→∼ HiF •.
Let C,D, Q,E be as in §3.3. Set Db := D ∩Db(X).

Proposition 10.1.1. With notation as above, for any F • ∈ D b and for any
integer i, the induced isomorphism HiS(F •) is inverse to ψiF • .

Proof. Since HiS(−) and ψi(−) are functorial in F • we may replace F • by

any isomorphic complex in D b. In particular, since F • is isomorphic to a Cousin
complex, therefore, we may assume without loss of generality that F • = QC•
where C• is a Cousin complex.

By 3.3.2, the isomorphism S(QC•) : QC• −→∼ QEQC• is the same as the Q-

image of the inverse of the isomorphism φC• : EQC• 3.2.1(ii)−−−−−→ C•. Therefore it suffices
to show that ψiC• = HiφC• .

Before proceeding further, we need a definition. For any complex G• on X, let
EG• denote the complex given by the E∗,01 -terms of the spectral sequence associated
to the filtered complex ΓZ•G•; the only difference from the definition of EG• being
that now we do not replace G• by an injective resolution. If G• consists of flasque
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sheaves, then there is a canonical isomorphism EG• −→∼ EG•. If G• is ∆-Cousin,
then EG• = G• (3.2.1(ii)) and moreover the filtration {ΓZnG•}n∈Z is now given
by truncations (3.2.1(i)[a]). Therefore the Ep,q1 -terms of the associated spectral
sequence vanish for q 6= 0. It follows that if G• is a ∆-Cousin complex, then the
canonical maps

HiG• = Hi
EG• deg. sp. seq. for ΓZ•G

•

−−−−−−−−−−−−−−→ HiG•

compose to the identity map.
Returning to the proof, let C• → L• be an injective resolution. Consider the

following commutative diagram of natural isomorphisms.

HiC• α−−−−−→
C•=E C•

HiE C• −−−−−−−−−−−−−−→
deg. sp. seq. for ΓZ•C

•
HiC•

β

y
yγ

HiEL• δ−−−−−−−−−−−−−−→
deg. sp. seq. for ΓZ•L

•
HiL•

By definition, EL• = EC• and moreover (βα)−1 = HiφC• and γ−1δ = ψiC• . Since
the top row composes to the identity map, it follows that HiφC• = ψiC• . �

Our next goal concerns adic smooth maps in Fc. We begin with a preliminary
result on fibers.

For any map of formal schemes f : X → Y, the fiber of f over a point y ∈ Y is
the formal scheme Xy := X ×Y Spec(k(y)) where k(y) is the residue field of OY,y.
As is the usual practice, we shall identify the underlying topological space of Xy
with its canonical image in X.

As usual, for points x ∈ X and y ∈ Y, we shall denote the maximal ideals at
OX,x,OY,y by mx,my respectively. The following basic facts on fiber spaces follow
easily from the definitions. For any x ∈ Xy, the stalk of the structure sheaf of Xy
at x is canonically isomorphic to OX,x/myOX,x. If f is adic, then Xy is an ordinary
scheme.

Lemma 10.1.2. Let f : (X,∆1) → (Y,∆2) be a smooth map in Fc of constant
relative dimension d. Let y ∈ Y. Then for any x ∈ Xy, 0 ≤ ∆2(y) − ∆1(x) ≤ d.
Moreover, if f is adic, then the following conditions are equivalent.

(i) x is a generic point of Xy.
(ii) myOX,x = mx.
(iii) ∆1(x) = ∆2(y)− d.
Proof. By definition, ∆1 = f ♯∆2 (2.1.2) so that ∆2(y) − ∆1(x) equals the

transcendence degree of the residue field extension k(y) → k(x) and hence is non-
negative. The other inequality follows from 2.6.10 which also immediately implies
(ii) ⇐⇒ (iii). If (iii) holds, then for any nontrivial specialization x′  x we get a
contradiction because ∆1(x

′) < ∆1(x) = ∆2(y)− d. Thus (iii) =⇒ (i).
If f is adic and smooth, then Xy is a smooth ordinary scheme over Spec(k(y))

and hence is a disjoint union of integral schemes. Therefore if x is a generic point
of Xy then the local ring R of Xy at x is a field. In view of the canonical isomorphism
R −→∼ OX,x/myOX,x, (i) =⇒ (ii) follows. �

Let f : (X,∆X) → (Y,∆Y) be an adic smooth map in Fc of constant relative
dimension d. Let M• be a complex in Coz∆Y

(Y). Since M• consists of torsion
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OY-modules, f being adic implies that f∗M• consists of torsion OX-modules. In
particular, f⋄M• = f∗(−)⊗X ωf [d] also consists of torsion OX-modules and hence
the canonical D(X)-map RΓ ′Xf

⋄M• → f⋄M• is an isomorphism. Therefore, by
5.1.3, f⋄M• is a ∆X-CM complex. Set E := E∆X

. Our aim is twofold :

• To explicitly construct a quasi-isomorphism ηf (M•) : f⋄M• → Ef⋄M•
in C(X).
• To show that the natural image of ηf (M•) in D(X) is the same as the

Suominen isomorphism S(f⋄M•).
Before proceeding further we need to set up some notation. Much of the no-

tation concerns the fact that both f⋄M• and Ef⋄M• also have a graded decom-
position arising from the punctual grading on M•, i.e., one parametrized by the
points of Y. For the rest of this subsection, we shall assume that f,X,∆X,Y,∆Y, d
are fixed. Set ω := ωf . Here then is some notation that we shall use for the rest of
this subsection.

(i) For any y ∈ Y with M =M•(y), set f⋄(M•, y) := f∗iyM ⊗Y ω. For any
integer a, there results natural isomorphism

(f⋄M•)a −→∼
⊕

{y∈Y|∆Y(y)=a+d}

f⋄(M•, y).

(ii) For any x ∈ X, with y = f(x), p = ∆X(x) −∆Y(y) + d,M =M•(y), set

Gx,M• := Hp
mx

(M ⊗y ωx).
(iii) For any y ∈ Y and any integer a, set EaM•(y) :=

⊕
x ix(Gx,M•) where x

varies over points in Xy such that ∆X(x) = a.
(iv) For any integers a, b set

Ea,bM• :=
⊕

{ y∈Y|∆Y(y)=b}

EaM•(y) =
⊕

{x∈X|∆X(x)=a,∆Y(f(x))=b}

ix(Gx,M•).

By 10.1.2, if b < a or b > a + d, then Ea,bM• (= Ea,b for simplicity) has
an empty sum and hence equals 0. The points contributing to Ea,a+d are
ones that are generic in their fiber while those contributing to Ea,a are
ones that are closed in their fiber.

(v) For any integer a set

EaM• :=
⊕

b∈Z

Ea,bM• = Ea,a ⊕ Ea,a+1 ⊕ · · · ⊕ Ea,a+d.

Let us first record that for any integer a there is a natural isomorphism

(87) (Ef⋄M•)a −→∼ EaM• ,

defined as follows. Let x ∈ X be such that ∆X(x) = a. For y = f(x),M =M•(y),
q = ∆Y(y) and p1 = a− q + d, consider the natural isomorphism

(Ef⋄M•)(x) (−1)qd times (38)−−−−−−−−−−−→ Hp1
mx

(M ⊗y ωx) = Gx,M• .

By summing up over all x ∈ X such that ∆X(x) = a, we obtain (87).
Our next step is to define, for any integer a, a canonical map (f⋄M•)a → EaM• .

Let y ∈ Y be such that ∆Y(y) = a + d. Let x ∈ Xy be such that ∆X(x) = a.



PSEUDOFUNCTORIAL BEHAVIOR OF COUSIN COMPLEXES 115

By 10.1.2, x is generic in the fiber and myOX,x = mx. Hence, with M = M•(y)
we obtain

(88) (f⋄(M•, y))x ∼= M ⊗y ωx = Γmx
(M ⊗y ωx) = H0

mx
(M ⊗y ωx) = Gx,M•

where the first of the three equalities holds because my-torsionness of M implies
that M ⊗y ωx is myOX,x-torsion. For a fixed y, by varying x over all the generic
points of Xy (equivalently, over points in Xy such that ∆X(x) = a) we therefore
obtain a map

f⋄(M•, y) canonical−−−−−−→
⊕

x

ix(f
⋄(M•, y))x

(88)−−−→
⊕

x

ixGx,M• = EaM•(y).

Finally, taking direct sums over all y ∈ Y such that ∆Y(y) = a+d, we obtain a map

(89) (f⋄M•)a −−→ Ea,a+dM• →֒ EaM• .

Combining (87) with (89) results in a natural graded map

(90) ηf (M•) : f⋄M• −−→ Ef⋄M•.
The rest of this subsection is devoted to showing that (90) is a map of com-

plexes, in fact a quasi-isomorphism whose derived-category image is the Suominen
isomorphism S(f⋄M•). We first show this in the special case when M• is con-
centrated in one spot (10.1.5, 10.1.6) and in 10.1.8, 10.1.9, the general case is
considered.

Lemma 10.1.3. Let f : (X,∆X) → (Y,∆Y) be an adic smooth map in Fc of
constant relative dimension d. Let Z• be the filtration on X induced by ∆X. Let
M• be a complex in Coz∆Y

(Y) such that M• is concentrated in only one degree,
so that N • := f⋄M• is also concentrated in one degree, say a (in other words,
N • = N a[−a] and M• =Ma+d[−a− d]). For any y ∈ Y, set N (y) := f⋄(M•, y).
Then the following hold.

(i) Ha
ZaN • = ΓZaN a = N a = HaN •.

(ii) EnM• = 0 for n < a or n > a+ d.

(iii) Ea,a+dM• = EaM• or, in other words, Ea,bM• = 0 for b 6= a + d. Moreover, for
any x ∈ X such that ∆X(x) = a and ∆Y(f(x)) = b 6= a+ d, we also have

Ha
xN • = H0

xN a = ΓxN a = 0.

(iv) Let x ∈ X, y = f(x) and M =M•(y). If ∆X(x) = a and ∆Y(y) = a + d
then

M ⊗y ωx ∼= (N (y))x = Γx (N (y)) = ΓxN a = N a
x .

Proof. (i). Since N • = N a[−a], hence Ha
ZaN • = ΓZaN a and N a = HaN •.

Hence the natural map γ : Ha
ZaN • → HaN • is injective. Since N • is ∆X-CM

(5.1.3), therefore by definition of Cohen-Macaulayness, γ is also surjective.
(ii). If n < a or n > a + d, then for any x ∈ X such that ∆X(x) = n, we have

∆Y(f(x)) 6= a+ d by 10.1.2. Since M• is concentrated in degree a+ d only, hence
M•(f(x)) = 0. Thus Gx,M• = 0 and the result follows.

(iii). Let b 6= a+ d. Fix x ∈ X such that ∆X(x) = a and ∆Y(f(x)) = b. In the
canonical decomposition N a = ⊕yN (y), we have y 6= f(x) for all y contributing in
the summation, since y only ranges over points with codimension a+ d. Hence, by
3.1.11, RΓxN a = 0. The desired conclusion follows.
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(iv). Since N (y) is an Aqct(X)-module, the first two isomorphisms follow
from (88) and 3.1.3. For any other point y′ ∈ Y such that ∆Y(y′) = a+d there is no
specialization y′  y and hence (iy′M

′)y = 0 for any OY,y′-module M ′. In particu-
lar, (N (y′))x = (f∗iy′(M•(y′))⊗Xω)x = 0. In view of the canonical decomposition
of N a, the last two equalities of (iv) result. �

Lemma 10.1.4. Let notation and assumptions be as in 10.1.3. Then the map

ψ : (f⋄M•)a = N a = Ha
Za(N •) canonical−−−−−−→ Ha

Za/Za+1(N •) = (EN •)a = (Ef⋄M•)a

equals the map of (90) in degree a.

Proof. Consider the following diagram wherein ⊕y,⊕x and ⊕z are indexed
over the sets {y ∈ Y|∆Y(y) = a+ d}, {x ∈ Xy|∆X(x) = a}, and {z ∈ X|∆X(z) = a}
respectively.

(Ef⋄M•)a
∥∥∥

Ha
ZaN • −−−−→ Ha

Za/Za+1N •∥∥∥
∥∥∥

H0
ZaN a −−−−→ H0

Za/Za+1N a ∼−−−−→ ⊕zizH0
zN a

∥∥∥
∥∥∥

(f⋄M•)a = N a −−−−→ ⊕y ⊕x ixN a
x

�1

⊕zizΓzN a

y≀
x≀ �2

x≀

⊕yN (y) −−−−→ ⊕y ⊕x ix(N (y))x ⊕y ⊕x ixΓx (N (y))
y≀ �3

y≀

⊕y ⊕x ix(My ⊗y ωx) ⊕y ⊕x ixΓmx
(My ⊗y ωx)

The identifications in �2 and �3 follow from 10.1.3(iii), (iv). Rest of the maps are
the obvious canonical ones. The commutativity of �1 follows from the description
of the punctual decomposition in (8) while that of the remaining rectangles is
straightforward. To prove the Lemma, it suffices to check that both, ψ and the
degree a component of (90), occur as the composition over the two different paths
along the outer border from (f⋄M•)a to (Ef⋄M•)a in the above diagram. The case
of ψ is clear, and the other one follows upon examining the definitions involved. �

Proposition 10.1.5. Let notation and assumptions be as in 10.1.3. Then the
graded map ηf (M•) : N • → EN • of (90) is a quasi-isomorphism of complexes.

Proof. By assumption, N • is concentrated only in degree a and in view of
the isomorphism (87), by 10.1.3(ii) it follows that (EN •)n = 0 for n < a.

Since N • is ∆X-CM, therefore N • and EN • are isomorphic in D(X) say, via
S(N •), and hence to prove the Proposition it suffices to show that in (90), N a is
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mapped bijectively to the kernel of δ = δaEN• : Ha
Za/Za+1N • → Ha+1

Za+1/Za+2N •. By

10.1.4, it suffices to show that the sequence of canonical maps

Ha
ZaN • → Ha

Za/Za+1N • δ−→ Ha+1
Za+1/Za+2N •

is exact.
By Cohen-Macaulayness of N • we have Ha

Za+1/Za+2N • = 0. Since δ corre-

sponds to the ath connecting homomorphism in the cohomology long exact sequence
associated to the exact sequence

0 −−→ ΓZa+1/Za+2 −−→ ΓZa/Za+2 −−→ ΓZa/Za+1 −−→ 0,

we see that ker(δ) = Ha
Za/Za+2N •. Therefore it suffices to show that the natu-

ral map Ha
ZaN • → Ha

Za/Za+2N • is an isomorphism. Since N • is CM, therefore

Ha
Za+2N • = Ha+1

Za+2N • = 0. Therefore from the cohomology long exact sequence
associated to the exact sequence

0 −−→ ΓZa+2 −−→ ΓZa −−→ ΓZa/Za+2 −−→ 0

we obtain the desired conclusion. �

Proposition 10.1.6. Let notation and assumptions be as in 10.1.5. Then the
derived-category image of ηf (M•) is S(N •).

Proof. Since N • is concentrated in degree a and (EN •)n = 0 for n < a
(see proof of 10.1.5), therefore any derived-category isomorphism N • −→∼ EN •
is represented by a quasi-isomorphism N • → EN • which is moreover completely
described by the corresponding (injective) map in degree a, N a → (EN •)a. Let S
be the quasi-isomorphism representing S(N •) and Sa the induced map in degree a.
Set η := ηf (M•) and let ηa be the induced map in degree a. The Proposition
amounts to saying that Sa = ηa.

For any sheaf F on X and for any family of OX,x-modules Gx where x varies
over points in X, if HomOX,x

(Fx, Gx) = 0 for all x, then HomX(F ,⊕xixGx) = 0.

In particular, since (EN •)a lies on the Za/Za+1-skeleton, to show that Sa = ηa, it
suffices to show that for any x ∈ X with ∆X(x) = a, the natural induced maps Sax
and ηax from N a

x to (EN •)ax are equal. Moreover, by 10.1.3(iii), it suffices to confine
our attention to x ∈ X such that ∆X(x) = a and ∆Y(f(x)) = a+ d. In particular,
the identifications of 10.1.3(iv) apply.

It suffices to show that for φ = ηax or φ = Sax , the following maps compose to
the identity map

Ha
xN • = H0

xN a = N a
x

φ−−→ (EN •)ax = (EN •)(x) (10)−−→ Ha
xN •.

Indeed, since the remaining maps are isomorphisms, φ is uniquely determined by
the condition that the composition be identity.
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In the case of φ = ηax we conclude using the outer border of the following
diagram of natural isomorphisms whose top row gives ηax and whose commutativity
is straightforward to verify.

N a
x −−−−−→ M ⊗y ωx −−−−−→ H0

mx
(M ⊗y ωx)

(−1)qd×(38)−1

−−−−−−−−−−→ (EN •)(x) = (EN •)a
x‚‚‚ see 10.1.3(iv)

??y
??y(10)

ΓxN
a H0

xN
a Ha

xN
•

In the case of φ = Sax we use the following commutative diagram of natural
isomorphisms, where the top row composes to the identity map by 3.3.3.

Ha
xN •

Ha
xS−−−−→ Ha

xEN •
3.2.1(i)[c]−−−−−−−→ Ha

xN •∥∥∥ Ha
x σ≤a

yHa
x σ≤a

Ha
x(N a[−a]) Ha

x (Sa[−a])−−−−−−−−→ Ha
x((EN •)a[−a])

∥∥∥
∥∥∥

ΓxN a Γx S
a

−−−−→ Γx (EN •)a
∥∥∥

∥∥∥

N a
x

Sa
x−−−−→ (EN •)ax

(10)−−−−→ Ha
xN •

�

Now we tackle the general case when M• is no longer assumed to be concen-
trated in one spot.

For integers r, s, t let δr,s,tM• denote the map Er,sM• → Er+1,t
M• defined as follows.

Er,sM•

inclusion−−−−−→ ErM•

(87)−−−−−−→ (Ef⋄M•)r

differential−−−−−−−→ (Ef⋄M•)r+1 (87)−1

−−−−→ Er+1
M•

projection−−−−−−→ Er+1,t
M•

Lemma 10.1.7. Let f,X,∆X,Y,∆Y, d, be as in 10.1.3. Let M• ∈ Coz∆Y
(Y),

no longer assumed to be concentrated in one degree. For any integers r, s, t the
following hold.

(i) If s > t, then δr,s,tM• = 0.
(ii) Assume s ≤ t. For any integer n, if n ≤ s so that Er,sM• = Er,sσ≥nM•

and Er+1,t
M• = Er+1,t

σ≥nM• , then δr,s,tM• = δr,s,tσ≥nM•. Similarly, if n ≥ t, then

δr,s,tM• = δr,s,tσ≤nM• .

(iii) For any integer a, δa,a+d,a+dM• = δa,a+d,a+d
Ma+d[−a−d]

.

Proof. (i) We claim that more generally, any map from Er,sM• to Er+1,t
M• is zero

when s > t. Indeed, let ixGx be a component of Er,sM• and ix′Gx′ a component

of Er+1,t
M• . It suffices to show that HomX(ixGx, ix′Gx′) = 0 or, more generally, that

x′ /∈ {x}. By definition, ∆Y(f(x)) = s and ∆Y(f(x′)) = t. Therefore s > t =⇒
f(x′) /∈ {f(x)} =⇒ x′ /∈ {x}.
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(ii) Suppose n ≤ s. The canonical map σ≥nM• → M• induces a map of
complexes Ef⋄σ≥nM• → Ef⋄M•. Consider the following diagrams where the
bottom row of the diagram on the left is the same as the top row of the diagram
on the right.

Er,sσ≥nM• Er,sM•y
y

Erσ≥nM• −−−−→ ErM•

≀

y �1 ≀

y

(Ef⋄σ≥nM•)r −−−−→ (Ef⋄M•)r
y

y

(Ef⋄σ≥nM•)r+1 −−−−→ (Ef⋄M•)r+1

(Ef⋄σ≥nM•)r+1 −−−−→ (Ef⋄M•)r+1

≀

y �2 ≀

y

Er+1
σ≥nM• −−−−→ Er+1

M•y
y

Er+1,t
σ≥nM• Er+1,t

M•

The left columns of the two diagrams together give δr,s,tσ≥nM• while the right ones

right give δr,s,tM• . The rectangles �1,�2 commute because the isomorphism in (87),
which uses (38), factors through truncations. Commutativity of the remaining
rectangles is obvious and so the desired conclusion follows. A similar argument
works for the corresponding statement when n ≥ t.

(iii) Using r = a and s = t = n = a + d in (ii) we conclude by truncating on
the left and right. �

Proposition 10.1.8. Let notation and assumptions be as in 10.1.7. Then the
graded map ηf (M•) : f⋄M• → Ef⋄M• defined in (90) is a map of complexes.

Proof. We have to verify that for any integer a, the following diagram com-
mutes.

(f⋄M•)a −−−−→ Ea,a+dM• −−−−→ EaM• −−−−→ (Ef⋄M•)a
y

y

(f⋄M•)a+1 −−−−→ Ea+1,a+1+d
M• −−−−→ Ea+1

M• −−−−→ (Ef⋄M•)a+1

Let us first verify that for any integer n ≥ 0, the composite map

(f⋄M•)a −−→ Ea,a+dM•

δa,a+d,a+d−n

M•−−−−−−−−−→ Ea+1,a+d−n
M•

is zero. If n > 0 then we conclude by 10.1.7(i). If n = 0, then by 10.1.7(iii) we may
assume without loss of generality thatM• is concentrated in degree a+ d only and
then we conclude by 10.1.5.

We have thus reduced the Proposition to proving that the following diagram
commutes.

(f⋄M•)a (89)−−−−→ Ea,a+dM•y
yδa,a+d,a+d+1

M•

(f⋄M•)a+1 −−−−→
(89)

Ea+1,a+1+d
M•
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By definition, (89) respects the grading on each side indexed by the points of Y.
In particular, it suffices to verify that for any immediate specialization y  y′ in Y

such that ∆Y(y) = a+d, the following diagram commutes, with the columns being,
as above, induced by the differential ofM• and Ef⋄M•.

f⋄(M•, y) −−−−→ EaM•(y)
y

y

f⋄(M•, y′) −−−−→ Ea+1
M• (y′)

Before simplifying this diagram further, we need some notation. Set M :=M•(y),
M ′ :=M•(y′). By 10.1.2, the definition of Ea+1

M• (y′) ⊂ Ea+1,a+1+d
M• involves a finite

direct sum of modules of the type ix′Gx′ where x′ ranges over the set of generic
points of the fiber over y′ and Gx′ = H0

m′
x
(M ′ ⊗y′ ωx′). Fix one such point x′.

Let x1, . . . , xk, . . . , xl be all the points that are generic in the fiber over y where
x1, . . . , xk are exactly those that specialize to x′. Any such specialization xj  x′ is
necessarily immediate since ∆X(xj) = a and ∆X(x′) = a+1. Note that the induced
map from the summand

⊕
j>k ixjGxj of EaM•(y) (where Gxj = H0

mxj
(M ⊗y ωxj)

for any j) to Ea+1
M• (y′) is zero because, x′ /∈ {xj} for j > k implies more generally

that HomOX
(ixjGxj , ix′Gx′) = 0.

Coming back to the previous diagram, we may restrict the target Ea+1
M• (y′) of

the diagram to the component ix′Gx′ and moreover, since for any sheaf F , we have
HomOX

(F , ix′Gx′) −→∼ HomOX,x′ (Fx′ , Gx′), we may localize the previous diagram

at x′. Then verifying its commutativity reduces to verifying that of the rectangle
on the right in the following diagram, where, as expected, α is induced by the
differential of f⋄M• and β is induced by the differential of Ef⋄M• via (87).

(91)

M ⊗y′ ωx′
∼−−−−→ (f⋄(M•, y))x′

to stalk at xj−−−−−−−−−→
and then (88)

⊕
j≤kH

0
mxj

(M ⊗y ωxj)

∂⊗1

y α

y β

y

M ′ ⊗y′ ωx′
∼−−−−→ (f⋄(M•, y′))x′

(88)−−−−→ H0
m′

x
(M ′ ⊗y′ ωx′)

Let ∂ denote the OY,y′-linear map M → M ′ induced by the differential of M•.
The rectangle on the left clearly commutes. It remains to prove that the outer
border of (91) commutes. We apply 7.2.1 in this situation with essentially the
same notation as used there. (The map h and its relative dimension n are now
denoted by f, d respectively.) Note that in this case we have p1 = 0 and L = ω.

Let I be the largest coherent ideal defining the closed set {x1, . . . , xk} and let I = Ix′

as in 7.2.1. We make the following claims.

(i) The OX,x′-modules M ⊗y′ ωx′ and M ′ ⊗y′ ωx′ are I-torsion.
(ii) The top and bottom rows of (91) give the maps µ1, µ2 respectively of 7.2.1.
(iii) The map β of (91) equals (−1)dψ for ψ as in 7.2.1. (Note that d corre-

sponds to n used in 7.2.1.)

Assuming these claims, (91) commutes by 7.2.1, thus proving the Proposition.
Both (ii) and (iii) are straightforward to verify. The rest of this proof is devoted

to showing (i).

Let K be the largest open coherent ideal in OY defining the closed set {y}.
Since f is adic, therefore J := KOX is an open ideal in OX. Since the ordinary
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scheme X := (X,OX/J) is smooth over the ordinary scheme Y := (Y,OY/K), there-
fore the generic points of (the irreducible components of) X all map to the generic
point of Y , viz., y. In particular, the generic points of the fiber over y corre-
spond exactly to the generic points of X . Note that J ⊂ I. Set I := I/J. Then

the closed set defined by I contains Spec(OX,x′), and hence the stalk I of I at x′

is a nilpotent ideal. But I can be canonically identified with Ix′/Jx′ . It follows
that proving (i) is equivalent to proving that M ⊗y′ ωx′ and M ′ ⊗y′ ωx′ are Jx′ -
torsion. Since Jx′ = Ky′OX,x′ we therefore reduce to showing that M,M ′ are
Ky′-torsion as OY,y′-modules. In the case of M we conclude from the fact that
Ky′OY,y = Ky = my and M is an my-torsion OY,y-module. In the case of M ′ we
conclude from the fact that Ky′ = my′ . �

Proposition 10.1.9. With notation and assumptions as in 10.1.8, the natural
map ηf (M•) : f⋄M• → Ef⋄M• is a quasi-isomorphism whose derived-category
image Qηf (M•) is S(f⋄M•).

Proof. Set η := ηf . It suffices to verify that Qη(M•) = S(f⋄M•), because
that implies that η is a quasi-isomorphism.

By 3.3.3, the validity of Qη(M•) = S(f⋄M•) amounts to that of the punctual
statement that, for any x ∈ X, with p = ∆X(x), the composite isomorphism

Hp
xf
⋄M• Hp

xη(M
•)−−−−−−→ Hp

xEf
⋄M• 3.2.1(i)[c]−−−−−−−−−−→

for F • = f⋄M•
Hp
xf
⋄M•

is the identity. Let us verify this punctual statement.
Fix x ∈ X with p = ∆X(x) and q = ∆Y(f(x)). Since Hp

xη(−) and the iso-
morphism obtained from 3.2.1(i)[c] are functorial in M•, in view of the natural
isomorphisms (3.2.2)

Hp
xf
⋄M• −→∼ Hp

xf
⋄σ≤qM•, Hp

xEf
⋄M• −→∼ Hp

xEf
⋄σ≤qM•,

we may replace M• by σ≤qM•. By a similar argument we may truncate in the
other direction and thus we reduce to the case whenM• =Mq[−q] is concentrated
in only one degree.

By 10.1.6 forM• =Mq[−q], we already have Qη(M•) = S(f⋄M•) and hence
the punctual statement corresponding to x now follows by referring back to 3.3.3.

�

Remark 10.1.10. Suppose f : (X, ∆X)→ (Y, ∆Y) is as in Lemma 10.1.3. Let

Lf (M•)(= Lf ) : Ef (M•) = E(f⋄M•) −→∼ f ♯(M•)

be the isomorphism in the construction of f ♯(M•) in § 8.1 (see the second paragraph
of loc.cit.). We would like to summarize the relationship between the global maps
Lf , ηf and various natural local isomorphisms (e.g. (10), (19) or the isomorphisms
in Theorem4.3.1) in a special case, viz. when M• is concentrated at a point. The
purpose is to gather together the many sign twists we have used into one place.

Suppose x is a point on X. Let p = ∆X(x), y = f(x), q = ∆Y(y), S = ÔX,x,

R = ÔY,y, ϕ : R→ S the natural map induced by f , t = dim(S/mRS) = p− q+ d,
M a zero dimensional R–module, F = iyM ,M• = F [−q] and set

ε(x) := ∆X(x)∆Y(y) + ∆X(x).
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The natural quasi-isomorphism

Ef (M•)(x)[−p] = ΓxEf (M•) −→ RΓxEfM•

obtained by applying Γx to an injective resolution Ef (M•) → I• of the flasque
complex Ef (M•) gives on applying Hp the isomorphism

ρ : Ef (M•)(x) ∼−→ Hp
xEf (M•),

which is the inverse of the map in 3.2.1(i)[b]. In view of Propositions 3.3.3 and
10.1.9 and the definitions in (6), (12), (19), (38), (76), we see that the following
diagram commutes up to a sign of (−1)ε(x):

Hp
x(Ef (M•)) Ef (M•)(x)ρ̃

oo

L(x)

��
Hp
x(f⋄M•)

Hp
x(QXηf )

OO

(f ♯M•)(x)

Hp
x(f
∗F [−q]⊗ ωf [d]) ϕ♯M

4.3.1,I(i)
��

Ht
x(f
∗F ⊗ ωf )

(6),(19)
// Ht

mS
(M ⊗ ωS/R)

(−1)ε(x)

10.2. Truncations. In this subsection we gather together some properties
of f ♯ with a view to future applications. These results are not used in the next
subsection.

Recall that if F is an abelian sheaf on a topological space X , x a point on X
and G an abelian group, then HomSheaves(F , ixG) −→∼ HomGroups(Fx, G). In par-
ticular, if Fx = 0, then any map from F to ixG is zero.

Lemma 10.2.1. Let f : (X, ∆′)→ (Y, ∆) be a map in Fc and let x ∈ X, y ∈ Y

be points such that ∆′(x) = ∆(y). If x is not closed in its fiber or if y 6= f(x), then
for any OX,x-module C and any OY,y-module M , HomOY

(f∗ixC, iyM) = 0.

Proof. By definition, ∆′ = f ♯∆ and hence ∆′(x) ≤ ∆(f(x)) with equality
holding only if x is closed in its fiber. Now note that f∗ixC = if(x)C. Thus if we

assume HomOY
(if(x)C, iyM) 6= 0, then (if(x)C)y 6= 0 and hence y ∈ {f(x)}. But

this implies that ∆(f(x)) ≤ ∆(y) with equality holding only if y = f(x). Since
∆′(x) = ∆(y) we therefore obtain that x is closed in its fiber and y = f(x), which
is a contradiction. �

Definition 10.2.2. Let (Y, ∆) ∈ Fc and let M• ∈ Coz∆(Y). For any OY-
endomorphism of the total OY-module T (M•) of the graded module M•, we get,
for every pair of points y, y′ in Y an OY-linear map iy(M•(y)) → iy′(M•(y′)).
We denote by δM•(y, y′) : iy(M•(y)) → iy′(M•(y′)) the map induced by the
coboundary map on M•.

Lemma 10.2.3. Let f : (X, ∆′)→ (Y, ∆) be a map in Fc and let C• be a Cousin
complex on (X, ∆′). Then δC•(x, x

′) = 0 if f(x′) is not a specialization of f(x).
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Proof. If f(x′) is not a specialization of f(x) then x′ is not a specialization
of x and hence any map from ix(C•(x)) to ix′(C•(x′)) is necessarily zero. �

Lemma 10.2.4. Let f : (X, ∆′)→ (Y, ∆) be a smooth morphism in Fc. Let

0 −→ F •1 −→ F •2 −→ F •3 −→ 0

be an exact sequence of complexes in Coz∆(Y). Then the induced sequence

0 −→ f ♯F •1 −→ f ♯F •2 −→ f ♯F •3 −→ 0

of complexes in Coz∆′(X) is exact.

Proof. Let x ∈ X. For any integer i set Lix(−) := Hi
xRΓ

′
X(f∗(−) ⊗X ωf [d]).

Set p := ∆′(x). Since f is a flat map and ωf a flat OX-module, we get a long exact
sequence

. . . −−→ Lp−1
x (F •3 ) −−→ Lpx(F •1 ) −−→ Lpx(F •2 ) −−→ Lpx(F •3 ) −−→ Lp+1

x (F •1 ) −−→ . . .

By Cohen-Macaulayness (5.1.3) the Lix-terms vanish for i 6= p so that we obtain a
short exact sequence

0 −−→ Lpx(F •1 ) −−→ Lpx(F •2 ) −−→ Lpx(F •3 ) −−→ 0.

Since this holds for every x ∈ X, in view of the isomorphism Lpx(−) −→∼ (f ♯(−))(x)
(see (76), (38)) the desired conclusion follows. �

Let (X, ∆′)
f−→ (Y, ∆) be a map in Fc. Then any Cousin complex in Coz∆′(X)

admits natural filtrations arising from the codimension function on Y. The filtra-
tions are obtained as follows. For p, n ∈ Z set

Σpn := {x ∈ X |∆′(x) = n,∆(f(x)) ≥ p}
and

Snp := {x ∈ X |∆′(x) = n,∆(f(x)) ≤ p}.
Suppose C• ∈ Coz∆′(X). Then C• has a natural decreasing filtration {F p(C•)}p

by subcomplexes in Coz∆′(X) defined as follows. For p ∈ Z define the nth graded
piece of F p(C•) by

F p(C•)n :=
⊕

x∈Σp
n

ixC•(x).

By 10.2.3, F p(C•) is stable under the action of the coboundary map δC• on C• so
that the restriction of δC• to F p(C•) gives a differential δFp(C•) on F p(C•) that
makes it a subcomplex of C•. In a similar vein we can define, for p ∈ Z, a complex
Gp(C•) whose nth graded piece is

Gp(C•)n :=
⊕

x∈Sn
p

ixC•(x).

Viewing Gp(C•) as the cokernel of the inclusion F p+1(C•)→ C•, we obtain a differ-
ential δGp(C•) on Gp(C•). Note that for any x, x′ ∈ X if ∆(f(x)),∆(f(x′)) ≤ p, then
δGp(C•)(x, x

′) = δ•C(x, x
′). There results a short exact sequence of Cousin complexes

on (X, ∆′):

(92) 0 −→ F p+1(C•) −→ C• −→ Gp(C•) −→ 0.

Note that F p and Gp are functorial on Coz∆′(X).
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Let F • ∈ Coz∆(Y). With σ≥p and σ≤p the truncation functors (§1.4, (x)) we
claim that the following hold.

F p(f ♯F •) = f ♯(σ≥pF •)
Gp(f

♯F •) = f ♯(σ≤pF •)
F p(f ♯F •)/F p+1(f ♯F •) = f ♯(Fp[−p]).

(93)

All these are straightforward to verify using the arguments in (ii) and (iii) of 10.1.7.

10.3. Étale maps. By an étale map of formal schemes we mean a smooth
map of relative dimension 0. In the case of an étale map f , the formula for f ♯ can
be simplified further. We begin with a few preliminaries concerning a criterion for
a complex to be Cousin.

Lemma 10.3.1. Let (X,∆) ∈ Fc. A complex F • on X is ∆-Cousin if and only if
it satisfies the following condition: For any x ∈ X and integers i, j such that i 6= 0
or j 6= ∆(x), we have Hi

xF j = 0.

Proof. If F • is ∆-Cousin, then the condition stated in the Lemma follows
from 3.2.1(i)[a]. Let Z• be the filtration of X induced by ∆. For the ‘if’ part, we
must show that for any integer j, F j lies on the Zj/Zj+1-skeleton, i.e.,

F j = ΓZjF j and H0
Zj+1F j = 0 = H1

Zj+1F j .
Note that the condition of the Lemma can be rephrased as saying that if i 6= 0 or
j 6= n then Hi

Zn/Zn+1F j = 0 .

Recall that for p≪ 0, Zp = X. Therefore to show that F j = ΓZjF j , it suffices
to show that the natural maps

ΓZjF j → ΓZj−1F j → ΓZj−2F j → . . .→ ΓXF j = F j

are isomorphisms. For every n there are exact sequences

0→ ΓZn+1 → ΓZn → ΓZn/Zn+1 → 0.

By hypothesis, H0
Zn/Zn+1F j = 0 for all j 6= n. Thus ΓZn+1F j = ΓZnF j for n < j.

For verifying the other condition of Cousinness, first assume that X has finite
Krull dimension so that ∆ is bounded above and hence for p≫ 0, Zp = ∅. To show
that Hi

Zj+1F j = 0 it suffices to show that the natural maps

Hi
Zj+1F j → Hi

Zj+2F j → . . .→ Hi
∅F j = 0

are isomorphisms. By hypothesis, Hi
Zn/Zn+1F j = 0 for all i and for n > j, whence

the desired conclusion follows.
If X is not finite-dimensional, we use a localization argument, cf. [11, p. 242].

For any x ∈ X let X(x) denote the space of all the generizations of x. In fact

X(x) = Spf(ÔX,x) where the completion is with respect to the stalk Ix of any
defining ideal I in OX. Then {Zpx := Zp ∩ X(x)}p∈Z is the induced filtration
on X(x). Let f : X(x) → X be the canonical inclusion. By 10.3.4 below, the condi-

tion of the Lemma also holds for the complex f−1F • on X(x). Moreover we have

(Hi
Zj+1F j)x −→∼ (Hi

Zj+1
x

f−1F j)x. But the latter is 0 since X(x) has finite Krull

dimension. Since (Hi
Zj+1F j)x = 0 for every x ∈ X, therefore Hi

Zj+1F j = 0. �

The next few results concern the localization argument used in the proof
of 10.3.1. Lemma 10.3.2 below is used in [11, p. 242] without proof.
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Lemma 10.3.2. Let X be a noetherian topological space such that any nonempty
irreducible closed subset Z contains a unique generic point. Let Y be a subset of X
that is stable under generization. Let f : Y → X denote the canonical inclusion.
Then, for any flasque sheaf F on X, its restriction f−1F on Y is also a flasque
sheaf.

Proof. First note that the presheaf restriction of F is flasque, i.e., if G denotes
the presheaf on Y that assigns to any open subset V of Y , the set lim

−−→
U

F(U) where U

ranges over open subsets of X containing V , then for any open subset V1 of Y , the
canonical map G(Y ) → G(V1) is surjective. Indeed, if U1 is any open subset of X
containing V1, then in the following commutative diagram of canonical maps

F(X)
ρ1−−−−→ F(U1)

ρ2

y ρ3

y

G(Y )
ρ4−−−−→ G(V1)

ρ1, ρ2, ρ3 are all surjective and hence ρ4 is also surjective. Therefore it suffices to
show that G is already a sheaf. For the rest of this proof the flasqueness assumption
on F is not needed.

By quasi-compactness, it suffices to verify the sheaf property for open coverings
consisting of finitely many open sets. Let V be an open subset of Y and let {Vi}ni=1

be an open covering of V . Set Vij := Vi ∩ Vj . Let si be sections of G over Vi such
that si and sj agree on Vij . We must show that there is a unique section s of G
over V whose restriction to Vi is si. Before proceeding further we remark that for
any open subset U of X and any α ∈ F(U), if β is the induced element in G(U ∩Y )
then Supp(β) = Supp(α) ∩ Y .

By definition, for each i, there exists an open subset Ui of X and an element
ti ∈ F(Ui) such that Vi = Ui ∩ V and ti maps to si under the canonical map
F(Ui)→ G(Vi). Set Uij := Ui∩Uj and set tij := ti− tj ∈ F(Uij). Since tij vanishes
on Vij = Uij ∩V , therefore its support Zij is a closed subset of Uij avoiding Y . Let

Zij denote the closure of Zij in X . We claim that Zij ∩ Y = ∅.
Since Zij is an open dense subset of Zij , therefore Zij contains all the generic

points of the finitely many irreducible components of Zij . Moreover, Zij is the
set of all the specializations of these generic points. Since each generic point is
outside Y and since Y is stable under generization, it follows that Zij ∩ Y = ∅.

Set Z := ∪i,jZij and U ′i := Ui \ Z. Let t′i be the restriction of ti to U ′i . Then
t′i and t′j agree on U ′i ∩ U ′j and hence there exists a section t′ of F over U ′ := ∪iU ′i
whose restriction to U ′i is t′i. Let s be the image of t′ in G(V ). Then the restriction
of s to Vi equals si. It remains to demonstrate the uniqueness of s.

Let ŝ ∈ G(V ) be such that its restriction to each Vi is si. There is an open
subset U ′′ of U ′ and an element t̂ ∈ F(U ′′) such that t̂ maps to ŝ. Let t′′ be the
restriction of t′ to U ′′. Then the support of t′′ − t̂ is a closed subset W of U ′′ that
avoids Y . Arguing as above, we see that the closure W of W in X also avoids Y .
Then the restriction of t̂ to the open set U ′′ \W agrees with that of t′′ and hence
ŝ = s. �

Lemma 10.3.3. Let f : Y → X be as in 10.3.2. Let Z ⊂ X be a subset that is
stable under specialization. Then for any sheaf F on X, f−1ΓZF = ΓZ∩Y f

−1F .
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Proof. The canonical map f−1ΓZF → f−1F is injective and factors through
ΓZ∩Y f

−1F →֒ f−1F . Therefore it suffices to check that the natural induced map
φ : f−1ΓZF → ΓZ∩Y f

−1F is surjective.
Let V be an open subset of Y . Let s ∈ (ΓZ∩Y f

−1F)(V ). Then there exists an
open subset U of X and an element t ∈ F(U) such that U ∩Y = V and t maps to s
under the canonical map F(U) → (f−1F)(V ). Then Supp(t) ∩ Y = Supp(s) ⊂ Z.
Let W be the set of all specializations of those generic points of (the irreducible
components of) Supp(t) that do not lie in Y . Then W is a closed set avoiding Y .
The restriction of t to the open set U \W then has support in Z. Therefore the
image of t in f−1ΓZF(V ) is an element whose image under φ is s. �

Corollary 10.3.4. Let X be as in 10.3.2. Let x be a point in X and let
Y := X(x) be the set of all generizations of x. Let f : Y → X be the canonical
inclusion map. Let Z2 ⊂ Z1 be subsets of X that are stable under specialization.
Set Z ′i := Zi ∩ Y . Then for any complex F • and any integer i, there is a canonical
isomorphism (Hi

Z′
1/Z

′
2
f−1F •)x −→∼ (Hi

Z1/Z2
F •)x.

Proof. Since f−1 is exact, it preserves quasi-isomorphisms and hence we
may replace F • by a flasque resolution. By 10.3.2, f−1F • consists of flasque
sheaves on Y . Thus we reduce to showing that for any flasque sheaf F on X,
(HiΓZ′

1/Z
′
2
f−1F)x −→∼ (HiΓZ1/Z2

F)x. Since Hi commutes with localization and

f−1 preserves stalks, we reduce to showing that ΓZ′
1/Z

′
2
f−1F = f−1ΓZ1/Z2

F . There-

fore we conclude from the following commutative diagram where the rows are exact
and the two leftmost columns are equalities by 10.3.3.

0 −−−−→ ΓZ′
2
f−1F −−−−→ ΓZ′

1
f−1F −−−−→ ΓZ′

1/Z
′
2
f−1F −−−−→ 0

∥∥∥
∥∥∥

y

0 −−−−→ f−1ΓZ2
F −−−−→ f−1ΓZ1

F −−−−→ f−1ΓZ1/Z2
F −−−−→ 0

�

Proposition 10.3.5. Let f : (X,∆X) → (Y,∆Y) be a map in Fc such that for
any x ∈ X, with y := f(x), OX,x/myOX,x is a finite-dimensional vector space over
the residue field k(y) at y (in particular, ∆X(x) = ∆Y(y)). Then f has finite fibers.
Moreover, for any M• ∈ Coz∆Y

(Y), the following hold.

(i) Γ ′Xf
∗M• ∈ Coz∆X

(X).
(ii) Let y ∈ Y. Set M := M•(y). If f−1{y} = ∅, then Γ ′Xf

∗iyM = 0.
Otherwise, if f−1{y} = {x1, . . . , xn}, then, with p = ∆X(xj) = ∆Y(y),
the ∆X-Cousin complex Γ ′Xf

∗iyM [−p] is only concentrated at the points
xj (1 ≤ j ≤ n), and for any j there is a natural isomorphism

(Γ ′Xf
∗M•)(xj) = (Γ ′Xf

∗iyM [−p])(xj) −→∼ M ⊗y OX,xj

uniquely determined by the natural map

Γxj
Γ ′Xf

∗Mp = Γxj
Γ ′Xf

∗iyM −−→ (f∗iyM)xj −→∼ M ⊗y OX,xj .

Proof. Let x ∈ X, y ∈ Y with y = f(x). Then the local ring of the fiber
space Xy at x is isomorphic to OX,x/myOX,x and hence, by hypothesis, has Krull
dimension zero. Therefore x does not have any nontrivial generization in Xy. Since
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this holds for any element x in Xy, it follows that Xy is zero-dimensional and hence
consists of finitely many points.

Note that Γ ′Xf
∗M• consists of Aqct(X)-modules. For any integer j in view of

the canonical decompositionMj −→∼ ⊕y iyM•(y) (where ∆Y(y) = j), we deduce,
using the same arguments as in 3.1.11 that for any x ∈ X, if j 6= ∆Y(f(x)) = ∆X(x),
then Hi

x(Γ
′

Xf
∗Mj) = 0 for all i.

For this paragraph, fix x ∈ X. Set y := f(x), p := ∆X(x) = ∆Y(y), M =M•(y).
Then there are natural isomorphisms

Hi
x(Γ

′
Xf
∗Mp) −→∼ Hi

mx
(f∗Mp)x −→∼ Hi

mx
(Mp

y ⊗y OX,x) −→∼ Hi
mx

(M ⊗y OX,x).

By hypothesis, myOX,x is mx-primary and hence my-torsionness of M implies that
M ⊗y OX,x is mx-torsion. Thus H0

mx
(M ⊗y OX,x) = M ⊗y OX,x and moreover

Hi
mx

(M ⊗y OX,x) = 0 for i 6= 0. In particular, Hi
x(Γ

′
Xf
∗Mp) = 0 for i 6= 0.

By 10.3.1 it now follows that Γ ′Xf
∗M• ∈ Coz∆X

(X) and moreover for any x ∈ X

we obtain a canonical isomorphism (Γ ′Xf
∗M•)(x) −→∼ M•(f(x)) ⊗f(x) OX,x.

For (ii), with y ∈ Y fixed, we may assume that M• is concentrated only at y.
It follows from the above description that if f−1{y} = ∅, then for all x ∈ X,
(Γ ′Xf

∗M•)(x) = 0 and hence Γ ′Xf
∗M• = 0. Also, if f−1{y} = {x1, . . . , xn} then

Γ ′Xf
∗M• is only concentrated at the points xj . By chasing through the isomor-

phisms in the previous paragraphs for i = 0, we obtain the desired isomorphism
in (ii). �

Let us note that an étale map satisfies the hypothesis on f in 10.3.5. Indeed,
if f is a smooth map of relative dimension d, then d is the sum of the Krull
dimension of (OX,x/myOX,x) and the transcendence degree of the residue field
extension k(y) → k(x) (cf. 2.6.10). Therefore d = 0 implies that myOX,x is mx-
primary and that k(x) is a finite extension of k(y). Thus (OX,x/myOX,x) has finite
length over k(y).

We are now in a position to describe f ♯ for f an étale map. Note that if f is
an étale map, then ωf = OX. Moreover, as in the proof of 8.2.1, we shall identify
the functor (−)⊗OX[0] with the identity functor.

Proposition 10.3.6. Let f : (X,∆X) → (Y,∆Y) be an étale map in Fc. Let
M• ∈ Coz∆Y

(Y). Then Γ ′Xf
∗M• is canonically isomorphic to f ♯M•. More pre-

cisely, with E = E∆X
, the following canonical maps are isomorphisms

(94) Γ ′Xf
∗M• 3.2.1(ii)−−−−−→ EΓ ′Xf

∗M• → ERΓ ′Xf
∗M• (76)−−→ f ♯M•,

and for any x ∈ X, with y := f(x),M := M•(y), the corresponding punctual iso-
morphism is given by

(95) (Γ ′Xf
∗M•)(x) 10.3.5(ii)−−−−−→M ⊗y OX,x −→∼ M ⊗ŷ ÔX,x

4.3.1, I.(i)−−−−−−→ f̂x♯M.

Proof. Let p = ∆X(x). We relate (94) with (95) through a diagram, which
for convenience, is broken into two parts, viz., (96) and (97) below. The rightmost
column of (96) is the same as the leftmost one in (97). The top row of (96) + (97)
gives (95) while the leftmost column of (96) gives the first two maps in (94). The
remaining portion of the outer border of (96) + (97) gives (76), which is the third
map used in (94). Note that in this situation the sign obtained from the map θ
occurring in (76) is trivial because now d = 0 and p = q.
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(96)

Γx (Γ ′Xf
∗M•)p ΓxΓ

′
Xf
∗Mp

3.2.1(ii)

y �1

∥∥∥

Γx (EΓ ′Xf
∗M•)p −−−−→ Hp

xΓ
′

Xf
∗M• truncation−−−−−−→

on M•
Hp
x(Γ

′
Xf
∗Mp[−p]) H0

xΓ
′

Xf
∗Mp

y
y

y
y

Γx (ERΓ ′Xf
∗M•)p −−−−→ Hp

xRΓ
′

Xf
∗M• truncation−−−−−−→

on M•
Hp
x(RΓ

′
Xf
∗Mp[−p]) H0

xRΓ
′

Xf
∗Mp

(97)

ΓxΓ
′

Xf
∗Mp −−−−→ (Γ ′Xf

∗Mp)x −−−−→ (f∗Mp)x −−−−→ M ⊗y OX,x −−−−→ f̂x♯M∥∥∥
x

x
x

H0
xΓ
′

Xf
∗Mp (H0

{x}
Γ ′Xf

∗Mp)x
3.1.3−−−−→ Γmx

(f∗Mp)x −−−−→ Γmx
(M ⊗y OX,x)

y
y

∥∥∥

H0
xRΓ

′
Xf
∗Mp (H0

{x}
RΓ ′Xf

∗Mp)x
(6)−−−−→ H0

mx
(f∗Mp)x
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The commutativity of all the subrectangles in (96) and (97) except �1 are
verified easily. For�1, set C• := Γ ′Xf

∗M•. We may then rewrite�1 as the following.

ΓxCp ΓxCpy
∥∥∥

Γx (EC•)p −−−−→ Hp
xC• −−−−→ Hp

x(Cp[−p])
For commutativity of �1 we now refer to the proof of 3.2.1(iii). Note that every
map in �1 is an isomorphism.

All the horizontal maps in (96) are isomorphisms and all the maps (horizontal
as well as vertical) in (97) are isomorphisms. Therefore the vertical maps in (96),
in particular the ones in the leftmost column are also isomorphisms. In particular
the middle maps in (94) is also an isomorphism. �

Proposition 10.3.7. Let f : (X,∆X) → (Y,∆Y) be an etale map in Fc. Let
M• ∈ Coz∆Y

(Y). Set F • := RΓ ′Xf
∗M•. Then the following diagram commutes

in D(X) and moreover all the maps in it are D(X)-isomorphisms.

Γ ′Xf
∗M• −−−−→ RΓ ′Xf

∗M•
y3.2.1(ii)

y3.3.2

EΓ ′Xf
∗M• −−−−→ ERΓ ′Xf

∗M•

Thus, the Suominen isomorphism RΓ ′Xf
∗M• −→∼ ERΓ ′Xf

∗M• is the composition
of the following (explicit) isomorphisms

RΓ ′Xf
∗M• (canonical)−1

−−−−−−−−−→ Γ ′Xf
∗M• 3.2.1(ii)−−−−−→ EΓ ′Xf

∗M• canonical−−−−−−→ ERΓ ′Xf
∗M•.

Proof. The vertical maps in the given diagram are D(X)-isomorphisms and
by 10.3.6, the bottom row is an isomorphism. Therefore only commutativity of the
above diagram needs to be shown. The complexes involved in the above diagram
are all ∆X-CM in D(X). Let C,D be as in §3.3. Since E = E∆X

is fully faithful

as a functor from D to C (3.3.1), it suffices to verify that E applied to the above
diagram gives a commutative diagram.

Set C• := Γ ′Xf
∗M• ∈ C and N • := RΓ ′Xf

∗M• ∈ D. There is a canonical map
QC• → N • and E of the above diagram may be written as the following one.

EQC• −−−−→ EN •

EQ(C• −→∼ EQC•)

y
yE(N• −→∼ QEN•)

EQEQC• −−−−→ EQEN •

The vertical map on the left is also the same as (EQC•) −→∼ EQ(EQC•) (see proof
of 3.3.2) while the vertical map on the right is, by the defining property of the
Suominen isomorphism, the same as (EN •) −→∼ EQ(EN •). Thus the preceding
diagram commutes for functorial reasons. �

Completion of a formal scheme along an open ideal is an etale map. In this
case we obtain further concrete descriptions of (−)♯. We begin with a preparatory
Lemma.
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Lemma 10.3.8. Let (Z,∆Z) ∈ Fc. Let I be an open coherent ideal in OZ. Let
κ : (X,∆X) → (Z,∆Z) be the completion map corresponding to the completion of Z

along I. Let F • be a complex of Aqct(Z)-modules such that for any integer j, F j is
a direct sum of modules of the type izFz for z ∈ Z, where Fz is a zero-dimensional
OZ,z-module. Set κ! := κ−1ΓI . Then the following hold.

(i) The canonical maps κ−1ΓI F • → κ∗ΓI F • → Γ ′Xκ
∗F • are isomorphisms

and for any integer j, κ−1ΓI F j is a direct sum of modules of the type ixFz
for x ∈ X, where z = κ(x) and Fz the corresponding OZ,z-module.

(ii) Suppose F • ∈ Coz∆Z
(Z). Then κ!F • ∈ Coz∆X

(X) and for any x ∈ X,
with z = κ(x), F = F •(z), we have (κ!F •)(x) = (κ!izF )(x) = F .

(iii) Suppose F • consists of Aqct(Z)-injectives. Then κ!F • consists of Aqct(X)-
injectives and the canonical map Γ ′Xκ

∗F • → RΓ ′Xκ
∗F • is an isomorphism.

Proof. That κ−1ΓI F • → κ∗ΓI F • is an isomorphism follows immediately
from the fact that ΓI F • consists of I-torsion modules. At any rate, for (i), since
κ−1, κ∗, ΓI , Γ

′
X commute with direct sums, we may replace F • by a single sheaf

F := izF . Since F ∈ Aqct(Z) therefore ΓIF = Γ|X|F where we identify the underly-

ing topological space |X| of X by its image in Z, viz., Supp(OZ/I). If z ∈ |X|, then
Γ|X|(izF ) = izF , and if z /∈ |X|, then Γ|X|(izF ) = 0. In the former case, if x is the

unique point mapping to z, then κ−1izF = ixF . Moreover, since ΓI izF = izF is
an I-torsion module, therefore the natural maps κ−1izF → κ∗izF ← Γ ′Xκ

∗izF are
isomorphisms. Thus (i) and (ii) follow.

For (iii), by (i) above and 2.3.6, it only remains to be verified that the natural
map Γ ′Xκ

∗F • → RΓ ′Xκ
∗F • is an isomorphism. Since it suffices to prove this locally,

we may assume that IOX is generated by global sections. Then we conclude by 3.1.7.
�

Proposition 10.3.9. Let κ,X,∆X,Z,∆Z and I be as in 10.3.8. Then for any
M• ∈ Coz∆Z

(Z), the canonical graded isomorphism κ−1ΓIM• −→∼ κ♯M•, given
at the punctual level, with x ∈ X, z = κ(x),M =M•(z), by

(κ−1ΓIM•)(x) = M −→∼ M ⊗z OX,x
completions−−−−−−−−−→

and 4.3.1, I.(i)
κ̂x♯M,

is an isomorphism of complexes.

Proof. It suffices to prove that the outer border of the following diagram
commutes

(κ−1ΓIM•)(x)
10.3.8(i)−−−−−→ (Γ ′Xκ

∗M•)(x) (Γ ′Xκ
∗M•)(x)

∥∥∥
y10.3.5(ii)

y(95)

M −−−−→ M ⊗z OX,x −−−−→ κ̂x♯M

for then the Proposition follows from 10.3.6 because the isomorphisms in 10.3.8(i)
and (94) are maps of complexes. The square on the right commutes by defini-
tion of (95). For the square on the left we expand as follows and the required
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commutativity is verified easily.

(κ−1ΓIM•)(x) −−−−→ (κ∗ΓIM•)(x) −−−−→ (Γ ′Xκ
∗M•)(x)

y
y

y

(κ−1ΓI izM)x −−−−→ (κ∗ΓI izM)x −−−−→ (Γ ′Xκ
∗izM)xy

y
y

(κ−1izM)x −−−−→ (κ∗izM)x (κ∗izM)xy
y

y

M −−−−→ M ⊗z OX,x M ⊗z OX,x

�

Remark 10.3.10. In the situation of 10.3.9, for any z ∈ Z, with x = κ(z),
the completions of the local rings OZ,z and OX,x along their maximal ideals are
canonically isomorphic to each other. Therefore, if we make the identification

ÔZ,z = ÔX,x, then we find that

1♯
Z
κ−1ΓIM• = κ−1ΓI 1♯

X
M• = κ♯M•, κ∗κ

♯M• = ΓI 1♯
X
M•.

We conclude this subsection with some remarks concerning the Suominen iso-
morphism S. We have already seen two instances, viz., 10.1.9 and 10.3.7 where an
explicit form for S is obtained. In fact we can generalize further. We shall use the
principle, already used in the proof of 10.3.7, which is that for any CM complex N •,
to find an explicit candidate for S(N •), it suffices to find an explicit isomorphism
from N • to a Cousin complex C•, because, S(C•) is represented by the isomorphism
of 3.2.1(ii). We elaborate below.

Let (X,∆X)
f1−−→ (Z,∆Z)

f2−−→ (Y,∆Y) be maps in Fc where f1 is an etale map
and f2 is an adic smooth map of relative dimension d. Let M• ∈ Coz∆Y

(Y). Set
f := f2f1. Let us obtain an explicit description of S(RΓ ′Xf

⋄M•).
There are canonical isomorphisms f⋄M• −→∼ f⋄1 f

⋄
2M• = f∗1 f

⋄
2M• and hence

there are natural explicit D(X)-isomorphisms

RΓ ′Xf
⋄M• −→∼ RΓ ′Xf

∗
1 f
⋄
2M•

∼−−→
(90)

RΓ ′Xf
∗
1E∆Z

f⋄2M•
∼←−−−−

10.3.7
Γ ′Xf

∗
1E∆Z

f⋄2M•.

Since C• := Γ ′Xf
∗
1E∆Z

f⋄2 is a Cousin complex, therefore, via the above isomorphism,
S(RΓ ′Xf

⋄M•) is now given by the isomorphism of 3.2.1(ii).
Now assume further that f1 = κ is the completion map as in 10.3.9. Choose

an Aqct(Z)-injective resolution f⋄2M• → I•. Since κ is flat the induced map
κ∗f⋄2M• → κ∗I• is also a quasi-isomorphism. There are natural isomorphisms

RΓ ′Xf
⋄M• −→∼ RΓ ′Xκ

∗I• 10.3.8(iii)−−−−−−−−→
and 10.3.8(i)

κ−1ΓI I• ←−∼ κ−1ΓIE∆Z
f⋄2M•

where the last map is obtained by applying κ−1ΓI to the homotopy-unique quasi-
isomorphism Ef⋄2M• → I• induced by the quasi-isomorphism ηf2(M•) (10.1.9).
Now with C• := κ−1ΓIE∆Z

f⋄2M•, (see 10.3.8(ii)) we see that the isomorphism
in 3.2.1(ii) represents S(RΓ ′Xf

⋄M•).
The above results can in fact be applied to any smooth map, albeit locally.

Indeed, any smooth map f : X→ Y in F can be factored locally on X as f
∣∣
U

= f2f1
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where f2 : Z→ Y is an adic smooth map and f1 : U→ Z is an étale map. This can be

shown by an argument involving locally choosing a differential basis of Ω̂1
f . A recent

result of Alonso Tarŕıo, Jeremı́as López and Pérez Rodŕıguez [4] says that f1 can
in fact be chosen to be a completion map such as κ above. (However their result is
stated only for formally smooth maps which are of pseudo-finite type; it is possible
though, that their result holds more generally for essentially pseudo-finite type too.)
Thus all the descriptions given above may be applied locally.
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