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Abstract. We provide a general basis, based on the weak truncation error, for proving L
∞ error

bounds for the porous medium equation in one space dimension. We show how such bounds for the
solution can lead to estimates for the interface of the support for the solution, and we apply this theory

to a specific finite difference approximation to the differential equation.

1. Introduction. We are concerned with numerical approximations to the so-called

porous-medium equation [7],

(1.1)

{

ut = φ(u)xx, x ∈ R, t > 0, φ(u) = um, m > 1,

u(x, 0) = u0(x), x ∈ R.

We assume that the initial data u0(x) has bounded support, that 0 ≤ u0 ≤ M , and that

φ(u0)x ∈ BV (R). It is well known that a unique solution u(x, t) of (1.1) exists, and that

u satisfies

(1.2)
0 ≤ u ≤M, u( · , t) has bounded support, and

TVφ(u( · , t))x ≤ TVφ(u0)x.

If the data has slightly more regularity, then this too is satisfied by the solution. Specif-

ically, if m is no greater than two and u0 is Lipschitz continuous, then u( · , t) is also

Lipschitz; if m is greater than two and (um−1
0 )x ∈ L∞(R), then (u( · , t)m−1)x ∈ L∞(R)

(see [4]). (This will follow from results presented here, also.) We also use the fact that the

solution u is Hölder continuous in t [4].

As already remarked, if the nonnegative initial data u0 has bounded support, then the

solution u(x, t) also has bounded support for all time; this contrasts when m = 1 and (1.1)

is the heat equation. It is therefore of interest that a numerical scheme for (1.1) be able to

estimate not only the solution u(x, t), but also the location of the boundary of the support

of u.

Several numerical schemes that estimate the numerical interface have been proposed

for the one-dimensional porous medium equation. Methods introduced by Tomoeda and
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Mimura [11] and DiBenedetto and Hoff [4] are based on the equation for the pressure

v = um−1:
vt =

m

m− 1
v2

x +mvvxx, x ∈ R, t > 0,

v(x, 0) = v0(x) = um−1
0 (x), x ∈ R.

Each method uses a finite difference scheme that is modified to track the estimated interface

of the support. The true interface z(t) at the right edge of the support satisfies the

differential equation

(1.3) zt = − m

m− 1
vx(z(t) − 0, t).

DiBenedetto and Hoff and Tomoeda and Mimura both use a numerical version of this

condition to track the fronts.

The second type of method, introduced by Gurtin et al. [5], and analyzed by Hollig and

Pilant [6], transforms the support of u(x, t) to a fixed domain [−1, 1] and solves numerically

the transformed differential equation using finite elements. Using a technical assumption

that ensures that z′(t) > 0 for all t, Hollig and Pilant have had great success in estimating

both the position of the interface and the value of the function u(x, t). They have also

been able to show that for small time the interface is a C∞ curve in x, t space.

There appear to be several difficulties with the underlying concepts of either front

tracking or domain transformation when one attempts to apply them to problems in more

than one space dimension. Both Rose [10] and Jerome [7] have introduced and analyzed

finite-element methods for problems in several space dimensions without concern for esti-

mating the interface of the support of the solution. We hope that the approach developed

in this paper will eventually be applicable to several space dimensions.

In this paper we prove error bounds for the simplest finite-difference scheme based

directly on (1.1):

(1.4)

Un+1
i − Un

i

∆t
= δ2xφ(Un)i, n ≥ 0, i ∈ Z,

U0
i = u0(ih), i ∈ Z,

where φ(u) = um, h is the spatial mesh increment, ∆t is the time step, and Un
i is an

approximation to u(ih, n∆t). Our error bounds are of the form

‖u( · , n∆t)− Un( · )‖L∞(R) ≤ Chβ , 0 ≤ n ≤ N,

for some N , where β depends on the Hölder exponents of continuity of u and uh. Like

several authors before us [1] [9], we make the trivial observation that if Chβ ≤ ε and

Uk
i > ε for some k ≤ n, then the point (ih, n∆t) is unquestionably in the support of u.

We therefore have an inner estimate for the support of u(x, t), with a natural numerical
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boundary. Estimates for the difference between the numerical boundary and the true

interface of the support, based on the differential equation satisfied by the interface and on

the regularity properties of the true solution u, follow. (Previously, Nochetto [9] followed a

similar program of deriving interface estimates from Lp bounds, but he required a certain

global-in-time non-degeneracy assumption on the behavior of u near the boundary of its

support that we do not assume. However, our results agree with his if we assume that the

non-degeneracy assumption is satisfied locally in time.) Note that our interface estimate

is not based on front tracking, but on a trivial post-processing of a numerical solution that

may have rapidly increasing support.

We will use the following notation for what we call the weak truncation error. Let

{uh(x, t)}0<h≤h0
be a family of approximate solutions, each of which is assumed to be

bounded and nonnegative. For given uh, the weak truncation error E is the functional

(1.5) E(uh, w, T ) =

∫

R

uh(x, · )w(x, · )|T0 dx−
∫ T

0

∫

R

(uhwt + φ(uh)wxx) dx dt

defined on X = {w ∈ C2 : w( · , t), w, wt, wxx are integrable}. Of course, u is the unique

solution of (1.1) if and only if E(u, · , · ) ≡ 0.

The rest of the paper is as follows. In Section 2, the difference in L∞ between an

approximate solution uh and the true solution u is bounded in terms of the weak truncation

error E. In Section 3, error estimates for the interface are proved. In Section 4, this theory

is applied to the finite difference scheme (1.4).

2. L∞(R) Error Bounds. The following theorem expresses the error of approxima-

tions uh in terms of the weak truncation error E.

Theorem 2.1. Let {uh} be a family of approximate solutions satisfying (for 0 ≤ t ≤
T )

(a) 0 ≤ uh(x, t) ≤M, x ∈ R, t > 0,

(b) both u and uh are Hölder–α in x for some α ∈ (0, 1 ∧ 1/(m − 1)); uh is right

continuous in t; and uh is Hölder continuous in t on strips R× (tn, tn+1), with the

set {tn} having no limit points;

(c) there exists a positive function ω(h, ε) such that: whenever {wε}0<ε≤ε0 is a family

of functions in X for which

(2.1) ‖wε‖∞, ‖wε
x( · , t)‖L1(R) ≤ 1/ε

and

(2.2)















‖wε
x‖∞, ‖wε

xx( · , t)‖L1(R), ‖wε
t( · , t)‖L1(R), ‖wε( · , t)‖L1(R) and

sup
x∈R

0≤t1<t2≤T

|wε(x, t2) − wε(x, t1)|
|t2 − t1|1/2

≤ 1/ε2,
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then

|E(uh, wε, T )| ≤ ω(h, ε).

There is a constant C = C(m,M, T ) such that

(2.3) ‖u− uh‖∞,R×[0,T ] ≤ C

[

sup

∣

∣

∣

∣

∫

R

(u0(x) − uh(x, 0))w(x, 0) dx

∣

∣

∣

∣

+ ω(h, ε) + εα
]

,

where the supremum is taken over all w ∈ X that satisfy (2.1) and (2.2).

Proof. Let z be in X. Because E(u, · , · ) ≡ 0, Equation (1.5) implies that

(2.4)

∫

R

∆uz|T0 dx =

∫ T

0

∫

R

∆u(zt + φ[u, uh]zxx) dx dt−E(uh, z, t),

where ∆u = u− uh and

φ[u, uh] =
φ(u) − φ(uh)

u− uh
.

Extend φ[u, uh](x, t) = φ[u, uh](x, 0) for negative t, and φ[u, uh](x, t) = φ[u, uh](x, T ) for

t > T . Fix a point x0 and a number ε > 0. Let jε be a smooth function of x with integral

1 and support in [−ε, ε], and let Jδ be a smooth function of x and t with integral 1 and

support in [−δ, δ] × [−δ, δ]; δ and ε are positive numbers to be specified later. We choose

z = zεδ to satisfy

(2.5)

{

zt + (δ + Jδ ∗ φ[u, uh])zxx = 0, x ∈ R, 0 ≤ t ≤ T

z(x, T ) = jε(x− x0).

Because the partial differential equation (2.5) is strictly parabolic with smooth coefficients,

the following results are direct consequences of maximum principle arguments; observe that

all constants are independent of ε and δ.

‖zεδ‖∞ ≤ ‖jε‖∞ ≤ C/ε

‖zεδ
x ‖∞ ≤ ‖j′ε‖∞ ≤ C/ε2(2.6)

‖zεδ
x ( · , t)‖1 ≤ ‖j′ε‖1 ≤ C/ε

‖zεδ
xx( · , t)‖1 ≤ ‖j′′ε ‖1 ≤ C/ε2(2.7)

Note also that (2.7) implies that for δ ≤ δ0,

(2.8) ‖zεδ
t ( · , t)‖1 ≤ C/ε2.

The following simple argument shows that

(2.9)
|zεδ(x, t2) − zεδ(x, t1)|

|t2 − t1|1/2
≤ C/ε2.
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By (2.6) and (2.8), for any positive H,

|zεδ(x, t2) − zεδ(x, t1)| =
1

H

∣

∣

∣

∣

∣

∫ x+H

x

[zεδ(y, t2) − zεδ(y, t1)] dy

∣

∣

∣

∣

∣

+O

(

H

ε2

)

≤ 1

H

∫ x+H

x

∫ t2

t1

|zεδ
t (y, t)| dt dy+O

(

H

ε2

)

≤ 1

H
· C
ε2

· |t2 − t1| + C
H

ε2

=
C

ε2

( |t2 − t1|
H

+H

)

=
C

ε2
|t2 − t1|1/2

if H = |t2 − t1|1/2.

If we let C be the maximum of the above constants—still independent of ε and δ—the

family

{

1

C
zεδ

}

0<δ≤δ0

satisfies (2.1) and (2.2). So, by assumption,

|E(uh,
1

C
zεδ , T )| ≤ ω(h, ε);

or, because E is linear in the test function,

|E(uh, zεδ, T )| ≤ Cω(h, ε),

where the constant C is independent of both ε and δ.

We now use this information to provide a pointwise bound for ∆u. Equation (2.4)

implies that

(jε ∗ ∆u)(x0, T ) =

∫

R

∆u0z
εδ( · , 0) dx

+

∫ T

0

∫

R

∆u(φ[u, uh] − δ − Jδ ∗ φ[u, uh])zεδ
xx dx dt− E(uh, zεδ, T ).

Using our inequalities, we can bound the left hand side of the preceding equation as

(2.10)

|(jε ∗ ∆u)(x0, T )| ≤
∣

∣

∣

∣

∫

R

∆u0z
εδ( · , 0) dx

∣

∣

∣

∣

+ Cω(h, ε)

+ C

∫ T

0

∫

R

|φ[u, uh] − δ − Jδ ∗ φ[u, uh]| |zεδ
xx| dx dt

where, again, the constants are independent of ε and δ. If we let δ vanish, the last term

tends to zero. To see this, observe that, for fixed t,
∫

R

|φ[u, uh] − δ − Jδ ∗ φ[u, uh]| |zεδ
xx| dx ≤ ‖φ[u, uh] − δ − Jδ ∗ φ[u, uh]‖L∞(R) · C/ε2 → 0
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because u and uh are Hölder in x and locally Hölder in t. Furthermore, because the

absolute value of each integral is bounded by C/ε2 uniformly in δ, the double integral

must tend to zero by the Lebesgue Dominated Convergence Theorem.

The conclusion of the theorem now follows from (2.10) and the fact that

|jε ∗ ∆u(x0, t) − ∆u(x0, t)| ≤ Cεα,

which follows from our assumption (b).

3. Estimates for the Interface. In this section we will assume that the approx-

imating family {uh} and the solution u of (1.1) satisfy the hypotheses, and hence the

conclusion, of Theorem 2.1. Assume also that
∣

∣

∫

∆u0w( · , 0) dx
∣

∣ and ω(h, ε) are bounded

in terms of h and ε in such a way that the error bound becomes

(3.1) ‖u− uh‖L∞(R×[0,T ]) ≤ C0h
β

for some β > 0. For simplicity we assume that u( · , t) has bounded, connected support,

with right hand interface curve x = z(t). We fix ∆t, let tn = n∆t, and define an approxi-

mate right-hand interface curve zn ≈ z(tn) by

(3.2) zn+1 = inf
{

x ≥ zn : uh(y, tn+1) ≤ 2C0h
β , ∀y ≥ x

}

, n ≥ 0.

The initial approximation z0 may be defined as

z0 = inf
{

x : uh(y, 0) ≤ 2C0h
β , ∀y ≥ x

}

,

or through some other method; we require only that z0 ≤ z(0). Note that the set in (3.2)

is nonempty by (3.1), because u( · , tn+1) has compact support.

The approximation for the interface can be computed simply by noting that the right

side approximate interface, for example, moves only to the right with time. Thus, after

each time step one only has to examine a few mesh points to the right of the current

interface to decide whether or not to increment the value of zn to obtain zn+1.

The results in this section are based upon arguments introduced by DiBenedetto and

Hoff [4]; we refer the reader to this paper for the regularity results that we use in Lemma

3.2.

Lemma 3.1. If z0 ≤ z(0), then zn ≤ z(tn).

Proof. The proof is obvious.
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Lemma 3.2. Assume in addition to (1.2) that u0 satisfies (um−1
0 )xx ≥ −C2 as a

distribution. Then there are constants C1 = C1(m) and C3 = C3(u0) such that, for

s > 0 and t ≥ ∆t,

(3.3) um−1(z(t) − s, t) ≥ sC1
z(t) − z(t− ∆t)

∆t
− 1

2
C2s

2 − C3∆t
1/2

Proof. Because v = um−1 is Hölder–1/2 in t,

v(z(t) − s, t) =
1

∆t

∫ t

t−∆t

v(z(t) − s, τ) dτ +O(∆t1/2)

=
1

∆t

∫ t

t−∆t

v(z(τ) − s, τ) dτ

+
1

∆t

∫ t

t−∆t

[v(z(t) − s, τ)− v(z(τ) − s, τ)] dτ +O(∆t1/2).

Because v is Lipschitz in x for all time, and z(t) is Lipschitz with

C1ż(t) = −vx(z(t) − 0, t) a.e.,

the second integral is O(∆t) = O(∆t1/2) for small ∆t.

Because vxx ≥ −C2 for x and t in the interior of the support of v,

v(z(τ) − s, τ) ≥ v(z(τ), τ) − vx(z(τ), τ)s− C2

2
s2

= 0 + C1ż(τ)s−
C2

2
s2 a.e.

Thus,

v(z(t) − s, t) ≥ 1

∆t

∫ t

t−∆t

[C1ż(τ)s−
C2

2
s2] dτ +O(∆t1/2)

≥ C1s

[

z(t) − z(t− ∆t)

∆t

]

− C2

2
s2 − C3∆t

1/2.

The following theorem is our main result on estimating interface curves.

Theorem 3.3. Assume that {uh} and u satisfy the hypotheses of Theorem 2.1 and

the estimate (3.1), that z0 ≤ z(0), and that (um−1
0 )xx ≥ −C2 as a distribution. Then for

sufficiently small ∆t there is a constant C = C(u0, T,m) such that the approximations zn

satisfy

(3.4) |z(tn) − zn|2 ≤ C
[

|z(0) − z0|2 + h(m−1)β + ∆t1/2
]
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for t ∈ [0, T ].

Proof. Let sn = |z(tn) − zn| = z(tn) − zn by Lemma 3.1. The definition of zn and

(3.1) imply that

u(z(tn) − sn, tn) ≤ uh(z(tn) − sn, tn) + C0h
β

= uh(zn, tn) + C0h
β ≤ 3C0h

β .

Therefore, from Lemma 3.2,

(3.5)

(

3C0h
β
)m−1

≥ u(z(tn) − sn, tn)m−1

≥ C1

[

z(tn) − z(tn−1)

∆t

]

sn − C2

2
(sn)2 − C3∆t

1/2

≥ C1

[

sn − sn−1

∆t

]

sn − C2

2
(sn)2 − C3∆t

1/2 (because (zn − zn−1)/(∆t) ≥ 0).

Rearranging the terms in this inequality shows that

(sn)2 ≤ snsn−1 + C∆t
[

(sn)2 + hβ(m−1) + ∆t1/2
]

≤ (sn)2

2
+

(sn−1)2

2
+ C∆t

[

(sn)2 + hβ(m−1) + ∆t1/2
]

,

so that

(1 − 2C∆t)
(sn)2

2
≤ (sn−1)2

2
+ C∆t

[

hβ(m−1) + ∆t1/2
]

,

or
(sn)2

2
≤ (1 + C∆t)

(sn−1)2

2
+ C∆t

[

hβ(m−1) + ∆t1/2
]

.

Solving this recurrence gives the statement of the theorem.

We can improve this bound if we know a priori that ż(t) ≥ C > 0 a.e. on a time

interval [tn−1, tn]. It is known [2] that for some time interval [0, t̄ ], ż(t) = 0, and that after

this time ż(t) > 0 (t̄ may be zero). The time t̄ is known as the waiting time. So for large

time, the following corollary holds.

Corollary 3.4. If, in addition to the hypotheses of Theorem 3.3, ż(t) ≥ C > 0 a.e.

on [tn−1, tn] (n > 0) and

|z0 − z(0)|2 ≤ C
[

h(m−1)β + ∆t1/2
]

,

then

|zn − z(tn)| ≤ C
[

h(m−1)β + ∆t1/2
]

.
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Proof. We see from (3.5) that with the extra hypothesis on ż,

(3.6) |sn| ≤ C(sn)2 + C
(

h(m−1)β + ∆t1/2
)

.

Our assumption on z0 applied to (3.4) implies that

(sn)2 ≤ C
(

h(m−1)β + ∆t1/2
)

.

The conclusion follows from substituting this into (3.6).

Remark. Assuming the L∞ bounds on uh, Corollary 3.4 is implied by results in [9].

4. Application to a particular scheme. We analyze the simple scheme

(4.1)
Un+1

k − Un
k

∆t
=
δ2φn

k

h2
=
φ(Un

k−1) − 2φ(Un
k ) + φ(Un

k+1)

h2
, n ≥ 0, k ∈ Z,

where h is the mesh spacing, ∆t is the time step, and Un
k is meant as an approximation to

u(kh, n∆t), where u is the solution of (1.1). We let φn
k = φ(Un

k ). The following theorem

summarizes the discrete regularity results that we will use.

Theorem 4.1. If

0 ≤ U0
k ≤M,(4.2)

U0
k+1 − U0

k

h
= 0 for large |k|,(4.3)

∑

k∈Z

|δ2φ0
k|

h2
h = V <∞, and(4.4)

∆t

h2
≤ 1

2mMm−1
,(4.5)

then Un
k is defined for all k and n, and

0 ≤ Un
k ≤M,(4.6)

∑

k∈Z

|δ2φn
k |

h2
h ≤ V,(4.7)

∣

∣

∣

∣

φn
k+1 − φn

k

h

∣

∣

∣

∣

≤ V,(4.8)

∑

k∈Z

∣

∣

∣

∣

Un+1
k − Un

k

∆t

∣

∣

∣

∣

h ≤ V, and(4.9)

∑

k∈Z

∣

∣

∣

∣

Un
k+1 − Un

k

h

∣

∣

∣

∣

h ≤
∑

k∈Z

∣

∣

∣

∣

U0
k+1 − U0

k

h

∣

∣

∣

∣

h.(4.10)
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Proof. This theorem is similar to results for numerical methods for hyperbolic conser-

vation laws, and we refer the reader to Lucier [8], for example, for more detailed arguments.

We can write

(4.11) Un+1
k = Un

k − 2∆t

h2
φ(Un

k ) +
∆t

h2
φ(Un

k−1) +
∆t

h2
φ(Un

k+1).

Because of (4.5), Un+1
k is an increasing function of Un

k , Un
k−1 and Un

k+1. Therefore, Un →
Un+1 is an order preserving map of L1(Z) (or L∞(Z)) to itself: if Un

k ≤ V n
k for all k, then

Un+1
k ≤ V n+1

k for all k. (4.6) follows immediately. It is also obvious that
∑

k∈Z
Un+1

k =
∑

k∈Z
Un

k , so that time-stepping also preserves the integral of Un. A theorem of Crandall

and Tartar [3] now implies that for every U0 and V 0 satisfying (4.2) and (4.3),

∑

k∈Z

|Un
k − V n

k | ≤
∑

k∈Z

|U0
k − V 0

k |.

(4.7) and (4.9) follow by setting V 0 = U1. (4.10) follows by setting V 0
k = U0

k+1. (4.8) is

an immediate consequence of (4.7) and (4.3).

We have the following estimate for the weak truncation error of the scheme.

Theorem 4.2. Assume that the hypotheses of Theorem 4.1 hold. Let uh( · , tn) be

the piecewise linear interpolant of {Un
k }k∈Z

, and set

uh(x, t) = uh(x, tn) for tn ≤ t < tn+1.

Then we can take ω(h, ε) = Ch/ε2 in Theorem 2.1.

Proof. We write u for uh and w for wε as introduced in Theorem 2.1. We must estimate

E(u, w, T ). First, we assume that T = tN , for if tN ≤ T < tn+1

∣

∣

∣

∣

∫

R

uw|TtN dx

∣

∣

∣

∣

≤
∫

R

∫ T

tN

|u(x, tN)wt(x, s)| ds dx ≤ C∆t/ε2 ≤ Ch2/ε2.

∣

∣

∣

∣

∣

∫ T

tN

∫

R

uwt dx dt

∣

∣

∣

∣

∣

≤C∆t/ε2 ≤ Ch2/ε2; and

∣

∣

∣

∣

∣

∫ T

tn

∫

R

φwxx dx dt

∣

∣

∣

∣

∣

≤C∆t/ε2 ≤ Ch2/ε2.

We define Hj to be the continuous, piecewise linear “hat function” that is zero for xk 6=
xj = jh and is one for xk = xj , and let

Ij(x) =

∫ x

−∞

Hj(s) ds =























0, for x ≤ xj−1,

(x− xj−1)
2/(2h), for xj−1 ≤ x ≤ xj ,

h− (x− xj+1)
2/(2h), for xj ≤ x ≤ xj+1,

h, for xj+1 < x.
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Note also that

(4.12)

N
∑

n=1

∫

R

|w(x, tn) − w(x,tn−1)| |u(x, tn) − u(x, tn−1)| dx

≤ C

N
∑

n=1

∆t1/2 · 1

ε2

(

∑

k∈Z

∣

∣

∣

∣

Un
k − Un−1

k

∆t

∣

∣

∣

∣

h

)

∆t

≤ C

N
∑

n=1

h

ε2
V∆t ≤ CTh/ε2.

To begin, we have that

∫

R

∫ T

0

uwt dt dx =
N−1
∑

n=0

∫

R

∫ tn+1

tn

uwt dt dx =
N−1
∑

n=0

∫

R

u(x, tn)[w(x, tn+1) − w(x, tn)] dx

=

∫

R

u(x, tN )w(x, tN) dx−
∫

R

u(x, 0)w(x, 0) dx

−
N
∑

n=1

∫

R

w(x, tn)[u(x, tn) − u(x, tn−1)] dx.

Thus,

∫

R

uw|T0 dx−
∫

R

∫ T

0

uwt dt dx

=

N
∑

n=1

∫

R

w(x, tn)[u(x, tn) − u(x, tn−1)] dx

=
N
∑

n=1

∫

R

w(x, tn−1)[u(x, tn) − u(x, tn−1)] dx+O
(

h/ε2
)

by (4.12)

=

N
∑

n=1

∫

R

w(x, tn−1)

(

∑

k∈Z

Un
k − Un−1

k

∆t
Hk(x)

)

dx∆t+O
(

h/ε2
)

=

N
∑

n=1

∫

R

w(x, tn−1)

(

∑

k∈Z

δ2φn−1
k

h2
Hk(x)

)

dx∆t+O
(

h/ε2
)

= −
N
∑

n=1

∫

R

wx(x, tn−1)

(

∑

k∈Z

δ2φn−1
k

h2
Ik(x)

)

dx∆t+O
(

h/ε2
)

11



From the definition of Ik we know that for xk ≤ x ≤ xk+1,

∑

j∈Z

δ2φj

h2
Ij(x) =

∑

j≤k−1

(

δ2φj

h2
h

)

+
δ2φk

h2
Ik(x) +

δ2φk+1

h2
Ik+1(x)

=
φk − φk−1

h
+
δ2φk

h2

[

h− (x− xk+1)
2

2h

]

+
δ2φk+1

h2

(x− xk)2

2h

=
φk+1 − φk

h
− δ2φk

h2

(x− xk+1)
2

2h
+
δ2φk+1

h2

(x− xk)2

2h
.

Thus,

∫

R

uw|T0 dx−
∫

R

∫ T

0

uwt dt dx

= −
N
∑

n=1

∑

k∈Z

∫ xk+1

xk

wx(x, tn−1)

[

φn−1
k+1 − φn−1

k

h
+O(h)

{

δ2φn−1
k

h2
+
δ2φn−1

k+1

h2

}]

dx∆t

+O
(

h/ε2
)

.

The term in braces is bounded by

Ch‖wx‖∞
N
∑

n=1

∑

k∈Z

∣

∣

∣

∣

δ2φn−1
k

h2

∣

∣

∣

∣

h∆t ≤ Ch/ε2.

Now let ψ( · , t) be the continuous, piecewise linear interpolant of φ( · , t). On [xk, xk+1],

ψx = (φk+1 − φk)h, and because of (4.7),

∫

R

|ψxx| dx ≤ V,

where the integral is really the total measure of ψxx We then have

∫

R

uw|T0 dx−
∫

R

∫ T

0

uwt dt dx = −
N
∑

n=1

∫

R

(wxψx)(x, tn−1) dx∆t+O
(

h/ε2
)

= −
N
∑

n=1

∫ tn

tn−1

∫

R

(wxψx)(x, t) dx dt+O
(

h/ε2
)

12



since

|
N
∑

n=1

∫ tn

tn−1

∫

R

[(wxψx)(x, t) − (wxψx)(x, tn−1) dx dt|

=

∣

∣

∣

∣

∣

N
∑

n=1

∫

R

ψx(x, tn−1)

{

∫ tn

tn−1

[wx(x, t) − wx(x, tn−1)] dt

}

dx

∣

∣

∣

∣

∣

≤
∣

∣

∣

∣

∣

N
∑

n=1

∫

R

ψxx(x, tn−1)

∫ tn

tn−1

[w(x, t) − w(x, tn−1)] dt dx

∣

∣

∣

∣

∣

≤
N
∑

n=1

∑

k∈Z

|δ2φn
k |

h2
h

∫ tn

tn−1

|t− tn−1|1/2

ε2
dt, by (2.2)

≤
N
∑

n=1

V
C∆t3/2

ε2
by (4.7)

≤
N
∑

n=1

C · Ch
ε2

· ∆t = O
(

h/ε2
)

,

because h = C∆t1/2. Thus

∫

R

uw|T0 dx−
∫

R

∫ T

0

uwt dt dx = −
∫

R

∫ T

0

wxφx dt dx−
∫

R

∫ T

0

wx(φ−ψ)x dt dx+O
(

h/ε2
)

.

We must show that
∫

R

∫ T

0
wx(φ− ψ)x dt dx = O

(

h/ε2
)

.

First note that there is a constant C = C(m) such that for all u, v ≥ 0,

|um − vm| ≥ C|u− v|(um−1 + vm−1).

Thus, on [xk, xk+1],

|φ(u)x| = |(um)x| = mum−1|ux| = mum−1

∣

∣

∣

∣

Uk+1 − Uk

h

∣

∣

∣

∣

≤ m(Um−1
k + Um−1

k+1 )

∣

∣

∣

∣

Uk+1 − Uk

h

∣

∣

∣

∣

≤ C

∣

∣

∣

∣

Um
k+1 − Um

k

h

∣

∣

∣

∣

= C
|φk+1 − φk|

h
≤ C

Thus, since ψ( · , tn−1) is the piecewise linear interpolant of φ( · , tn−1), we have

‖(φ− ψ)( · , tn−1)‖∞ ≤ Ch;

13



it follows that

∫

R

∫ T

0

wx(φ− ψ)x dt dx =
N
∑

n=1

∫

R

∫ tn

tn−1

wxx(x, t)(φ− ψ)(x, tn−1) dt dx

≤
N
∑

n=1

∫ tn

tn−1

sup
t

‖wxx( · , t)‖1‖(φ− ψ)( · , tn−1)‖∞ dt

≤
N
∑

n=1

C

ε2
h∆t = Ch/ε2.

The following lemma, which was proved with the help of Don French, shows that

uh( · , t) ∈ Cα for the optimal value of α.

Lemma 4.3. Assume that the hypotheses of Theorem 4.1 hold and that {uh} are

constructed using the scheme (4.1). Then for all x1, x2 ∈ R, t ∈ [0, T ],

(4.13) |uh(x2, t) − uh(x1, t)| ≤ C|x2 − x1|1/m.

If m ∈ (1, 2] and the initial values {U0
k} satisfy

(4.14) |U0
k+1 − U0

k | ≤ Lh

and

(4.15) U0
k ≥ Lh

then for all x1, x2 ∈ R, t ∈ [0, T ],

(4.16) |uh(x2, t) − uh(x1, t)| ≤ L|x2 − x1|.

If m > 2 and the initial values {U0
k} satisfy

(4.17) |(U0
k+1)

m−1 − (U0
k )m−1| ≤ Lh

and

(4.18) (U0
k )m−1 ≥ Lh

then for all n ≥ 0 and for all k ∈ Z,

(4.19) |(Un
k+1)

m−1 − (Un
k )m−1| ≤ Lh.

14



Inequality (4.19) implies that there is a constant C = C(m) such that for all x1, x2 ∈ R,

t ∈ [0, T ],

|uh(x2, t) − uh(x1, t)| ≤ CL1/(m−1)|x2 − x1|1/(m−1).

Proof. From (4.8) we know that

|Un
k − Un

j | ≤ C|φn
k − φn

j |1/m ≤ C(V |xk − xj |)1/m.

(4.13) then follows immediately.

As for (4.16), we will show that for n = 0, U1
i − U1

i−1 ≤ Lh. A symmetric argument

shows that U1
i − U1

i−1 ≥ −Lh. The result will follow by induction.

From (4.1) we know that for general n,

(4.20)
Un+1

i −Un+1
i−1 = Un

i − Un
i−1

+
∆t

h2

(

(φ(Un
i+1) − φ(Un

i )) − 2(φ(Un
i ) − φ(Un

i−1)) + (φ(Un
i−1) − φ(Un

i−2))
)

.

Fix i and define Vj = U0
i−1 + (j − i+ 1)Lh for all j. Equation (4.14) implies that Vi ≥ U0

i

and Vi+1 − Vi ≥ U0
i+1 − U0

i ; therefore, because φ is convex,

φ(Vi+1) − φ(Vi) ≥ φ(U0
i+1) − φ(U0

i ).

Because the mapping Un → Un+1 is order preserving, substituting Vi for the first and

third occurrences of U0
i in (4.20) will only increase the value of the right hand side of

(4.20). Finally, because φ is increasing and 0 ≤ Vi−2 ≤ U0
i−2 (from (4.15)), making the

substitution Vi−2 for U0
i−2 again increases the right hand side of (4.20). Therefore,

(4.21)
U1

i − U1
i−1 ≤ Vi − Vi−1

+
∆t

h2
((φ(Vi+1) − φ(Vi)) − 2(φ(Vi) − φ(Vi−1)) + (φ(Vi−1) − φ(Vi−2))) .

Because the numbers Vj are evenly spaced, the quantity in parentheses in (4.21) equals

(Lh)3φ′′′(ξ) (for some ξ ∈ [Vi−2, Vi+1]), which is not positive because 1 < m ≤ 2. There-

fore, U1
i − U1

i−1 ≤ Vi − Vi−1 = Lh.

As for (4.19), we will show that (Un+1
i+1 )m−1 − (Un+1

i )m−1 ≤ Lh. Obviously we can

assume that Un+1
i+1 > Un+1

i . We first reduce the inequality to the special data Vi−1 =

(y−∆)1/(m−1), Vi = y1/(m−1), Vi+1 = (y+∆)1/(m−1), and Vi+2 = (y+2∆)1/(m−1), where

∆ = Lh and Ui = y1/(m−1). We are required to show that

(4.22)
∆ ≥ (Ui+1 + λ (((Ui+2)

m − (Ui+1)
m) − (Ui+1)

m + (Ui)
m))

m−1

− (Ui + λ ((Ui+1)
m − 2(Ui)

m + (Ui−1)
m))

m−1
,
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where λ = (∆t)/h2 and {Uk} stands for {Un
k }. Just like the argument for 1 < m ≤ 2,

Vi+1 ≥ Ui+1, and (Vi+2)
m−(Vi+1)

m ≥ (Ui+2)
m−(Ui+1)

m, so making the latter replacement

increases the right hand side of (4.22). Similarly, (4.22) increases when Vi−1 replaces

Ui−1. Finally, the derivative of the right hand side of (4.22) with respect to the remaining

instances of Ui+1, is equal to

(m− 1)(1 − λm(Ui+1)
m−1) (Ui+1 + λ (((Ui+2)

m − (Ui+1)
m) − (Ui+1)

m + (Ui)
m))

m−2

−(m− 1)λm(Ui+1)
m−1 (Ui + λ ((Ui+1)

m − 2(Ui)
m + (Ui−1)

m))
m−2

,

which is positive because Un+1
i+1 > Un+1

i and because of (4.5). Therefore, replacing the

remaining instances of Ui+1 with Vi+1 increases the value of the right hand side of (4.22).

Thus, we are required to show that F (y + ∆) − F (y) ≤ ∆, where

(4.23) F (y) =
(

y1/(m−1) + λ
(

(y + ∆)m/(m−1) − 2ym/(m−1) + (y − ∆)m/(m−1)
))m−1

.

It is therefore sufficient to show that F ′(y) ≤ 1 for y ≥ ∆. Taylor’s Theorem shows that

for any analytic function f ,

f(y + ∆) − 2f(y) + f(y − ∆) = 2
∞
∑

k=1

f (2k)(y)

(2k)!
∆2k;

when f(y) = ym/(m−1) = yα,

f (2k)(y) = α(α− 1) · · · (α− (2k − 1))y
1

m−1
−(2k−1).

We can now rewrite (4.23) slightly more favorably; if we define the positive coefficients

bm,k = 2λ∆2kα · · · (α− (2k − 1))/(2k)!, then

F (y) =

(

y1/(m−1)

(

1 +
∞
∑

k=1

bm,k

(

1

y

)2k−1
))m−1

= y

(

1 +

∞
∑

k=1

bm,ky
1−2k

)m−1

,

and the series converges for y ≥ ∆. A calculation shows that

F ′(y) =

(

1 +

∞
∑

k=1

bm,ky
1−2k

)m−2 [

1 + (m− 1)

∞
∑

k=1

bm,k

(

1

m− 1
+ 1 − 2k

)

y1−2k

]

≤
(

1 +
∞
∑

k=1

bm,ky
1−2k

)m−2(

1 − (m− 2)
∞
∑

k=1

bm,ky
1−2k

)

.
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Because m > 2, calculus shows that the function (1 + a)m−2(1 − (m − 2)a) takes its

maximum value of 1 in the interval [0, 1/(m− 2)] when a = 0; therefore the above bound

for F ′(y) tends to its maximum value of 1 as y approaches infinity. This proves (4.19).

The final inequality follows from the argument in the first paragraph of this proof.

The following example shows that some condition like U0
i ≥ Lh is necessary for the

above theorem to be true. Let 1 < m < 2 and

U0
i =











0 for i ≤ 0,

h for i = 1,

2h for i = 2,

with U0
i defined for i > 2 so that U0 has Lipschitz constant 1 and otherwise satisfies the

conditions of the lemma. Then

U1
1 − U1

0 = h− 0 +
∆t

h2
((2h)m − 3hm + 3 · 0 − 0)

= h+
∆t

h2
hm (2m − 3)

which is bigger than h if 2m > 3. It’s not clear what the precise condition should be to

guarantee that Un is Lipschitz for m ≤ 2. (Perhaps no condition is necessary if we allow

controlled growth in time of the Lipschitz constant.)

We can summarize the results for our scheme as follows.

Case 1: General m, error bound for u. Assume that u0 has bounded variation

and take U0
k = u0(kh). Because (um

0 )xx is assumed to be a measure, Lemma 4.3 implies

that both u and uh are Hölder–1/m. In addition, the integral in (2.3) is bounded by

∫

|u0 − u(x, 0)||w(x, 0)| dx≤ ‖w( · , 0)‖L∞(R)‖∆u( · , 0)‖L1(R)

≤ Ch

ε
.

Theorems 2.1 and 4.2 imply that

‖u− uh‖ ≤ C

[

h

ε
+
h

ε2
+ ε1/m

]

= Ch1/(2m+1)

by taking ε = hm/(2m+1). Without further information, we have no error bounds for the

interface because Theorem 3.3 assumes that (um−1
0 )xx+C2 is a positive distribution, hence

a measure. At any rate, β = 1/(2m+ 1) in (3.1).
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Case 2: m ∈ (1, 2], u0 is Lipschitz, error bound for u. Assume 1 < m ≤ 2 and

u0 is Lipschitz continuous with Lipschitz constant L. Let U0
k = max(u0(kh), Lh). Lemma

4.3 implies that uh( · , tn) is Lipschitz continuous for all positive n with the same Lipschitz

constant. This choice of {U0
k} also satisfies (4.2) through (4.4). Because ‖wt( · , t)‖L1(R) ≤

C/ε2, the integral in (2.3) is bounded by

∫

|u0 − u(x, 0)||w(x, 0)| dx≤ ‖w( · , 0)‖L1(R)‖∆u( · , 0)‖L∞(R)

≤ Ch

ε2
.

Theorems 2.1 and 4.2 imply that

‖u− uh‖ ≤ C

[

h

ε2
+ ε

]

= Ch1/3

by taking ε = h1/3.

Case 3: m ∈ (1, 2], u0 Lipschitz, error bound for z(t). Assume (um−1
0 )xx ≥ −C.

The approximation uh satisfies (3.1) with β = 1/3. Assume that z0 is chosen to satisfy

Theorem 3.3. Because ∆t1/4 = Ch1/2 ≤ Ch(m−1)/6 for m ∈ (1, 2], it follows that

|zn − z(tn)| ≤ C
[

|z(0) − z0| + h(m−1)/6
]

.

If, in addition, |z0 − z(0)| ≤ Ch(m−1)/6, and ż(t) ≥ C > 0 for t ∈ (tn−1, tn), then

|zn − z(tn)| ≤ Ch(m−1)/3.

Case 4: m > 2, (um−1
0 ) Lipschitz, error bounds for u and z(t). Consider now

when m > 2 and um−1
0 is Lipschitz continuous with Lipschitz constant L. Lemma 4.3

shows that then (Un)m−1 is Lipschitz continuous with the same Lipschitz constant for all

n. We now take advantage of the special form of zεδ to bound the integral in (2.3).

In (2.5) we can write

φ[u, uh] = φ[u, u] + (u− uh)φ[u, u, uh]

= mum−1 +O(‖∆u‖∞)φ′′(ξ)/2 for some ξ,

= mv +O(‖∆u‖∞), because m > 2.

Thus, if we set vδ = Jδ ∗ v, zεδ satisfies

zt = mvδzxx + δzxx +O(‖∆u‖∞)zxx.
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Because (a) zεδ is nonnegative, (b) δ tends to zero while zεδ
xx is bounded in L1(R) indepen-

dently of δ by (2.7), and (c) vδ is uniformly Lipschitz continuous, one sees that

‖zεδ( · , T )‖1 − ‖zεδ( · , 0)‖1 = −m
∫ ∫

(vδ)xz
εδ
x dx dt+O(‖∆u‖∞)

∫ ∫

|zεδ
xx| dx dt.

By the known bounds (2.6)–(2.7) for zεδ , we conclude that

‖zεδ( · , 0)‖1 ≤ C

[

1

ε
+

‖∆u‖∞
ε2

]

.

Therefore, the integral in (2.3) is bounded by

∣

∣

∣

∣

∫

(u0 − u(x, 0))zεδ(x, 0) dx

∣

∣

∣

∣

≤ ‖zεδ( · , 0)‖L1(R)‖∆u( · , 0)‖L∞(R)

≤ Ch1/(m−1)

[

1

ε
+

‖∆u‖∞
ε2

]

.

Theorems 2.1 and 4.2 imply that

‖u− uh‖ ≤ Ch1/(m−1)

[

1

ε
+

‖∆u‖∞
ε2

]

+ C
h

ε2
+ Cε1/(m−1)

Let’s ignore the constants for a moment to consider the right hand side of this inequal-

ity. To hide the term ‖∆u‖∞ on the left hand side, we require that Ch1/(m−1)/ε2 < 1,

or

(4.24) ε > Ch1/(2m−2).

Balancing the sizes of the first and third remaining terms requires that ε = h1/m, which

violates (4.24). Balancing the second and third remaining terms gives ε = h(m−1)/(2m−1),

which does satisfy (4.24) when m ≤ (3 +
√

3)/2 ≈ 2.366. This value of ε gives an error

bound of O(h1/(2m−1)). It is easily seen that for m in this regime, the first term is smaller

than the other two terms, so the bound holds for all three terms.

By bounding the integral in (2.3) with h1/(m−1)/ε2 (as in Case 2), setting ε = h1/(2m−1)

yields the error bound h1/[(2m−1)(m−1)], which is smaller than h1/(2m+1) for m < 5/2. For

other values of m, the error bound in Case 1 is still the best possible. Bounds for the

interface error can now be determined in the usual way if (um−1
0 (x))xx ≥ −C > −∞.

These tricks give an error bound of h1/3 when m = 2; we doubt that this is sharp. We

believe that better bounds for the error could be achieved by using more precise estimates

for the functions zεδ.
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