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Abstract. We study the non-diffusive Westervelt equation in the weakly nonlinear regime. We
show that the leading profile equation is of Burgers’ type. We show that a compactly supported
nonlinearity α can be reconstructed from the tilt of the transmitted high frequency wave packets
sent from different directions since those tilts are proportional to the X-ray transform of α.

1. Introduction

We study the non-diffusive Westervelt equation

(1.1) ∂2t p−∆p− α∂2t p
2 = 0, t ∈ R, x ∈ Rn,

modeling the evolution of the pressure p(t, x) relative to an equilibrium position, in a non-diffusive
medium. Here, 0 ≤ α ∈ C∞

0 (Rn), with suppα ⊂ B(0, R) for some R > 0 is the nonlinearity
coefficient.

We probe the medium with high frequency single phase waves which propagate into the future
in direction ω ∈ Sn−1, sending them from outside the ball B(0, R) and measuring the transmitted
wave outside that ball again. This corresponds to a choice of a phase function ϕ := −t + x · ω
below. Assuming that such a wave is created by a source δ′(t)p0(x), this leads to Cauchy data
(p, pt) = (p0, 0) at t = 0, see (2.1) below. Such data create, on the level of the geometric optics,
two waves: one propagating in the direction ω and another one in the direction −ω, with equal
amplitudes (in the linear region). We chose ω so that it points into B(0, R) when issued from suppχ,
see (2.1), so the high frequency part of the second wave only will enter the ball, see Figure 1.

If |p| ≪ 1, then (1.1) acts essentially as a linear equation, and the nonlinear term can be ignored.
If |p| is not small enough, (1.1) would not be even hyperbolic. Indeed, expanding the ∂2t p

2 term,
we get

(1− 2αp)∂2t p−∆p− 2α(∂tp)
2 = 0.

Roughly speaking, the speed is cα = (1−2αp)−1/2, assuming 2αp < 1, at least. Of particular interest
is the so-called weakly nonlinear geometric optics regime for quasilinear (and also, semilinear) PDEs,
characterized by the requirement that the eikonal equation governing the geometry is unaffected by
the nonlinearity while the leading amplitudes (profiles) are affected. This is the regime, as we will
see below, leading to the predicted and observed effects in nonlinear ultrasound. Its study started
in the physics literature and was developed in the math one in [M0́9,MJR99,JR92,DR97,Dum06,
JMR95,Rau12], and other works for first order symmetrizeable hyperbolic systems of PDEs. The
idea is that the amplitude of the wave should be related to is wavelength in a particular way, note
the prefactor h in (2.1) below. It turns out that the right scaling for the effects described is when
the amplitude is of the same order of magnitude as the wavelength. Since those two quantities are
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expressed in different units, this has to be understood relative to the space and time scale; and
also, in an asymptotic sense, as those two quantities both tend to zero.

We analyze the Westervelt equation in the weakly nonlinear regime and show that the leading
profile equation is of Burgers’ type. In the applied literature, a reduction to Burgers’ equation
for a mono phase wave is well-known and derived by ignoring some “small” quantities based on a
priori but not quite explicit assumptions, see also section 5.1. A very non-trivial step is to show
that there is an exact solution close to the approximate one. We use a result by Guès [Guè93], and
for this purpose we reduce (1.1) to a first order system. Note that the traditional existence and
uniqueness theorems for nonlinear PDEs are not useful here since they require smallness in some
high Hs norm, which we do not have.

We also study the inverse problem of recovery of α from measurements of the wave packets
described above once they exit suppα. We show that the tilt on the wave is proportional to
the X-ray transform of α in the direction ω, which allows us to recover α. When α is small,
linearizing the second harmonic leads to the X-ray transform of α, as well. The inverse problem
for the Westervelt equation has been studied earlier in [AUZ21] and in [UZ22] using the higher
order linearization method (the latter dealt with more general hyperbolic quasilinear equations
including the Westervelt equation as a special case) and in [KR22] using linearization. Those
works consider small, relative to ours, signals where the effect of α is pushed to lower order terms.
The higher order linearization method was pioneered in [KLU18] and [LUW18], and used later in
[HUZ21b,HUZ21a,LUW18,LUW17,LLPMT20,HU19,UZ21,OSSU20]. On the other hand, inverse
problems for semilinear wave type PDEs were studied by the second author and Sá Barreto in
[SBS21a,SBS21b] in regimes where the nonlinearity affects the principal term in [SBS21a] and the
subprincipal one in [SBS21b], because of the nature of the inverse problem there.

Finally, we want to mention that nonlinear effects are already present in ultrasound imaging of
the human body [Wel99,Hum03]. The nonlinearity can create problems if the imaging method is
based on a linear model, or it can be useful by creating higher order harmonics, most importantly
the second harmonic, which provides additional imaging opportunities.

2. Main results

Consider (1.1) with Cauchy data at t = 0 of the kind

(2.1) p|t=0 = 2hχ(x) cos
x · ω
h

, pt|t=0 = 0,

where h > 0 is a small parameter, equal to the wavelength over 2π, and χ ∈ C∞
0 (Rn), depending on

ω ∈ Sn−1, with suppχ∩B(0, R) = ∅. Because of that, the probing wave p satisfies (1.1) with α = 0
for |t| small, i.e. initially the wave is not affected by the nonlinearity, see Figure 1. As explained

in the introduction, we chose χ and ω so that rays from suppχ in the direction ω may hit B(0, R)
but rays in the opposite direction do not.

For the purpose of obtaining the Radon transform of α along all rays through suppα, we would
need a family of such χ, and a uniform estimate below with respect to that family. With the
notation x = (x′, xn), choose χ0 ∈ C∞

0 (Rn) with suppχ0 ⊂ B(z0, R0), where z0 = (0,−R − R0)
with some R0 > 0. This function satisfies the requirements for ω0 = (0, . . . , 0, 1) (in view of our
dimension restrictions, either ω0 = (0, 1) or ω0 = (0, 0, 1)), and the rays through suppχ in the
direction ω0 include x′ = 0 when χ(0) ̸= 0.

To generate the family of χ we need, we introduce two parameters: a shift parameter y′ with
|y′| ≤ R to shift z0 to z0 + (y′, 0) in the disk xn = −R − R0, |x′| ≤ R, and an orthogonal matrix
B ∈ SO(n) to rotate the configuration. In other words, choosing x = B(x̃+ (y′, 0)), ω = Bω0, we
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have x̃ = B′x − (y′, 0), so choosing η = (y′, B) as a parameter, we take χη(x) = χ0(B
′x − (y′, 0)),

ω = Bω0.
In the weakly nonlinear regime, one seeks solutions p with a leading term hU0(t, x, ϕ/h), where

U0 is 2π-periodic in θ. Our first result states that such solutions, with initial conditions (2.1), exist.

Theorem 1. Let n = 2 or n = 3. With notation as above, assume

(2.2) (max |χ|)max
x

∫
α(x+ σω)dσ < 1.

Then for every T > 0, b0 ∈ (0, 1), there exists hT,χ,b0 > 0 so that (1.1), (2.1) has a unique solution p
satisfying 1−2αp ≥ b0 > 0 for 0 ≤ t ≤ T and 0 < h < hT,χ,b0. Moreover, p = p−+p+ mod O(h∞),
where p− is an asymptotic solution of the linear equation (α = 0) propagating in the direction −ω,
while the part p+ of the solution propagating in the direction of ω satisfies

(2.3) p+(t, x, h) = hU0(t, x, ϕ/h) + h2R(t, x, h), 0 ≤ t ≤ T,

where ϕ = −t+ x · ω, U0(t, x, θ) is 2π-periodic, solves Burgers’ equation

(2.4) (∂t + ω · ∇x)U0 + αU0∂θU0 = 0, U0(0, x, θ) = χ(x) cos θ,

and R ∈ B3
σ for some σ > 0, see (4.2).

If χ = χη as above, and in particular ω = B′ω0, then the corresponding hT,χη ,b0 can be taken
uniform in η.

Our next theorem addresses the inverse problem.

Theorem 2. Let n = 2 or n = 3. Let T > 0 be such that all the rays through suppα at t = 0 in the
direction ω do not meet B(0, R) anymore for t ≥ T . Assume (2.2). Then U0|t=T , and therefore,

p(T, x;ω), known for x ̸∈ B(0, R) and 0 < h ≪ 1 determines the line integrals of α along the rays
in the direction of ω passing through suppχ, uniquely. In particular, varying χ and ω, we can
determine α uniquely from the knowledge of the principal term in (2.3) for 0 < h≪ 1.

3. Geometric optics, profile equations

3.1. The linear case. We start with α = 0 since the solution p is expected to propagate with
unit speed, and therefore, to stay linear for |t| ≪ 1. In fact the latter can be proved using the
Duhamel’s principle treating the nonlinearity as a source, assuming existence of a solution.

suppα

ω
ω

suppα suppα

Figure 1. The setup. Left: at t = 0. Center: at t = t0 > 0. Right: at the terminal
time t = T . The amplitudes of each wave packet in the center and on the right are
equal to 1/2 of that of the initial one on the left.
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The geometric optics construction in the linear case is well known. We will replace the initial
condition 2χ(x) cos(x ·ω/h) in (2.1) by 2χ(x) exp(ix ·ω/h) (we can cancel the factor h in the linear
case), and take the real part of the solution later. Note that we cannot do this for the nonlinear

equation. Looking for a solution of the kind p = eiϕ/ha, a = a0 + ha1 + . . . , we get that there are
two phase functions equal to x ·ω for t = 0: ϕ± := ∓t+x ·ω. We used the notation ϕ for ϕ+ above,
and will return to it later. Then the ansatz is

(3.1) p = eiϕ+/ha+ + eiϕ−/ha−,

where a± ∼ a±,0 + ha±,1 + . . . . This implies the initial conditions

a+ + a− = 2χ, a− − a+ = 0, at t = 0,

therefore,

(3.2) a+ = a− = χ(x), at t = 0.

Conjugating the wave operator □ with the two exponentials, we get

e−iϕ±/h□eiϕ±/h = 2ih−1(∓∂t − ω · ∂x) +□.

The transport equations are then derived from

2ih−1(∓∂t − ω · ∂x)a± +□a± = 0.

We get

(3.3) (±∂t + ω · ∂x)a±,0 = 0, (±∂t + ω · ∂x)a±,j =
1

2i
□a±,j−1, j ≥ 1.

Then by (3.2),

(3.4) a±,0 = χ(x∓ tω),

and the transport equations for a±,j , j ≥ 1, can be solved by integration using the zero initial
conditions implied by (3.2). Indeed, we can rotate the coordinates to assume ω = (0, . . . , 0, 1). We
will use the notation x = (x′, xn). Then ±∂t + ω · ∂x = ±∂t + ∂xn . Pass to characteristic variables
(t, x) 7→ (t, x′, yn = xn ∓ t); then one integrates in t. For example, one can compute

(3.5) a+,1 =
it

2
∆x′χ(x

′, xn − t),

with a similar formula for a−,1. All coefficients a+,j with j ≥ 1 are sums of terms involving positive
powers of ∆x′ applied to χ(x′, xn − t) (and xn derivatives and powers of t). In particular, if we
choose χ so that χ(x′, xn) = 1 on some open set of x′, say in the “center of the beam”, then all
those higher order coefficients would vanish there, and the principal ones would be just 1. The
coefficients corresponding to j odd are pure imaginary, and the ones corresponding to j even are
real, assuming χ real.

Fix 0 < t0 ≪ 1 so that the support of the so-constructed solution is still outside B(0, R) for that
time, see Figure 1. Set

p+0 = Re(eiϕ+/hha+)|t=t0 = h
(
cos(ϕ+/h)Re a+ − sin(ϕ+/h) Im a+

)∣∣
t=t0

,

q+0 = Re ∂t(e
iϕ+/hha+)|t=t0 ,

(3.6)

see (3.1). We will use p+0 as an initial condition at t = t0 for the solution in the nonlinear region,
and we will verify that its time derivative coincides with q+0 . Note that the real Fourier expansion
of p+0 in the θ = ϕ+/h variable (see next section) contains cos θ and sin θ only.
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3.2. The nonlinear case. We want to extend the construction in the previous section to allow
the “+” term in (3.1) to enter the ball B(0, R), where the nonlinearity α is supported. The term
corresponding to ϕ− there will never hit B(0, R), so it will stay linear.

3.2.1. The first profile equation. We are looking for a solution of (1.1), modulo an O(h∞) error, of
the form

(3.7) p ∼ hU(t, x, ϕ/h) ∼ hU0(t, x, ϕ/h) + h2U1(t, x, ϕ/h) + . . . ,

where the profiles Uj(t, x, θ) are 2π-periodic in θ. Here, ϕ = −t+ x · ω, which we called ϕ+ above.
We are not including ϕ− because we want this solution to be an extension of the linear solution
corresponding to ϕ+ (only), and for |t− t0| ≪ 1, it will be equal to it, actually. We are taking the
initial condition

(3.8) hU |t=t0 = p+0 ,

see (3.6). This implies the following

(3.9) U0(t0, x, θ) = χ(x− t0ω) cos θ,

see (3.4). Plug (3.7) into (1.1) and compare the equal powers of h. The eikonal equation stays the
same, and ϕ solves it. The next term in the expansion yields the following transport equation

(3.10) (∂t + ω · ∇x)∂θU0 + α∂θ(U0∂θU0) = 0.

Integrating in θ, we get

(3.11) (∂t + ω · ∇x)U0 + αU0∂θU0 = β(t, x),

with a yet to be determined β. Since we are constructing an ansatz here, we can make assumptions,
and we assume β = 0. In fact, we will show below that to have a 2π-periodic solution of the lower
order profile equation, we must have β = 0. Make the change of variables (s, y) = (t− t0, x− tω).
Then (t, x) = (s+ t0, y + (s+ t0)ω), and ∂s = ∂t + ω · ∇x. Passing to the variables (s, y), we get

(3.12) ∂sU0 + αU0∂θU0 = 0, U0|s=0 = χ(y · ω) cos θ.

This is Burgers’ equation on a cylinder, i.e., the spatial variable θ is 2π periodic.

3.2.2. Analysis of the Burgers’ equation. Thinking of y and ω as parameters, equation (3.12) takes
the form

(3.13) ∂sU0 + αU0∂θU0 = 0, U0|s=0 =M cos θ.

where M = χ(y · ω), and α = α(y + sω). We think of α as a function of s. The method of
characteristics says that we have to solve

(3.14)
d

ds
θ = αu,

d

ds
u = 0

with initial conditions u = M cos q, θ = q for s = 0. Then u = M cos q for all s, and θ =
q + u

∫ s
0 α(σ) dσ. Therefore, U0, up to the shock formation, is an implicit solution of the equation

(3.15) U0 =M cos
(
θ − U0

∫ s

0
α(σ) dσ

)
.

To determine the shock time, make the change of variables s̃ =
∫ s
0 α(σ) dσ (assuming for a moment

α > 0 all the time). Then (3.13) transforms into

(3.16) ∂s̃U0 + U0∂θU0 = 0, U0|s̃=0 =M cos θ.
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Then it is well known that first shock develops when s̃ = 1/M . Therefore, the shock time for s is
the solution of ∫ s

0
α(σ) dσ =

1

M
.

The minimal one corresponds to M = maxχ. In particular, if

(3.17)

∫
α(σ) dσ <

1

maxχ
,

then there is no shock, and U0 exists for all s.
It is easy to see now that the condition α > 0 can be removed. With U0 defined as the solution

of (3.16), as a function of s̃, and θ; setting s̃ = s̃(s) produces a solution (which we know is unique
on the interval of existence) of (3.13).

Next, U0 is periodic in θ by (3.15). Indeed, set

F (t, x, θ, u) = u−M cos
(
θ − u

∫ s

0
α(σ) dσ

)
.

Then U0 is defined as the unique solution of F = 0, up to the shock time, and since F is 2π-periodic
in θ, so is U0.

3.2.3. The second profile term. The next term in the expansion yields

(3.18) (∂t + ω · ∇x)∂θU1 + α∂2θ (U0U1) =
1

2
□U0 + α∂t∂θU

2
0 , U1|t=t0 = ia+,1 sin θ,

see (3.5), and note that ia+,1 is real. Integrating in θ, one obtains a linear PDE for U1 with a source
term.

We look at the “DC” component U0
0 of U0, i.e. the zeroth Fourier mode, which is also the mean

value in θ, rescaled. If we subtract it from U0, then β = 0 in (3.11). In (3.18), the only term with
possibly non-trivial zeroth Fourier component would be □U0

0 . So we get □U0
0 = 0, with U0

0 = 0 for
t = t0 by the initial condition (3.9) for U0 (no zeroth component there). Also, we have ∂tU

0
0

∣∣
t=t0

= 0

by the second equation in (3.6). Thus U0
0 = 0 and β = 0.

We will now check, using the fact that β = 0, that the solutions to (3.18) are periodic for
t ∈ [t0, T ], where T is such that the leading order profile U0 is smooth for t in an open interval
I ⊃ [t0, T ]. First integrate (3.18) with respect to θ to get

(3.19) (∂t + ω · ∇x + αU0∂θ)U1 + (α∂θU0)U1 =
1

2

∫ θ

0
□U0(σ)dσ + α∂tU

2
0 + β1(t, x),

where we wrote U0(σ) = U0(t, x, σ). Since U0 is periodic, X := ∂t + ω · ∇x + αU0∂θ is a smooth
vector field on the cylinder I × Rn × S1. We can take t as a parameter for its integral curves,
which are then defined for t ∈ I. Moreover, α∂θU0 and α∂tU

2
0 + β1(x, t) are smooth 2π-periodic

functions with respect to θ, and
∫ θ
0 □U0(σ)dσ is periodic because it is the integral of a periodic

function which has zero mean over the interval [0, 2π). So (3.19) is a transport equation on the
cylinder, with the initial data (see (3.18)) being smooth and compactly supported on the embedded
hypersurface S = {t0} × Rn × S1, to which X is nowhere tangent. Then by [Lee03, Theorem 9.51]
for instance, we conclude that there exists a neighborhood of S in the cylinder (which is constructed
by following the integral curves of X for t ∈ I, so it can be taken to be all of I ×Rn×S1) on which
there exists a unique smooth solution to (3.19); thus the solution U1 is 2π-periodic in θ.
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4. Well posedness

In this section we show that near the asymptotic solution we constructed there exists an actual
solution of (1.1), using a result of Guès ([Guè93]), which we now state for the reader’s convenience.
Note that the classical well-posedness results for nonlinear PDEs with small data do not work here
since the Hs norms of the initial conditions are not small when s ≥ 2.

Consider a system of PDEs written as

L(a(y), u(y))u(y) = F (a(y), u(y)), y = (t, x) ∈ Rn+1,

where u : Rn+1 → RN is the unknown function, a : Rn+1 → RN ′
is a given function, and the

operator L is of the form

L(a, u) := ∂t +

n∑
j=1

Aj(a, u)∂xj , Aj ∈ C∞(RN
′+N ;RN×N ).

The presence of a(y), rather than just setting a(y) = y, allows for dependence on parameters; this
is useful since in Theorem 3 below, a belongs to a class of functions with the estimate uniform in
that class. It assumed that L is hyperbolic symmetrizeable, in the sense that there exists a positive
definite symmetric matrix S ∈ C∞(RN+N ′

;RN×N ) such that SAj is symmetric for all j. It is also

assumed that F ∈ C∞(RN ′+N ;RN ) satisfies F (0, 0) = 0.
The following spaces of functions depending on a small parameter h will be needed. For T > 0

fixed, ρ > 0, and m ∈ Z≥0, write

Am
ρ =

{
uh ∈ C0([0, T ];Wm,∞(Rn)) : ∥uh(t)∥L∞(Rn) ≤ ρ, and

∥(h∂x)αuh(t)∥L∞(Rn) ≤ ρh for 1 ≤ |α| ≤ m, h ∈ (0, 1], t ∈ [0, T ]
}
,

(4.1)

and

Bmρ =
{
uh ∈ C0([0, T ];Hm(Rn)) : ∥(h∂x)αuh(t)∥L2(Rn) ≤ ρ

for |α| ≤ m, h ∈ (0, 1], t ∈ [0, T ]
}
.

(4.2)

Now for ah ∈ hMBmρ +Am+1
ρ , and for gh ∈ hMBmρ +Am+1

ρ independent of t, consider the Cauchy
problem

(4.3)
L(ah, uh)uh = F (ah, uh),

uh(0, x) = gh(x),

for which we seek an exact solution uh.

Theorem 3 ([Guè93]). Let m > n/2 + 1 and M ≥ m. Also let T be fixed. For given ρ > 0, there
exists hρ,T > 0 and σρ,T > 0 such that for all ah ∈ hMBmρ +Am+1

ρ , if vh ∈ Am+1
ρ is an approximate

solution of the Cauchy problem (4.3) in the sense that for some ah ∈ ah + hMBmρ , and rh ∈ Bmρ , it
satisfies

L(ah, vh)vh = F (ah, vh) + hMrh,

then for all given Cauchy data gh ∈ vh
∣∣
t=0

+hMBmρ , the Cauchy problem (4.3) admits, for 0 < h <

hρ,T , a unique solution uh ∈ vh + hMBmσ on [0, T ]× Rn.

Remark 1. The structural hypotheses regarding the operator L mentioned in [Guè93, Sec. 1.2.1]
are not needed for the proof of Theorem 3, but rather for the construction of approximate solutions
for general hyperbolic symmetrizeable operators.
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We now turn to our particular case. We assume that the space dimension is n ≤ 3 (in higher
dimensions we would need to produce more terms for the asymptotic expansion of the solutions of
(1.1)). Our goal is to show that the hypotheses of Theorem 3 are satisfied, for m = M = 3. In
order to prove the last statement of Theorem 1, we would like to allow the incoming position and
direction of the probing wave to vary, which we model with the parameter η, see Section 2. It turns
out that it is more convenient to keep them fixed and apply the rigid motion parameterized by η to
the nonlinearity, by setting αη(x) = α(B(x+ (y′, 0))) and keeping ω = ω0 and χ = χ0 fixed. Then
we are solving

(4.4)
∂2t p−∆p− αη(x)∂

2
t p

2 = 0,

p|t=0 = 2hχ(x) cos
x · ω
h

, pt|t=0 = 0.

We need to convert (4.4) into an equivalent 1st order system. Set

ψ =

∫ t

0
p(τ, x) dτ, v = ∇ψ.

Notice that ψ
∣∣
t=0

= 0 and so v
∣∣
t=0

= 0. Since ∇ · v = ∆ψ, ψt = p, ∂tp
∣∣
t=0

= 0, taking the
t-antiderivative of the PDE in (4.4) yields

(1− 2αηp)∂tp = ∇ · v
∂tv = ∇p,(4.5)

and the initial condition

(4.6) (p, v)
∣∣
t=0

=
(
2hχ(x) cos

x · ω
h

, 0
)
.

Note that v also satisfies the additional condition

∇× v = 0

when n = 3, interpreted as ∇ × (v1, v2, 0) = 0 when n = 2. It is preserved along the flow and
satisfied by the initial conditions, so it is actually redundant. The process above shows that a
solution of (4.4) satisfies (4.5), (4.6). Conversely, given a solution of (4.5), (4.6), we get that p
solves the PDE (4.4), with p = 2hχ(x) cos(x · ω/h) for t = 0. About ∂tp|t=0, we get from (4.5) and
(4.6) that for t = 0 we have (1 − 2αηp)∂tp = ∇ · v = 0, hence ∂tp = 0, for the small solutions we
are interested in. Therefore, p solves (4.4).

We are interested in solutions of (4.5), (4.6) which are small in the L∞ sense, and in particular
ones which satisfy 1−2αηp ≥ b0 > 0, for some fixed b0 ∈ (0, 1). Taking ψ ∈ C∞(R; [0, 1]) with ψ ≡ 0
on [1,∞) and ψ ≡ 1 on (−∞, 1−b0], we observe that the solutions of (4.5) that satisfy 1−2αηp ≥ b0
for all t ∈ [0, T ] and x ∈ R also solve (4.5) with (1− 2αηp) replaced by (1− (2αηp)ψ(2αηp)), and
vice versa. Now for such ψ write

(4.7) ∂tu+
n∑
j=1

Sψ(αη(x), u)
−1Aj∂xju = 0, u

∣∣
t=0

= (p, v)T
∣∣
t=0

,

where u = (p, v)T, the entries of Aj ∈ R(n+1)×(n+1) are given by (aj)kl = −(δ0kδjl + δl0δkj)

for j = 1, . . . , n, and Sψ(a, u) = diag(1 − 2apψ(2ap), 1, . . . , 1) ∈ C∞(R × Rn+1;R(n+1)×(n+1)) is
symmetric and positive definite by the choice of ψ. The quasilinear system (4.7) is then hyperbolic
symmetrizeable, and all of its sufficiently small solutions agree with those of (4.4).
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Recall now the profiles produced in Section 3 (with α replaced by αη everywhere). Let T > 0,
h0 > 0 be such that smooth solutions to (3.11), (3.9) (with β = 0) and of (3.18) exist on [t0, T ]×Rn
for h ∈ (0, h0] and such that for t ∈ [0, T ] we have |2αη(x)p+∗ (t, x)| ≪ 1− b0, where

(4.8) p+∗ (t, x) =

{
Re(eiϕ+/h(ha+,0 + h2a+,1)), 0 ≤ t < t0,

hU0

(
t, x, −t+x·ωh

)
+ h2U1

(
t, x, −t+x·ωh

)
, t0 ≤ t ≤ T.

with the a+,j as in Section 3.1. For the backward approximate solution, write

(4.9) p−∗ (t, x) = Re(eiϕ−/h(ha−,0 + h2a−,1)), 0 ≤ t ≤ T.

Note that the finite speed of propagation for solutions of the linear transport equations (3.3) and
(3.18) and of Burgers’ equation (3.11), together with the compact support of their initial data,
implies that p±∗ are compactly supported in x for each t ∈ [0, T ]. Also notice that the choice of
initial conditions for Uj , j = 0, 1, implies that p+∗ is continuous in t, with values in Hm(Rn) or
in Wm,∞(Rn), for any m: indeed, the only possible discontinuity is at t0. To see that there is no
discontinuity, note that for j = 0, 1 and for t ≤ t0, Re(e

iθa+,j) satisfies the same (linear) transport
equation with smooth coefficients that Uj does for 0 ≤ t− t0 ≪ 1, and their data match at t = t0.

We first check that (4.8) is an approximate solution of (4.4). The PDEs (3.3) for a±,j , j = 0, 1,
(resp. (3.12), (3.18) for Uj) were produced by inserting the ansatz (3.1) multiplied by h (resp.
ansatz (3.7)) into the Westervelt equation (4.4) and matching coefficients at orders h−1, h0 and h1.
(The coefficient at order h−1 cancels automatically due to the a priori choice of the phase; if we
had non-constant speed of propagation for the linear equation, that term would correspond to the
eikonal equation.) Therefore the result of inserting (4.8) into (4.4) in the linear case consists of the
contributions of the terms of (4.4) at order h2, and in the nonlinear case at order ≥ h2 up to order
h4. In the nonlinear case, the contributions at orders h2 to h4 consist of finite sums of at most
two-fold products of U0, U1 and their derivatives. The backward propagating approximate wave
(4.9) does not interact with the nonlinearity and propagates for time t ∈ [0, T ], so it satisfies (4.4)
with αη = 0 up to a compactly supported O(h2) term. So, upon setting p∗ = p−∗ + p+∗ we have

(4.10) ∂2t p∗ −∆p∗ − αη∂
2
t p

2
∗ = h2

2∑
k=0

hkPk
(
t, x,

−t+ x · ω
h

)
+ h2Q

(
t, x,

t+ x · ω
h

)
with Pk, Q smooth and compactly supported in x for t ∈ [0, T ]. So there exists ρ > 0 such that for
h < h0

(4.11) ∂2t p∗ −∆p∗ − αη∂
2
t p

2
∗ =: R+

h

(
t, x,

−t+ x · ω
h

)
+R−

h

(
t, x,

t+ x · ω
h

)
∈ h2B4

ρ.

We can now use our approximate solutions for (4.4) to produce ones for the equivalent first order
system (4.5). Consider

(4.12) u∗ = (p∗, v∗) =
(
p∗(t, x),

∫ t

0
∇xp∗(τ, x)dτ

)
.
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We first check that u∗ ∈ A4
ρ. By (4.8)-(4.9) it follows that p∗ ∈ A4

ρ for some ρ > 0. Moreover, for

H ∈ C∞
0 (R× Rn × S1) write∫ t

0
∇x

(
H
(
τ, x,

−τ + x · ω
h

))
dτ

=

∫ t

0
(∇xH)

(
τ, x,

−τ + x · ω
h

)
+
ω

h
∂θH

(
τ, x,

−τ + x · ω
h

)
dτ

=

∫ t

0
(∇xH)

(
τ, x,

−τ + x · ω
h

)
− ω∂τ

(
H
(
τ, x,

−τ + x · ω
h

))
+ ω(∂tH)

(
τ, x,

−τ + x · ω
h

)
dτ

=

∫ t

0
(∇xH)

(
τ, x,

−τ + x · ω
h

)
+ ω(∂tH)

(
τ, x,

−τ + x · ω
h

))
dτ

− ω
(
H
(
t, x,

−t+ x · ω
h

)
−H

(
0, x,

x · ω
h

))
.

(4.13)

Taking

H =

{
Re(eiϕ+/ha+,j), 0 ≤ t < t0

Uj , t0 ≤ t ≤ T
, j = 0, 1,

and combining with (4.8), the computation above demonstrates that
∫ t
0 ∇xp

+
∗ (τ, x)dτ ∈ A4

ρ for

some ρ. Similarly,
∫ t
0 ∇xp

−
∗ (τ, x)dτ ∈ A4

ρ. Thus
∫ t
0 ∇xp∗(τ, x)dτ ∈ A4

ρ.
We now check that u∗ is an approximate solution to (4.5). Indeed, this follows by inserting

(4.12) into (4.5) and using integration and (4.10)–(4.11) to see that u∗ is an approximate solution

of (4.5) up to an error of the form (
∫ t
0

(
R+
h + R−

h

)
dτ, 0). An argument using the fundamental

theorem of calculus similar to (4.13) then shows that
∫ t
0

(
R+
h +R−

h

)
dτ ∈ h3B3

ρ for some ρ > 0. Since
1 − 2αηp∗ = 1 − 2αp∗ ψ(2αp∗) for small h, we observe that u∗ is also an approximate solution of
(4.7) up to an error in h3B3

ρ.
Now we have the following.

Proposition 1. Fix T > 0 such that the profile equations (3.11) and (3.18) (with α replaced by
αη) admit smooth solutions for all t ∈ [t0, T ], for all η. By shrinking h, for a given b0 ∈ (0, 1)
assume that |2αηp∗| ≪ 1− b0 on [0, T ], for all η. Let ρ > 0 be large enough to ensure that αη ∈ A4

ρ

and that for all η, we have that u∗ ∈ A4
ρ and it is an approximate solution of the system (4.5),

(4.6) up to an error in h3B3
ρ. Then for such ρ there exist σT,ρ,b0 and hT,ρ,b0 such that for any η

and any Cauchy data in the space u∗
∣∣
t=0

+ h3B3
ρ there exists for h ∈ (0, hT,ρ,b0 ] a unique solution

ũ∗ = (p̃∗, ṽ∗) ∈ u∗ + h3B3
σ of (4.5) on [0, T ]× Rn satisfying 2αηp̃∗ ≤ 1− b0 there.

Proof. An approximate solution u∗ = (p∗, v∗) of (4.5), (4.6) for which p∗ is sufficiently small in
the L∞ sense, as is the one in our hypothesis, is also an approximate solution of (4.7), as already
mentioned. Applying Theorem 3 for (4.7) with the approximate solution (4.12), we conclude that

for any Cauchy data in u∗
∣∣
t=0

+ h3B3
ρ there exists a unique solution ũψ∗ ∈ u∗ + h3B3

σ of (4.7) on

[0, T ]×Rn, for some σ > 0 and for h sufficiently small. To show that ũψ∗ = (p̃ψ∗ , ṽ
ψ
∗ ) is also a solution

of (4.5), (4.6), it suffices to show that

(4.14) wh ∈ h3B3
σ ⇒ sup

0≤t≤T
∥wh(t)∥L∞(Rn) = O(h)
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uniformly in wh, for then we can guarantee that

(4.15) 2αηp
ψ
∗ ≤ 1− b0 for all (t, x) ∈ [0, T ]× Rn

by shrinking h, since p∗ is small. Moreover, ũψ∗ must be the only solution of (4.5), (4.6) satisfying
(4.15), because any such solution also satisfies (4.7). Now (4.14) follows from the Rn version of
the Sobolev embedding theorem (see e.g. [McL00, Theorem 3.26]): since 2 > n/2 for n ≤ 3, there
exists a C such that for each t ∈ [0, T ] we have

∥wh(t)∥L∞(Rn) ≤ C∥wh(t)∥H2(Rn) ≤ C
∑
|α|≤2

∥∂αxwh(t)∥L2(Rn)

≤ Ch−2
∑
|α|≤2

∥(h∂x)αwh(t)∥L2(Rn) ≤ hC
(
h−3

∑
|α|≤3

∥(h∂x)αwh(t)∥L2(Rn)

)
≤ Chσ

by our assumption, and the claim is proved. □

Remark 2. Varying the incoming direction ω and position in the initial data does not result in
a small perturbation of them, in the sense of Proposition 1; note that ω is divided by h in (4.6).
This is the reason why we translated and rotated the nonlinearity instead.

Note that the statement of the proposition allows us to construct a true solution of (4.5) having
precisely the Cauchy data (4.6).

Proof of Theorem 1. Fix any T > 0, ω = ω0 ∈ Sn−1 and b0 ∈ (0, 1). As discussed in Section 3.2,
assumption (2.2) implies that the profile equations (3.11) and (3.18) admit smooth solutions for all
t ∈ [0, T ], and thus an approximate solution u∗ = (p∗, v∗) to the first order system (4.5) under the
initial condition (4.6) can be constructed for t ∈ [0, T ]. Moreover, p∗ is small in the L∞ sense when
h is. By Proposition 1, there exists hT,b0 and σT,b0 such that for each η, (4.5), (4.6) has a unique
solution u = (p, v) for 0 < h ≤ hT,b0 , differing from an approximate one by an element in h3B3

σ and
satisfying 2αηp ≤ 1 − b0. Then, as discussed immediately following (4.6), p is the unique solution
of (4.4). Equations (2.3) and (2.4) follow by construction of the approximate solution. □

5. Numerical experiments

5.1. One dimension. Assuming α depending on one variable only, say xn (then it is not compactly
supported but this is not a problem in this case), the problem becomes 1D. We have

∂2t p− ∂2xp− α∂2t p
2 = 0

with initial conditions

u|t≪0 = hχ(−t+ x) cos
−t+ x

h
.

In the applied literature, they pass to variables (τ, y) = (t− x, x). This transforms (6.1) into

2∂τ∂xp− ∂2xp− α∂2τp
2 = 0.

Then they argue that in this moving time frame, the x derivatives are small, so the ∂2xp can be
ignored. Then they integrate with respect to τ to get Burgers’ equation

∂xp− αp∂τp = 0.

This is the transport equation (3.13) since τ = −ϕ (the variables in (3.13) are somewhat different
though).

We work in [−1, 1] ∋ x. Since the speed is one, the time needed to cross from the one end
to the other of the interval is 2 but the wave is centered at x = −0.7 at t = 0 and we stop the
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computations when t = T := 1.4. We take α(x) = e−(x/0.3)2/2, h = 0.02, and χ(x) is “essentially
supported” in [−1,−0.75], where χ is almost zero; with χ ≥ 0, maxχ = 1.5. Condition (2.2) is
fulfilled then with the left hand-side being approximately 0.8. We compute the packet moving to
the right only. Then it starts from the left and essentially moves to the right slightly changing
its shape. The top travels faster, the bottom slower. This is what Burgers’ equation predicts. In
Figure 2, we show the packet at t = T , compared with the linear one. The relative shift on the top,
for example, is proportional to the integral of α along the way, which gives the Radon transform
of it in the multi-dimensional case.

Figure 2. 1D: A wave packet at its terminal time t = T . It moves to the right.
The dotted red curve is the linear solution, just for comparison.

5.2. A 2D example. We run a 2D experiment. The initial condition is a wave packet, of the kind
shown in Figure 1, moving up. After passing through the nonlinearity, we plot it in Figure 3 on the
right, vs. the linear solution on the left. The curving of the wave fronts is natural (for the linear
equation, as well), and is due to the wavelength not being small enough compared to the size of the
wave packet, for numerical reasons. The nonlinear solution has maxima speeding up and minima
lagging behind. This effect is stronger in the center where the amplitude is larger. This is due to
the Burgers’ transport equation.

Figure 3. 2D: the wave packet at its terminal time. Left: the linear solution. Right:
the nonlinear one. The maxima are shifted more upwards, towards the direction of
the movement, while the minima are lagging behind.
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6. The Inverse Problem. Proof of Theorem 2

6.1. Proof of Theorem 2. Assume the conditions of Theorem 2 satisfied. We send a wave packet
in direction ω, fixed, and our measurement is the leading order profile U0, which satisfies (3.13),
after it interacts with the nonlinearity. We will recover the X-ray transform of α in the direction
determined by the vector ω. To do this, we will compare it to the leading order profile UL0 of the
linear solution (α = 0). For it, we have

UL0 = χ(−t+ x · ω) cos(θ).
Note first that knowing (2.3) for 0 < h ≪ 1 allows us to recover U0(T, x, θ) for x ̸∈ B(0, R), and
in particular for those x corresponding to endpoints of exiting rays, see also Figure 1. This can be
done by recovering the Fourier coefficients of U0 as in [SBS21b, Proposition 3.2].

Now pass to the variables (t, x) = (s, y + sω). They are the same as those in Section 3.2 with
t0 = 0 formally. Then

UL0 = χ(y · ω) cos(θ),
while U0 solves (3.13). Our data is U0(s = T, y, θ) for y such that χ(y · ω) ̸= 0, and all θ. Fix such
an y.

Recall that (3.13) is solved by the method of characteristics, see (3.14). That method admits the
following characterization. In the (s, y) coordinates, each level set U0 = k moves with speed kα(s),
staying at the same level, and the resulting curve is the graph of U0. In particular, the zeros do not
move. The points between two zeros can move only within that interval because there is no shock
up to t = T , and therefore, the characteristics through them cannot intersect those through the
zeros, which are vertical lines in the (θ, s) plane. With y fixed as above, choose θ so that cos θ ̸= 0.
Then k := χ(y ·ω) cos θ ̸= 0. Along the horizontal line on the graph of θ 7→ UL0 , let d be the signed
distance to the closest point on the graph of θ 7→ U0, which is between the same two consecutive

zeros of cos θ, see Figure 4. Then d = k
∫ T
0 α(σ)dσ by the formula following (3.14). Since k ̸= 0

is known, we can recover the integral, and therefore, the X-ray transform of α in the direction ω
along any such ray.

Figure 4. A cross-section along a fixed ray parallel to ω at t = T compared to
the linear solution, dotted. Fixing a level p = k, the horizontal shift along it is
proportional to k

∫
α with the integral taken along the ray.

This concludes the proof of Theorem 2.

6.2. Fourier decomposition and higher order harmonics. When α ≪ 1, the tilt can be too
small to be measured reliably. Then one can measure the second harmonic. As we found out in
Section 3.2.2, U0 has a vanishing zeroth harmonic. Then in the coordinates (s, y),

U0(s, θ) =
∑
k∈Z\0

eikθuk(s),
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where uk depend on y through M = χ(y · ω), ω fixed. Then uk must solve, see (3.13),

(6.1)
d

ds
uk +

i

2
kα(s)

∑
k1+k2=k

uk1uk2 = 0

with initial conditions

(6.2) u1 = u−1 =
M

2
, uj = 0, j ̸= ±1, at s = 0.

The sum there is a discrete convolution, uk ∗ uk. Using the same arguments as in [SBS21a, p.38],
one can prove that u−k = ūk.

As already mentioned above, see (3.16), it is enough to solve this problem for α = 1, call the
solution ũk; then uk(s) = ũk(s̃(s)) with s̃ =

∫ s
0 α(σ) dσ solves (6.1), and by uniqueness, it is the

only solution up to the shock formation.
First, ũk|s̃=0 are as in (6.2). Since ∂s = ∂s̃ at s = 0, we have

∂s̃ũ2 = −∂s̃ũ−2 = −i
M2

4
, ∂s̃ũk = 0 for k ̸= ±2, at s̃ = 0.

Therefore, the Taylor expansion of ũ at s̃ = 0 (which is actually analytic up to the shock time) is

Ũ0 =M cos θ +
M2

2
s̃ sin(2θ) +O(s̃2).

Note that one can get the same result by Burgers’ equation directly. Passing to the solution u, and
considering α as a small parameter, we get

U0 = χ(y · ω) cos θ + 1

2
χ2(y · ω) sin(2θ)

∫ s

0
α(σ) dσ +O(α2).

The second term is the second harmonic, up to O(α2). Actually, one can show in the same way
that the error above is O(α3). Therefore, the second harmonic of U0 at t = T , linearized near
α = 0, recovers the X-ray transform of α. This has been used in ultrasound: one filters the data to
recover the second harmonic only, which is less likely to backscatter right away and create a very
strong signal, thus allowing for better sensitivity deeper into the tissue [Hum03].

We mention here that time-periodic solutions to the diffusive Westervelt equation have been
studied in [Kal21]. There, similarly to our analysis, terms are created at harmonic frequencies
which are integer multiples of the excitation frequencies.
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[SBS21a] Antônio Sá Barreto and Plamen Stefanov. Recovery of a cubic non-linearity in the wave equation in
the weakly non-linear regime. arXiv:2102.06323, to appear in Communication in Mathematical Physics,
2021.
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