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Abstract. In this paper, we construct a high order weighted essentially non-oscillatory (WENO)5
finite difference discretization for compressible Navier-Stokes (NS) equations, which is rendered6
positivity-preserving of density and internal energy by a positivity-preserving flux splitting and a7
scaling positivity-preserving limiter. The novelty of this paper is WENO reconstruction performed8
on variables from a positivity-preserving convection diffusion flux splitting, which is different from9
conventional WENO schemes solving compressible NS equations. The core advantages of our pro-10
posed method are robustness and efficiency, which especially are suitable for solving tough demanding11
problems of both compressible Euler and NS equation including low density and low pressure flow12
regime. Moreover, in terms of computational cost, it is more efficient and easier to implement and ex-13
tend to multi-dimensional problems than the positivity-preserving high order discontinuous Galerkin14
schemes and finite volume WENO scheme for solving compressible NS equations on rectangle domain.15
Benchmark tests demonstrate that the proposed positivity-preserving WENO schemes are high order16
accuracy, efficient and robust without excessive artificial viscosity for demanding problems involving17
with low density, low pressure, and fine structure.18
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1. Introduction.22

1.1. Motivation of preserving positivity. The compressible NS equations are23

the most popular continuum model equations in gas dynamics. The system without24

external forces in conservative form can be written as25

(1.1) Ut +∇ · Fa = ∇ · Fd,26

where U = (ρ, ρu, E)T are the conservative variables, ρ is the density, u = (u, v, w)27

denote the velocity, the total energy E = ρe + 1
2ρ‖u‖

2 with e denoting the interal28

energy. The fluxes are are the advection flux Fa = (ρu, ρu⊗ u + pI, (E + p)U)T and29

the diffusion flux Fd = (0, τ ,u · τ − q)T , in which p is the pressure and I is the unit30

tensor, τ is the stress tensor and q is the heat flux. The relations between conserved31

variables U and pressure p are given by equations of state (EOS). For a calorically32

ideal gas one has p = (γ − 1)ρe where γ = 1.4 can be taken for air.33

The positivity of density ρ and pressure p (or internal energy e) is often desired34

for numerical schemes solving compressible Euler and NS equations. Of course it is35

needed for numerical solutions to be physical meaningful. More importantly, it is36

crucial to preserve positivity for the sake of nonlinear stability. In practice, emer-37

gence of negative density or pressure often results in blow-ups of computation. With38
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2 C. FAN, X. ZHANG AND J. QIU

negative density or pressure, the linearized compressible Euler equations are no longer39

hyperbolic thus the initial value problem of linearized system is already ill-posed. A40

conservative positivity-preserving Eulerian scheme on fixed meshes is L1 stable for ρ41

and E, thus quite robust [28].42

For the sake of robustness of schemes, we are interested in conservative schemes43

preserving the positivity. Define the internal energy function ρe(U) = E − 1
2ρ‖u‖

244

and the set of admissible states as45

(1.2) G =

U =

 ρ
ρu
E

 : ρ > 0, ρe(U) > 0

 .46

We only consider an EOS satisfying p > 0 ⇔ e > 0, e.g., the ideal gas EOS, so47

positivity of e is equivalent to positivity of p. For other equations of state such as48

Jones-Wilkins-Lee EOS [6], (1.2) on longer ensures positive pressure. Nonetheless, it49

suffices to preserve positivity of ρ and e for the sake of robustness. Moreover, G in50

(1.2) is always a convex set for any EOS since ρe(U) is a concave function for ρ > 051

and satisfies the Jensen’s inequality ∀U1,U2 ∈ G, ∀λ1, λ2 ≥ 0, λ1 + λ2 = 1,52

(1.3) ρe(λ1U1 + λ2U2) ≥ λ1ρe(U1) + λ2ρe(U2).53

1.2. WENO schemes for gas dynamics. Weighted essentially non-oscillatory54

(WENO) method [18] is a very successful high order accurate reconstruction method.55

The finite difference WENO scheme by Jiang and Shu in [15], which will be re-56

ferred as WENO-JS scheme, and its variants are among the most popluar high order57

schemes for hyperbolic problems such as gas dynamics applications [25]. In prac-58

tice, the WENO-JS scheme provides stable numerical solutions for most problems of59

compressible Euler equations. On the other hand, for demanding problems involving60

extremely low density and pressure such as simulating astrophysical jets, the WENO61

method and the WENO-JS scheme may not be robust enough [25].62

For stabilizing high order accurate schemes for demanding problems, a systematic63

method of designing bound-preserving or positivity-preserving limiters based on in-64

trinsic properties in high order finite volume and discontinuous Galerkin (DG) meth-65

ods were developed by Zhang and Shu in [30–33, 35]. The Zhang-Shu method can66

be easily applied to finite volume WENO schemes. For the finite difference WENO67

scheme, the Zhang-Shu method can be extended through a special implementation68

for compressible Euler equations [34].69

For rendering the finite difference WENO scheme positivity-preserving for com-70

pressible Euler equations, there are many other methods, e.g., [11, 14, 22, 27]. All71

these methods are heavily dependent on first-order positivity-preserving schemes for72

compressible Euler equations, including the exact Godunov scheme, flux vector split-73

ting scheme [9], Lax-Friedrich schemes [21, 31], HLLE schemes [2, 4] and gas-kinetic74

schemes [26]. It is not straightforward at all to generalize these methods to compress-75

ible NS equations, since there are no standard low order positivity-preserving schemes76

for the NS diffusion operator, which is the key difficulty for designing positivity-77

preserving schemes for compressible NS equations.78

For approximating diffusion operators, the robustness of WENO methods can79

be much improved by avoiding negative linear weights in reconstruction [19, 20, 24].80

However, these WENO methods are still not robust for demanding gas dynamics tests,81

e.g., the positivity of density and pressure is not preserved. Without any positivity82

treatment, WENO schemes might not be stable for the low density and low pressure83
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PP FD WENO SCHEMES FOR COMPRESSIBLE NS EQUATIONS 3

problems such as high Mach number astrophysical jets. Thus, it is necessary to enforce84

positivity in WENO schemes for the sake of robustness.85

1.3. Objective and related work. The objective in this paper is to design86

a conservative positivity-preserving high order accurate scheme for solving (1.1) in87

the finite difference framework. The Zhang-Shu method [31] can be generalized88

to positivity-preserving discontinuous Galerkin schemes solving the compressible NS89

equations [28], in which the key ingredient is a positivity-preserving nonlinear diffusion90

flux. Such a flux can also be used for constructing high order positivity-preserving91

finite volume methods [5]. In this paper, we construct a high order accurate positivity-92

preserving finite difference WENO scheme by applying the same positivity-preserving93

nonlinear diffusion flux in the WENO implementation.94

We emphasize that it is quite straightforward to construct a positivity-preserving95

finite difference scheme for NS equations in one dimension, see the appendix in [28].96

The main difficulty of designing positivity-preserving finite difference schemes lies in97

the multiple dimensional stress tensor. In this paper, the positivity of one-dimensional98

scheme can be easily extended to two dimensions due its construction.99

There are also other positivity-preserving menthods for compressible NS equations100

[8, 10], but extensions of these methods to high order finite difference schemes seem101

difficult. A nonconvential WENO finite volume method can preserve bounds for scalar102

convection diffusion [29] but it is still nontrivial to generalize it to compressible NS103

equations.104

1.4. Contributions and organization of the paper. In this paper, we con-105

struct positivity-preserving high order finite difference WENO schemes for solving106

compressible NS equations. The key step is to reconstruct variables from a positivity-107

preserving convection diffusion flux splitting, which is different from conventional108

WENO schemes for diffusion terms. Compared to the positivity-preserving high or-109

der accurate DG schemes in [28] and finite volume WENO schemes in [5] for solving110

compressible NS equations, the positivity-preserving finite difference WENO schemes111

are more efficient and easier to implement, thanks to smaller memory cost compared112

to DG schemes, and lower computational cost than DG and finite volume schemes,113

especially for multi-dimensional problems.114

It is an extension of the positivity-preserving finite difference WENO scheme115

for compressible Euler equations in [34] to the compressible NS equations. When the116

Navier-Stokes equations reduce to Euler equations, i.e., Fd ≡ 0, the scheme in this pa-117

per will reduce to exactly the same scheme in [34]. However, the positivity-preserving118

diffusion flux splitting used in this paper is a nonlinear flux and its analytical proper-119

ties such as artificial viscosity are not as well understood as the classical Lax-Friedrichs120

flux splitting used for compressible Euler equations in [34]. On the other hand, unlike121

the linear DG methods, the WENO reconstruction is a nonlinear operator thus using a122

nonlinear flux splitting seems more suitable in WENO schemes. Moreover, numerical123

tests on the classical WENO-JS schemes and a less diffusive scheme WENO-ZQ [36]124

suggest that the nonlinear diffusion positivity-preserving flux splitting can improve125

robustness significantly without inducing excessive artificial viscosity.126

The organization of the paper is as follows. In Section 2, we review the basic127

idea of the finite difference WENO scheme and review the positivity-preserving high128

order finite volume scheme for compressible NS equations. In Section 3, we construct129

the positivity-preserving high order finite difference WENO schemes for compressible130

NS equations. A similar alternative positivity-preserving high order finite difference131

WENO scheme is discussed in Section 4. In Section 5, we consider a few benchmark132
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4 C. FAN, X. ZHANG AND J. QIU

tests for validating the performance. Concluding remarks are given in Section 6.133

2. Preliminaries. In this section, we first review the high order finite differ-134

ence WENO scheme for scalar conservation laws [15], which can be regarded as a135

formal finite volume scheme for an auxiliary function. Then we review the high order136

positivity-preserving finite volume scheme for compressible NS equations [28]. These137

methods will be used for constructing a positivity-preserving finite difference scheme138

in Section 3.139

2.1. The finite difference WENO scheme for scalar conservation laws.140

Consider the one-dimension scalar hyperbolic conservation law141

(2.1) ut + f(u)x = 0.142

Given a uniform grid xi with spacing ∆x, we define cells Ii = [xi− 1
2
, xi+ 1

2
] where143

xi± 1
2

= xi ± 1
2∆x. Let ui(t) be the numerical approximation to the exact solution144

u(x, t) at xi. A conservative semi-discrete scheme for (2.1) is given by145

(2.2)
dui(t)

dt
= − 1

∆x
(f̂i+ 1

2
− f̂i− 1

2
),146

where f̂i+ 1
2

is the numerical flux, but not as a high order approximation of the flux147

f(u) at xi+ 1
2
. Assume there exists an auxiliary function h(x, t) satisfying148

(2.3) f(u(x, t)) =
1

∆x

∫ x+∆x/2

x−∆x/2

h(η, t)dη, ∀x.149

By (2.3), f(u(xi, t)) is the cell average of h(x, t) and150

(2.4) f(u(xi, t))x =
1

∆x
[h(xi+ 1

2
, t)− h(xi− 1

2
, t)].151

Thus if the numerical flux f̂i+ 1
2

is a (2r+1)th order approximation to hi+ 1
2

= h(xi+ 1
2
),152

then 1
∆x (f̂i+ 1

2
− f̂i− 1

2
) is a (2r + 1)th order approximation to f(u(xi))x, which is the153

point of view for the high order conservative finite difference scheme in [15]. Let154

h̄i(t) = 1
∆x

∫ xi+∆x/2

xi−∆x/2
h(η, t)dη, then by the interpretation above, the finite difference155

scheme (2.2) is also a formal finite volume scheme for the function h(x, t):156

dh̄i(t)

dt
= − 1

∆x
(f̂i+ 1

2
− f̂i− 1

2
).157

For stability, the upwind biasing is usually used by splitting the flux f(u) into158

two parts: f(u) = f+(u) + f−(u) with df+(u)
du ≥ 0 and df−(u)

du ≤ 0. A simple Lax-159

Friedrichs splitting is applied as f±(u) = 1
2 (f(u)± αu) with α = maxu |f ′(u)|, where160

the maximum can be taken globally or locally in the stencil of the WENO scheme.161

Assume there exist two functions h±(x) depending on the mesh size ∆x, such that162

(2.5)
1

2

(
u± f(u)

α

)
:= z±(u(x)) =

1

∆x

∫ x+∆x/2

x−∆x/2

h±(η)dη.163

For convenience, we introduce the operator R∆x as164

h+ = R∆x(z+), h− = R∆x(z−) or z+ = R−1
∆x(h+), z− = R−1

∆x(h−).165
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Notice that the flux f = α(z+ − z−) and z± satisfy dz+

du ≥ 0 and dz−

du ≥ 0, thus it is166

equivalent to f± by z+ = αf+ and z− = −αf−.167

Given cell averages of h±(x), i.e., point values z±(u(xi)) = 1
2

(
ui ± f(ui)

α

)
, one can168

use the WENO reconstruction to obtain high order approximation to h±(xi± 1
2
) , which169

are denoted as ẑ±
i± 1

2

. Finally, the numerical flux is computed as f̂i± 1
2

= α(ẑ+
i± 1

2

−ẑ−
i± 1

2

).170

2.2. A positivity-preserving high order finite volume scheme. The di-171

mensionless compressible Navier-Stokes equations for ideal gas in one dimension are172

(2.6) Ut + Fa(U)x = Fd(U,S)x173

with the flux function F(U,S) = Fa(U)− Fd(U,S) and174

S = Ux,U =

 ρ
ρu
E

 ,Fa(U) =

 ρu
ρu2 + p

(E + p)u

 ,Fd(U,S) =
1

Re

 0
τ

uτ + q

 ,175

where τ = ηux is shear stress tensor, q is the heat flux given by γ
Prex and Re is the176

Reynolds number. The equation of state for ideal gas is p = (γ − 1)ρe.177

By the method in [28,32], a positivity-preserving high order finite volume scheme178

for (2.6) can be constructed as follows. Let U
n

i denote the approximation to the cell179

average of the exact solution U(x, t) on the cell Ii = [xi− 1
2
, xi+ 1

2
] at time level n. A180

finite volume scheme with forward Euler time discretization can be written as181

(2.7)

U
n+1

i = U
n

i −
∆t

∆x

[
F̂(U−

i+ 1
2

,S−
i+ 1

2

,U+
i+ 1

2

,S+
i+ 1

2

)− F̂(U−
i− 1

2

,S−
i− 1

2

,U+
i− 1

2

,S+
i− 1

2

)
]

182

with a positivity-preserving flux defined by183

(2.8)

F̂
(
U−
i+ 1

2

,S−
i+ 1

2

,U+
i+ 1

2

,S+
i+ 1

2

)
= 1

2

[
F
(
U−
i+ 1

2

,S−
i+ 1

2

)
+ F

(
U+
i+ 1

2

,S+
i+ 1

2

)
− βi+ 1

2

(
U+
i+ 1

2

−U−
i+ 1

2

)]
,184

where βi+ 1
2

is defined as185

(2.9) βi+ 1
2
> max

U±
i+1

2

,S±
i+1

2

[
|u|+ 1

2ρ2e
(
√
ρ2q2 + 2ρ2e|τ − p|2 + ρ|q|)

]
.186

Assume a vector of polynomials of degree k, Pi(x) = (ρi(x),mi(x), Ei(x))
T

, is a187

(k + 1)-th order accurate approximation to U(x, t) in Ii and satisfies that U
n

i is the188

cell average of Pi(x) on Ii, and U+
i− 1

2

= Pi(xi− 1
2
), U−

i+ 1
2

= Pi(xi+ 1
2
). Denote the189

N -point Legendre Gauss-Lobatto points on Ii as {x̂αi : α = 1, 2, ..., N} = {xi− 1
2

=190

x̂1
i , x̂

2
i , · · · , x̂

N−1
i , x̂Ni = xi+ 1

2
} with normalized quadrature weights ω̂α on the interval191

[− 1
2 ,

1
2 ] such that

N∑
α=1

ω̂α = 1. The N -point Gauss-Lobatto quadrature is exact for192

integrating polynomials of degree 2N − 3. Thus if 2N − 3 ≥ k,193

(2.10) U
n

i =
1

∆x

∫
Ii

Pi(x)dx =

N−1∑
α=2

ω̂αPi

(
x̂αj
)

+ ω̂1U
+
i− 1

2

+ ω̂NU−
i+ 1

2

.194

By the mean value theorem, there exist some points x1
i , x

2
i , x

3
i in cell Ii such that195

(2.11)

P∗i ≡
(
ρi(x

1
i ),mi(x

2
i ), Ei(x

3
i )
)T

=

N−1∑
α=2

ω̂αPi (x̂αi )

1− ω̂1 − ω̂N
=

U
n

i − ω̂1U
+
i− 1

2

− ω̂NU−
i+ 1

2

1− ω̂1 − ω̂N
.196
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6 C. FAN, X. ZHANG AND J. QIU

In [28], it has been proven that U±
i± 1

2

,P∗i ∈ G for all i is a sufficient condition197

for U
n+1

i ∈ G under some suitable CFL condition. A high order accurate limiter198

for enforcing U±
i± 1

2

,P∗i ∈ G can be used to render the base finite volume scheme199

positivity-preserving, e.g., [5]. Positivity for high order time discretizations can be200

achieved by using a strong stability-preserving (SSP) Runge-Kutta method, which is201

a convex combination of forward Euler steps thus positivity in forward Euler carries202

over.203

3. A positivity-preserving high order finite difference WENO scheme.204

In this section, we propose a positivity-preserving high order finite difference WENO205

scheme for solving dimensionless compressible Navier-Stokes equations by interpreting206

the high order finite difference scheme as a formal high order finite volume scheme, for207

which a sufficient condition of positive-preserving is obtained and a scaling positivity-208

preserving limiter can be applied. We first consider forward Euler time discretization209

and high order time discretizations will be discussed in Section 3.5. When the Navier-210

Stokes equations reduce to Euler equations, the scheme in this section will reduce211

to exactly the positivity-preserving finite difference WENO scheme for compressible212

Euler equations in [34].213

3.1. The one-dimensional WENO scheme. For 1D compressible NS equa-214

tions, consider the following conservative finite difference scheme:215

(3.1) Un+1
i = Un

i −
∆t

∆x
(F̂i+ 1

2
− F̂i− 1

2
),216

where F̂i+ 1
2

is the numerical flux so that 1
∆x (F̂i+ 1

2
− F̂i− 1

2
) is a high order approxi-217

mation to F(U,S)x, at x = xi, t = tn.218

For a (2r + 1)-th order finite difference WENO scheme, given point values Un
i219

at time level n, we first compute Sni by a (2r + 1)-th order finite difference WENO220

approximation to first order derivatives like in (2.3), (2.4) as described in Section 2.1.221

Then for computing F̂i+ 1
2

at a given fixed index i + 1
2 , we take a positivity-222

preserving flux splitting to splitted variables in a local stencil,223

(3.2) Z±,n
i+ 1

2 ,j
=

1

2

(
Un
j ±

F(Un
j ,S

n
j )

βi+ 1
2

)
, j = i− r, · · · , i+ r + 1,224

where225

(3.3) βi+ 1
2
> max

[
|u|+ 1

2ρ2e
(
√
ρ2q2 + 2ρ2e|τ − p|2 + ρ|q|)

]
226

and the maximum is taken locally over the WENO reconstruction stencil {i−r, · · · , i+227

r+ 1}. For example, in a fifth order WENO reconstruction, the stencil for computing228

F̂i+ 1
2

is {i− 2, i− 1, i, i+ 1, i+ 2, i+ 3}.229

We emphasize that βi+ 1
2

has no specific physical meaning, which is the main230

difference from a Lax-Friedrichs flux splitting for compressible Euler equations in [34].231

Let Ai+ 1
2

denote the Roe matrix of the two states Un
i and Un

i+1, and Li+ 1
2

and Ri+ 1
2

232

denote the left and right eigenvector matrices of Ai+ 1
2
, i.e., A = LΛR, where Λ is233

the diagonal matrix with eigenvalues of A on the diagonal. For each fixed xi+ 1
2

at234

time level n, the numerical flux F̂i+ 1
2

can be computed as follows via a characteristic235

WENO reconstruction.236
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1. Define H±,i+ 1
2

= R∆x(Z±
i+ 1

2

), i.e.,237

(3.4) Z±
i+ 1

2

(U(x),S(x)) =
1

∆x

∫ x+∆x/2

x−∆x/2

H±,i+ 1
2
(η)dη,238

where Z±
i+ 1

2

(U(x),S(x)) = 1
2

(
U± F(U,S)

β
i+1

2

)
. Then we have the cell averages

(H±)ni+ 1
2 ,j

= Z±,n
i+ 1

2 ,j
, j = i− r, · · · , i+ r + 1.

2. Transform the cell averages (H±)n
i+ 1

2 ,j
from physical space to the local char-239

acteristic space by240

(T±)ni+ 1
2 ,j

= Li+ 1
2
(H±)ni+ 1

2 ,j
, j = i− r, · · · , i+ r + 1.241

3. Perform the WENO reconstruction for each component of (T+)n
i+ 1

2 ,j
to obtain242

approximations of the point value of the function Li+ 1
2
H+,i+ 1

2
at xi+ 1

2
, denoted by243

(T+)±
i+ 1

2

, where the superscipts + and − denote approximations from the right and244

from the left respectively. Perform the WENO reconstruction for each component of245

(T−)n
i+ 1

2 ,j
to obtain approximations of the point value of the function Li+ 1

2
H−,i+ 1

2
246

at xi+ 1
2
, denoted by (T−)±

i+ 1
2

247

4. Transform back into physical space by248

(H+)−
i+ 1

2

= Ri+ 1
2
(T+)−

i+ 1
2

, (H−)+
i+ 1

2

= Ri+ 1
2
(T−)+

i+ 1
2

.249

5. Obtain the numerical flux by250

(3.5) F̂i+ 1
2

= βi+ 1
2
[(H+)−

i+ 1
2

− (H−)+
i+ 1

2

].251

3.2. Sufficient conditions for positivity. Next, we will derive a sufficient252

condition for the scheme (3.1) to keep Un+1
i ∈ G if Un

i ∈ G.253

For a fixed i, we have Un
i = (H+)n

i+ 1
2 ,i

+ (H−)n
i+ 1

2 ,i
= (H+)n

i− 1
2 ,i

+ (H−)n
i− 1

2 ,i
254

from (3.2). Plugging it into (3.5) and (3.1), we can get255

(3.6) Un+1
i = Un

i −
∆t

∆x
(F̂i+ 1

2
− F̂i− 1

2
) = H1 + H2256

with257

(3.7) H1 =
1

2
(H+)ni+ 1

2 ,i
+

1

2
(H−)ni+ 1

2 ,i
− ∆t

∆x
βi+ 1

2
(H+)−

i+ 1
2

+
∆t

∆x
βi+ 1

2
(H−)+

i+ 1
2

,258

259

(3.8) H2 =
1

2
(H+)ni− 1

2 ,i
+

1

2
(H−)ni− 1

2 ,i
+

∆t

∆x
βi− 1

2
(H+)−

i− 1
2

− ∆t

∆x
βi− 1

2
(H−)+

i− 1
2

.260

It suffices to discuss conditions to keep H1,H2 ∈ G. If given Un
i ∈ G at time261

level n, then (H±)n
i+ 1

2 ,j
= Z±,n

i+ 1
2 ,j

= 1
2 (Un

i ± β
−1
i+ 1

2

F(Un
i ,S

n
i )) ∈ G, which was proved262

in Lemma 6 of [28]. We first discuss H1 in equation (3.7).263

By interpolation [30], there exists a vector of polynomials of degree k = 2r,264

denoted P+
i (x), satisfying265
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1. the cell average of P+
i (x) on the inverval Ii is (H+)n

i+ 1
2 ,i

;266

2. P+
i (xi+ 1

2
) = (H+)−

i+ 1
2

;267

3. P+
i (x) is a (2r+1)-th order accurate approximation to the function H+,i+ 1

2
(x)268

on the interval Ii if H+,i+ 1
2
(x) is smooth.269

Recall that we have reviewed quadrature in Section 2.2. Let N = d 2r+3
2 e, i.e.,270

N is the smallest integer s.t. N ≥ 2r+3
2 , then the exactness of the Gauss-Lobatto271

quadrature rule implies272

(H+)ni+ 1
2 ,i

=
1

∆x

∫
Ii

P+
i (x)dx =

N∑
α=1

ω̂αP+
i (x̂αj ) = (1− ω̂N )P+,∗

i + ω̂N (H+)−
i+ 1

2

,273

where

P+,∗
i =

1

1− ω̂N

N−1∑
α=1

ω̂αP+
i (x̂αj ) =

1

1− ω̂N
[(H+)ni+ 1

2 ,i
− ω̂N (H+)−

i+ 1
2

].

We have274

H1 = 1
2 (H−)n

i+ 1
2 ,i

+ 1−ω̂N

2 P+,∗
i + ( ω̂N

2 −
∆t
∆xβi+ 1

2
)(H+)−

i+ 1
2

+ ∆t
∆xβi+ 1

2
(H−)+

i+ 1
2

.275

So under the CFL condition ∆t
∆xβi+ 1

2
≤ 1

2 ω̂N , if Un
i , P+,∗

i , (H+)−
i+ 1

2

, (H−)+
i+ 1

2

∈ G,276

then we have H1 ∈ G because it is a convex combination of four vectors in G.277

Similarly, discussion for H2 in equation (3.8). By interpolation [30], there exists278

a vector of polynomials of degree k = 2r, denoted P−i (x), satisfying279

1. the cell average of P−i (x) on the inverval Ii is (H−)n
i− 1

2 ,i
;280

2. P−i (xi− 1
2
) = (H−)+

i− 1
2

;281

3. P−i (x) is a (2r+1)-th order accurate approximation to the function H−,i− 1
2
(x)282

on the interval Ii if H−,i− 1
2
(x) is smooth.283

The quadrature rule implies284

(H−)ni− 1
2 ,i

=
1

∆x

∫
Ii

P−i (x)dx =

N∑
α=1

ω̂αP−i (x̂αj ) = ω̂1(H−)+
i− 1

2

+ (1− ω̂1)P−,∗i ,285

where

P−,∗i =
1

1− ω̂1

N∑
α=2

ω̂αP−i (x̂αj ) =
1

1− ω̂1
[(H−)ni− 1

2 ,i
− ω̂1(H−)+

i− 1
2

].

We have286

H2 = 1
2 (H+)n

i− 1
2 ,i

+ 1−ω̂1

2 P−,∗i + ( ω̂1

2 −
∆t
∆xβi− 1

2
)(H−)+

i− 1
2

+ ∆t
∆xβi− 1

2
(H+)−

i− 1
2

.287

So under the CFL condition ∆t
∆xβi− 1

2
≤ 1

2 ω̂1, if Un
i ,P

−,∗
i , (H−)+

i− 1
2

(H+)−
i+ 1

2

∈ G,288

then H2 ∈ G because it is a convex combination of four vectors in G.289

Notice that ω̂1 = ω̂N = 1
N(N−1) . By above discussion, we have the following main290

result.291
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Theorem 3.1. The (2r+1)-th order accurate finite difference WENO scheme292

(3.1) and (3.5) is positivity-preserving, i.e., Un
i ∈ G⇒ Un+1

i ∈ G, if293

(3.9) P+,∗
i , (H+)−

i+ 1
2

, (H−)+
i+ 1

2

,P−,∗i , (H−)+
i− 1

2

, (H+)−
i+ 1

2

∈ G, ∀i294

under the CFL condition295

(3.10)
∆t

∆x
max
i
βi+ 1

2
≤ 1

2N(N − 1)
,296

where N = d 2r+3
2 e and297

(3.11) P+,∗
i =

(H+)n
i+ 1

2 ,i
− ω̂N (H+)−

i+ 1
2

1− ω̂N
,P−,∗i =

(H−)n
i− 1

2 ,i
− ω̂1(H−)+

i− 1
2

1− ω̂1
.298

Remark 3.1. The polynomials P±i (x) are needed only for deriving sufficient con-299

ditions for positivity, but they are not needed and never used in the implementation.300

Remark 3.2. The sufficient condition in Theorem 3.1 is an intrinsic property of301

any finite difference scheme interpreted as a finite volume scheme for an auxiliary302

variable. On the other hand, we emphasize that Theorem 3.1 is a weak positivity303

result, i.e., the scheme (3.1) and (3.5) is not positivity-preserving unless (3.9) is304

enforced by additional limiters. Moreover, the CFL (3.10) is only sufficient but not305

always necessary for positivity. For a smooth solution the CFL (3.10) reduces to306

∆t = O(∆x), which does not satisfy the linear stability CFL ∆t = O(Re∆x2) in an307

explicit scheme for a convection diffusion problem [28]. In practice, ∆t = O(Re∆x2)308

should be always obeyed in the WENO scheme, and (3.10) should be enforced only309

when positivity is lost. See Section 3.5 for details.310

3.3. A high order accurate positivity-preserving limiter. To enforce the311

condition (3.9) in Theorem 3.1, we can simply use the limiter in [34], which is essen-312

tially the same as applying the high order accurate positivity-preserving limiter in [28]313

to two formal finite volume schemes (3.7) and (3.8). For simplicity, let (H+)n
i+ 1

2 ,i
=314

(ρi,mi, Ei)
T , (H+)−

i+ 1
2

= (ρ−
i+ 1

2

,m−
i+ 1

2

, E−
i+ 1

2

, )T and P+,∗
i = (ρ∗i ,m

∗
i , E

∗
i , )

T . The315

following limiter procedures can enforce the condition (3.9) in Theorem 3.1.316

For a fixed index i+ 1
2 , we apply the following limiter:317

Step 1. Setup a small positivity number ε as a desired lower bound for density318

and internal energy, e.g., ε = min
{

10−13, ρ
(

(H+)n
i+ 1

2 ,i

)}
.319

Step 2. For each cell Ii = [xi− 1
2
, xi+ 1

2
], we first modify density by320

(3.12) ρ̂−
i+ 1

2

= θρ

(
ρ−
i+ 1

2

− ρ̄i
)

+ ρ̄i, θρ = min

{
1,

ρ̄i − ε
ρ̄i − ρmin

}
,321

where ρmin = min
{
ρ−
i+ 1

2

, ρ∗i

}
. Then denote (Ĥ+)−

i+ 1
2

= (ρ̂−
i+ 1

2

,m−
i+ 1

2

, E−
i+ 1

2

)T and322

P̂+,∗
i = 1

1−ω̂N

[
(H+)n

i+ 1
2 ,i
− ω̂N (Ĥ+)−

i+ 1
2

]
.323

Step 3. For convenience, let q̂1 = (Ĥ+)−
i+ 1

2

, q̂2 = P̂+,∗
i . Define ρei = Ei − 1

2
m2

i

ρi
324

For k = 1, 2, compute325

tkε =

{
ρei−ε

ρei−ρe(q̂k) , if ρe(q̂k) < ε

1, if ρe(q̂k) ≥ ε
.326
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Then we modify the internal energy by327

(3.13) (H̃+)−
i+ 1

2

= θe

(
(Ĥ+)−

i+ 1
2

− (H+)ni+ 1
2 ,i

)
+ (H+)ni+ 1

2 ,i
, θe = min{t1ε, t2ε}.328

Similarly, we can get the revised point value (H̃−)+
i+ 1

2

. Finally, we have the329

modified WENO flux with330

(3.14) F̂i+ 1
2

= βi+ 1
2
[(H̃+)−

i+ 1
2

− (H̃−)+
i+ 1

2

].331

By Theorem 3.1, the modified scheme (3.1) and (3.14) is positivity-preserving.332

This limiter is high order accurate for smooth solutions without vacuum in the
following asymptotic sense. Assume the exact smooth solution U(x, t) has a uniform
lower bound in density and internal energy, i.e.,

min
x,t

ρ(U(x, t)) = a > 0,min
x,t

ρe(U(x, t)) = b > 0.

By Lemma 6 in [28], with suitable βi+ 1
2
, we have Z±

i+ 1
2

∈ G. If ∆x is small enough,333

H±,i+ 1
2

defined in (3.4) satisfies H±,i+ 1
2
∈ G. Notice that the limiter (3.12) and334

(3.13) is the exactly the same type of limiter for finite volume scheme (3.7) as in [28].335

Based the same arguments in [28], if regarding it as a limiter applied to polynomials336

approximating the auxiliary function H+,i+ 1
2
, it is straightforward to show that the337

scaling positivity-preserving limiter will not destroy the high order accuracy of the338

finite difference WENO schemes for smooth solutions without vacuum regions when339

∆x is small, see also [34].340

3.4. Two-dimensional case. Consider the dimensionless form of compressible341

dimensionless Navier-Stokes equations342

(3.15) Ut +∇ · Fa = ∇ · Fd,343

where U = (ρ, ρu, E)T are the conservative variables, ρ is the density, u = (u, v), u344

and v denote the velocity in x and y direction respectively, E is the total energy, the345

flux function Fa and Fd are respect to advection and diffusion fluxes346

(3.16) Fa =

 ρu
ρu⊗ u + pI

(E + p)u

 , Fd =

 0
τ

u · τ − q

 ,347

where I is the unit tensor, the shear stress tensor and heat diffusion flux are348

(3.17) τ =
1

Re

(
τxx τxy
τyx τyy

)
, q =

1

Re

γ

Pr
(ex, ey)T349

with τxx = 4
3ux −

2
3vy, τxy = τyx = uy + vx, τyy = 4

3vy −
2
3ux. The total energy is350

E = p
γ−1 + 1

2ρu
2 + 1

2ρv
2 and EOS is p = (γ − 1)ρe, where p is the pressure and e is351

the internal energy. Denote S = ∇U. We can regard Fa − Fd as a single flux and352

formally treat ∇ · (Fa −Fd) as a convection by combining the advection flux Fa and353

diffusion flux Fd, then (3.15) can be written as354

(3.18) Ut + F(U,S)x + G(U,S)y = 0355
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with356

F(U,S) =


ρu

ρu2 + p− 1
Reτxx

ρuv − 1
Reτyx

(E + p)u− 1
Re (τxxu+ τyxv + γex

Pr )

 ,357

358

G(U,S) =


ρv

ρuv − 1
Reτxy

ρv2 + p− 1
Reτyy

(E + p)v − 1
Re (τxyu+ τyyv +

γey
Pr )

 .359

Consider a uniform grid with nodes (xi, yj). A conservative WENO finite difference360

with forward Euler discretization can be written as361

(3.19) Un+1
ij = Un

ij −
∆t

∆x
(F̂i+ 1

2 ,j
− F̂i− 1

2 ,j
)− ∆t

∆y
(Ĝi,j+ 1

2
− Ĝi,j− 1

2
).362

We use the same positivity-preserving flux splitting,363

(3.20) Z±
i+ 1

2 ,j
(U,S) =

1

2

(
U± F(U,S)

βx
i+ 1

2 ,j

)
, Z±

i,j+ 1
2

(U,S) =
1

2

(
U± G(U,S)

βy
i,j+ 1

2

)
,364

365
(3.21)

βxi+ 1
2 ,j

> max

[
|u · n1|+

1

2ρ2e
(

√
ρ2 |q · n1|2 + 2ρ2e ‖τ · n1 − pn1‖2 + ρ |q · n1|)

]
,366

367
(3.22)

βy
i,j+ 1

2

> max

[
|u · n2|+

1

2ρ2e
(

√
ρ2 |q · n2|2 + 2ρ2e ‖τ · n2 − pn2‖2 + ρ |q · n2|)

]
,368

where the maximum is taken locally over the corresponding WENO stencils and n1 =369

(1, 0)T ,n2 = (0, 1)T . According to the Lemma 6 in [28], it is easy to check that370

Z±
i+ 1

2 ,j
(U,S),Z±

i,j+ 1
2

(U,S) ∈ G if U ∈ G. The numerical flux F̂i+ 1
2 ,j

and Ĝi,j+ 1
2

in371

(3.19) can be obtained by the dimension-by-dimension reconstruction in exactly the372

same way of one-dimensional WENO approximation. For the property of positivity-373

preserving in (3.19), we rewrite the scheme as Un+1
ij = 1

2F + 1
2G with374

(3.23) F = Un
ij − 2

∆t

∆x

(
F̂i+ 1

2 ,j
− F̂i− 1

2 ,j

)
, G = Un

ij − 2
∆t

∆x

(
Ĝi,j+ 1

2
− Ĝi,j− 1

2

)
.375

If F,G ∈ G, then Un+1
ij ∈ G. Notice that (3.23) are two formal one-dimensional376

schemes, thus Theorem 3.1 applies to both F and G. So it is straightforward to extend377

the one-dimension positivity-preserving results and the limiter to two-dimensions.378

3.5. High order time discretizations and implementation details. (3.10)379

For high order time discretizations, we can use any high order strong stability-380

preserving (SSP) Runge-Kutta method, which is a convex combination of forward381

Euler steps, thus all discussion about positivity for forward Euler still holds due to382

convex combinations since the set G is convex. In numerical tests, we use the third383

order SSP Runge-Kutta method. For solving d
dtU = L(U), it can be written as384

(3.24)


U

(1)
i = Un

i + ∆tL(Un
i ),

U
(2)
i =

3

4
Un
i +

1

4
(U

(1)
i + ∆tL(U

(1)
i )),

Un+1
i =

1

3
Un
i +

2

3
(U

(2)
i + ∆tL(U

(2)
i )).

385
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Algorithm 3.1 Implementation of the time discretization

Input: point values Un
i ∈ G for i=1,· · · , Nx, where Nx is number of grid-point.

Output: point values Un+1
i ∈ G for i=1,· · · , Nx.

1: Step I Compute the wave speed αi = |ui| +
√

γpi
ρi

. Let α? = maxi |αi|. Set

up time step ∆t = min{a∆x
α? , bRe∆x2} with the two parameters a = 0.6 and

b = 0.001;

2: Step II Compute U
(1)
i = Un

i + ∆tL(Un
i ), i = 1, · · · , Nx.

3: if U
(1)
i ∈ G then ¡¡¡¡¡¡

4: Proceed to next Step III; ¡¡¡¡
5: else¡¡¡¡¡¡
6: Setup time step ∆t = ∆t

2 and restart the computation.

7: Step III Compute U
(2)
i = 3

4Un
i + 1

4 (U
(1)
i + ∆tL(U

(1)
i )), i = 1, · · · , Nx.

8: if U
(2)
i ∈ G then ¡¡¡¡¡¡

9: proceed to next step Step IV; ¡¡
10: else¡¡¡¡¡¡
11: Setup time step ∆t = ∆t

2 , return to Step II and restart the computation.

12: Step IV Compute Un+1
i = 1

3Un
i + 2

3 (U
(2)
i + ∆tL(U

(2)
i )), i = 1, · · · , Nx.

13: if U
(1)
i ∈ G then ¡¡¡¡

14: ¡¡¡¡The computation to step n+ 1 is done; ¡¡¡¡
15: else¡¡¡¡¡¡
16: Setup time step ∆t = ∆t

2 , return to Step II and restart the computation.

17: return

The time step should not be set as the CFL (3.10) because it gives ∆t = O(∆x)386

for smooth solutions which is inconsistent with linear stability constraints ∆t =387

O(Re∆x2). For a solution with shocks but far away from vacuum, the CFL (3.10) is388

much stringent than a necessary time step for positivity in WENO schemes. So for389

the sake of efficiency, (3.10) should not always be enforced either. To this end, (3.10)390

should be enforced only when positivity is lost, and we can use the same simple time391

marching strategy in [28]. The positivity-preserving limiter should be used for each392

stage in (3.24). The positivity-preserving high order finite difference WENO schemes393

with the third order SSP Runge-Kutta (3.24) for equation (3.1) is implemented as in394

the Algorithm 3.1.395

Remark 3.3. Obviously one can use the Algorithm 3.1. for any finite difference396

scheme, but the restarting might result in an infinite loop. Even though the CFL (3.10)397

is never used directly in the Algorithm 3.1, Theorem 3.1 ensures that it will not be398

an infinite loop in the positivity-preserving scheme since the restarting will end when399

(3.10) is satisfied for each forward Euler step.400

Remark 3.4. Theorem 3.1 will hold for any method computing point values of401

derivatives S = ∇U . But Theorem 3.1 is only about positivity and a positivity-402

preserving scheme can still be oscillatory [28]. In our numerical tests, we find that403

a high order linear approximation for approximating derivatives ux and ex can result404

in oscillations. Instead, given point values of U, we use high order WENO finite dif-405

ference approximation to find point values of S = ∇U . After derivatives of conserved406

variables ρ,m,E are obtained, derivatives of u and e can be computed by product and407
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quotient rules, e.g., u = m
ρ ⇒ ux = ρmx−mρx

ρ2 .408

4. An alternative positivity-preserving finite difference WENO scheme.409

In Section 3, we have constructed a WENO scheme solving compressible NS equations410

by combing the advection flux Fa and the diffusion flux Fd in the WENO reconstruc-411

tion. However, in practice one might prefer not to regard Fa−Fd as a single flux. For412

instance, if a positivity-preserving WENO scheme for compressible Euler equations413

such as [34] is already available, then one might prefer a positivity-preserving WENO414

scheme for directly approximating the diffusion flux Fd. In this section, we describe415

such a positivity-preserving WENO scheme based on existing Euler solvers in [34].416

For simplicity, we only discuss sufficient conditions for positivity in forward Euler417

time discretization in one dimension. The extension to two dimensions is straight-418

forward since the finite difference scheme is defined in the dimension-by-dimension419

fashion, as shown in Section 3. Discussion for the positivity-preserving limiter, high420

order time discretizations and implementation are the same as in Section 3. The same421

notation in Section 3 will be used.422

4.1. One-dimensional scheme. Consider the following finite difference scheme423

(4.1) Un+1
i = Un

i −
∆t

∆x
(F̂ai+ 1

2
− F̂ai− 1

2
) +

∆t

∆x
(F̂di+ 1

2
− F̂di− 1

2
).424

For the advection flux Fa, we use the same Lax-Friedrichs flux splitting in [34],425

(4.2) Za,±(U) =
1

2
(U± Fa(U)

α
)426

with α = max ||(|u| + c)||, u and c are the velocity and speed of sound of the state427

Un
i , the maximum is taken either globally or locally over the Un

i in the WENO428

reconstruction stencil. For simplicity, we take the maximum globally over the Un
i .429

For the diffusion flux Fd, we use the following local flux splitting. For a (2r + 1)-th430

order WENO scheme, at a fixed index i+ 1
2 , define431

(4.3) Zd,±
i+ 1

2 ,j
=

1

2
(Un

j ∓
Fd(Un

j ,S
n
j )

κi+ 1
2

), j = i− r, · · · , i+ r + 1,432

where433

(4.4) κi+ 1
2
> max

[
1

2ρ2e
(
√
ρ2q2 + 2ρ2e|τ |2 + ρ|q|)

]
434

and the maximum is taken locally over the the WENO reconstruction stencil {i −435

r, · · · , i + r + 1}. The advection flux F̂a
i+ 1

2

can be computed exactly the same as436

in [34]. We emphasize that signs in (4.3) must be flipped for the correct437

upwinding bias, i.e., Zd,+ = 1
2 (U− Fd/κ) and Zd,− = 1

2 (U + Fd/κ).438

At each fixed xi+ 1
2
, the diffusion flux F̂d

i+ 1
2

is computed as follows.439

1. Let Hd
±,i+ 1

2

= R∆x(Zd,±
i+ 1

2

), we can obtain the cell averages at time level n

(Hd
±)ni+ 1

2 ,j
= Zd,±

i+ 1
2 ,j
, j = i− r, · · · , i+ r + 1.

2. Transform the cell averages (Hd
±)n

i+ 1
2 ,j

from the physical space to the local440

characteristic space of the Roe matrix by441

(T±)ni+ 1
2 ,j

= Li+ 1
2
(Hd
±)ni+ 1

2 ,j
, j = i− r, · · · , i+ r + 1.442
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3. Perform the (2r + 1)-th order WENO reconstruction for each component of443

(T+)n
i+ 1

2 ,j
to construct nodal values of Li+ 1

2
Hd

+,i+ 1
2

at xi+ 1
2
, denoted by (T+)±

i+ 1
2

.444

Perform the (2r+1)-th order WENO reconstruction for each component of (T−)n
i+ 1

2 ,j
445

to construct nodal values of Li+ 1
2
Hd
−,i+ 1

2

at xi+ 1
2
, denoted by (T−)±

i+ 1
2

.446

4. Transform from the local characteristic space back into the physical space by447

(Hd
+)−
i+ 1

2

= Ri+ 1
2
(T+)−

i+ 1
2

, (Hd
−)+

i+ 1
2

= Ri+ 1
2
(T−)+

i+ 1
2

.448

5. Obtain the numerical diffusion flux by449

(4.5) F̂di+ 1
2

= κi+ 1
2
[(Hd
−)+

i+ 1
2

− (Hd
+)−
i+ 1

2

].450

4.2. Sufficient conditions for positivity of the diffusion flux. The scheme451

(4.1) can be written as Un+1
i = 1

2Un+1,a
i + 1

2Un+1,d
i with452

Un+1,a
i = Un

i − 2
∆t

∆x
(F̂ai+ 1

2
− F̂ai− 1

2
),Un+1,d

i = Un
i + 2

∆t

∆x
(F̂di+ 1

2
− F̂di− 1

2
).453

Except the extra scalar factor 2 in front of ∆t
∆x , Un+1,a

i is the finite difference WENO454

scheme with forward Euler time stepping for compressible Euler equations, thus its455

positivity can be discussed exactly the same as in [34]. So it suffices to only discuss456

sufficient conditions for Un+1,d
i ∈ G.457

For a fixed i, we have Un
i = (Hd

+)n
i+ 1

2 ,i
+ (Hd

−)n
i+ 1

2 ,i
= (Hd

+)n
i− 1

2 ,i
+ (Hd

−)n
i− 1

2 ,i
.458

Thus we have459

Un+1,d
i = Un

i + 2
∆t

∆x
(F̂di+ 1

2
− F̂di− 1

2
) = H1 + H2460

with461

H1 =
1

2
(Hd

+)ni+ 1
2 ,i

+
1

2
(Hd
−)ni+ 1

2 ,i
− 2

∆t

∆x
κi+ 1

2
(Hd

+)−
i+ 1

2

+ 2
∆t

∆x
κi+ 1

2
(Hd
−)+

i+ 1
2

,462

463

H2 =
1

2
(Hd

+)ni− 1
2 ,i

+
1

2
(Hd
−)ni− 1

2 ,i
+ 2

∆t

∆x
κi− 1

2
(Hd

+)−
i− 1

2

− 2
∆t

∆x
κi− 1

2
(Hd
−)+

i− 1
2

.464

Notice that the structure of H1 and H2 are similar to those in Section 3.3 thus the465

sufficient conditions for positivity can be derived following the same lines in Section466

3.3. We state the main result as the following theorem.467

Theorem 4.1. The (2r+1)-th order accurate finite difference WENO diffusion468

flux in the scheme (4.1) and (4.5) is positivity-preserving, i.e., Un
i ∈ G ⇒ Un+1,d

i ∈469

G, if470

P+,d∗
i , (Hd

+)−
i+ 1

2

, (Hd
−)+

i+ 1
2

,P−,d∗i , (Hd
−)+

i− 1
2

, (Hd
+)−
i+ 1

2

∈ G, ∀i471

under the CFL condition472

∆t

∆x
max
i
κi+ 1

2
≤ 1

4N(N − 1)
,473

where N = d2r + 3e and474

P+,d∗
i =

(Hd
+)n
i+ 1

2 ,i
− ω̂N (Hd

+)−
i+ 1

2

1− ω̂N
,P−,d∗i =

(Hd
−)n

i− 1
2 ,i
− ω̂1(Hd

−)+
i− 1

2

1− ω̂1
.475
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5. Numerical results. We consider some representative numerical examples in476

one and two dimensions for the positivity-preserving (PP) property of the finite differ-477

ence (FD) WENO schemes, to demonstrate the performance. We test the positivity-478

preserving approaches in Section 3 and Section 4 on three different high order WENO479

schemes. We observe no significant difference for the numerical results between two480

methods in Section 3 and Section 4, thus for simplicity we only show the results481

computed by the method of the Section 3.482

The classical fifth-order and seven-order FD WENO schemes of Jiang and Shu [15]483

are referred to as the WENO-JS5 and WENO-JS7 schemes. In the literature, there484

are many improvements and variants of WENO-JS schemes, and we also test one of485

the variants, the simple fifth-order FD WENO scheme of Zhu and Qiu [36], referred486

as the WENO-ZQ5 scheme. The linear weights of the WENO-ZQ5 schemes are set487

as γ1 = 0.98, γ1 = 0.01, γ1 = 0.01 in all examples unless otherwise specified.488

In these tests, one particular aspect is to validate the robustness. Without the489

positivity-preserving flux and limiter in this paper, WENO-JS5, WENO-JS7 and490

WENO-ZQ5 schemes will blow up for all one- and two-dimensional examples in this491

section. With the additional positivity-preserving limiter, one finds by the numeri-492

cal test that there don’t increase a lot of computational cost since there is very few493

cells using the positivity-preserving limiter in each time step. Another aspect we494

should focus on is the artificial viscosity. The WENO schemes are high order in the495

sense that the errors are high order for solving smooth solutions. Near shocks, the496

error of any scheme on a uniform mesh cannot be high order. However, the high497

order WENO schemes are still much more advantageous for shock problems in the498

sense that their numerical artificial viscosity is much lower than first and second499

order accurate schemes. Inevitably, the positivity-preserving flux splitting and the500

positivity-preserving limiter in Section 3 induce artificial viscosity, which must be501

validated through these tests.502

For computing nonlinear weight in WENO-JS schemes, the constant ε to avoid503

the denominator being zero can influence the accuracy and can be set as ε = ∆x2 to504

achieve the optimal convergence order [1]. For many shock problems on fine meshes,505

simply setting ε = 10−15 can also reduce artificial viscosity. For all examples except506

the accuracy test in this paper, the choice between ε = 10−15 and ε = ∆x2 makes507

marginal difference for WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes. Thus for508

simplicity, we only show results using ε = 10−15.509

The reference solution for the accuracy test was generated by a Fourier collocation510

spectral method using 1280 points and a 1280×1280 mesh respectively. The reference511

solutions for Examples 5.2, 5.3 and 5.4. were generated by a second order PP FD512

scheme discussed in the Appendix A of the literature [34] by using a fifth order PP513

WENO flux for convection term and the second order central difference approximation514

for diffusion term on a mesh of 6400 grid points.515

Example 5.1. (An accuracy test) We test the accuracy of positivity-preserving516

FD WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes for one and two dimensional517

compressible Navier-Stokes equations with Re = 1000. The initial condition is ρ =518

1,u = 0, E = (10−10 + sin8(x))/(γ − 1) on the interval [0, 2π] for 1D case; ρ = 1, u =519

v = 0, E = (10−10 + sin8(x+ y))/(γ − 1) on the rectangle domain [0, 2π]× [0, 2π] for520

2D case. The boundary condition is periodic and final computing time T = 0.1. The521

minimal value of exact solution energy E is 2.56×10−10 for 1D case and 3.45×10−10522

for 2D case. For comparison, the L1 errors and numerical order of accuracy by523

WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes are shown in Table 5.1 and 5.2524

This manuscript is for review purposes only.



16 C. FAN, X. ZHANG AND J. QIU

to verify the accuracy of the convection diffusion WENO flux and the PP limiter525

will not destroy the high order accuracy of the schemes. We test the accuracy test526

with ε = 10−15 and ∆x2. We can observe that WENO-JS5 and WENO-ZQ5 achieve527

the fifth-order accuracy with ε = 10−15 and ∆x2. WENO-JS7 has smaller L1 errors528

than WENO-JS5 and WENO-ZQ5, suffering certain order loss with ε = 10−15 but529

achieving optimal seven-order accuracy with ε = ∆x2. For the accuracy test, the time530

step ∆t is set as ∆t = min{0.6∆x
5
3 , 0.001Re∆x2} for WENO-JS5 and WENO-ZQ5,531

and ∆t = min{0.6∆x
7
3 , 0.001Re∆x2} for WENO-JS7.

Table 5.1
An accuracy test of the PP FD WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes for

one-dimensional compressible Navier-Stokes equations with Re=1000 and final time T = 0.1.
PP limiter: the average of the Ratio of cells using PP limiter to total cells at each time step.

Mesh
WENO-JS5(ε = 10−15) WENO-JS7(ε = 10−15)

L1error order PP limter L1error order PP limter

10 4.65E-02 — 20.0% 1.94E-01 — 53.3%
20 1.08E-02 2.11 18.9% 1.10E-01 0.82 25.3%
40 1.22E-03 3.15 19.3% 1.29E-03 6.41 19.9%
80 6.19E-05 4.30 7.24% 1.02E-05 6.99 9.28%
160 1.22E-06 5.66 2.76% 6.11E-08 7.38 3.46%
320 5.96E-08 4.36 0.91% 6.78E-10 6.50 1.00%

Mesh
WENO-ZQ5(ε = 10−15)

L1error order PP limter

10 5.90E-02 — 13.3%
20 1.15E-02 2.36 33.3%
40 1.45E-03 2.99 9.52%
80 3.75E-05 5.28 4.42%
160 1.85E-06 4.34 1.82%
320 4.93E-08 5.23 0.87%

Mesh
WENO-JS5(ε = ∆x2) WENO-JS7(ε = ∆x2)

L1error order PP limter L1error order PP limter

10 4.36E-02 — 33.3% 1.52E-01 — 46.7%
20 1.05E-02 2.05 26.1% 4.39E-02 1.79 15.6%
40 9.29E-04 3.50 9.62% 6.89E-04 5.99 22.8%
80 3.40E-05 4.77 4.81% 5.96E-06 6.85 6.19%
160 1.03E-06 5.05 3.83% 1.64E-08 8.51 2.53%
320 2.99E-08 5.10 0.20% 9.96E-11 7.36 0.88%

Mesh
WENO-ZQ5(ε = ∆x2)

L1error order PP limter

10 3.42E-02 — 46.7%
20 1.46E-02 1.23 22.8%
40 4.75E-04 4.94 8.60%
80 1.49E-05 4.99 4.57%
160 3.28E-07 5.51 3.15%
320 8.23E-09 5.31 1.25%

532

Example 5.2. (Double rarefaction problem) This problem [17] has the low pres-533

sure and low density regions. The initial condition is (ρ, u, p, γ) = (7,−1, 0.2, 1.4) for534

x ∈ [−1, 0) and (ρ, u, p, γ) = (7, 1, 0.2, 1.4) for x ∈ [0, 1]. The final computing time is535

T = 0.6. The left and right boundary conditions are inflow and outflow respectively.536
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Table 5.2
An accuracy test of the PP FD WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes for two-

dimensional compressible Navier-Stokes equations with Re=1000 and final time T = 0.1. PP limiter:
the average of the Ratio of cells using PP limiter to total cells at each time step.

Mesh
WENO-JS5(ε = 10−15) WENO-JS7(ε = 10−15)

L1error order PP limter L1error order PP limter

10 × 10 2.17E-01 — 20.2% 1.08E-01 — 26.7%
20 × 20 1.28E-02 4.08 11.7% 2.10E-02 2.37 24.2%
40 × 40 1.91E-03 2.75 14.8% 3.70E-03 2.51 10.5%
80 × 80 1.35E-04 3.83 4.97% 2.05E-05 7.50 5.00%

160 × 160 3.15E-06 5.42 2.32% 1.16E-07 7.47 2.34%
320 × 320 1.07E-07 4.88 0.75% 1.27E-09 6.51 0.37%

Mesh
WENO-ZQ5(ε = 10−15)

L1error order PP limter

10 × 10 2.73E-01 — 3.33%
20 × 20 2.03E-02 3.75 9.00%
40 × 40 3.02E-03 2.75 9.57%
80 × 80 5.18E-05 5.87 2.48%

160 × 160 5.87E-06 3.14 0.86%
320 × 320 2.14E-07 4.78 0.60%

Mesh
WENO-JS5(ε = ∆x2) WENO-JS7(ε = ∆x2)

L1error order PP limter L1error order PP limter

10 × 10 2.17E-01 — 30.7% 1.07E-01 — 33.3%
20 × 20 4.22E-02 2.37 16.7% 2.35E-02 2.18 20.8%
40 × 40 2.43E-03 4.12 9.10% 3.67E-03 2.68 7.69%
80 × 80 6.75E-05 5.17 4.91% 9.73E-06 8.56 2.88%

160 × 160 2.15E-06 4.97 1.22% 4.10E-08 7.89 2.50%
320 × 320 6.20E-08 5.12 0.01% 2.32E-10 7.47 0.31%

Mesh
WENO-ZQ5(ε = ∆x2)

L1error order PP limter

10 × 10 1.42E-01 — 56.7%
20 × 20 2.46E-02 2.53 18.7%
40 × 40 1.78E-03 3.79 10.3%
80 × 80 3.47E-05 5.68 2.48%

160 × 160 7.62E-07 5.51 0.46%
320 × 320 1.92E-08 5.31 1.04%

The numerical results of PP FD WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes537

for Re = 1000 are shown in Figure 5.1, which are comparable to the results of PP DG538

method in [28]. From the density zoomed (right) in the Figure 5.1, we can see that539

the PP FD WENO-ZQ5 scheme has better performance than PP FD WENO-JS5 and540

PP FD WENO-JS7 schemes.541

Example 5.3. (1D Sedov blast wave problem) The Sedov blast wave problem542

contains both very low density and strong shocks and is difficult to be simulated543

precisely. The exact solution is specified in [16, 23]. The computational domain is544

[−2, 2] and initial conditions are that the density is 1, the velocity is 0, the total545

energy is 10−12 everywhere except in the center cell, which is a constant E0/∆x with546

E0 = 3200000, with γ = 1.4. The final computing time is T = 0.001. The inlet547

and outlet conditions are imposed on the left and right boundaries, respectively. The548
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18 C. FAN, X. ZHANG AND J. QIU

Fig. 5.1. Double Rarefraction problem with Re = 1000 using 400 grid points. Top row: density
(left) and its magnified view (right). Bottow row: the space-time location where the PP limiter is
triggered (left) and its magnified view (right).

computational results of PP FD WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes549

for Re = 1000 are shown in Figure 5.2. We can see that PP FD WENO-JS5, WENO-550

JS7 and WENO-ZQ5 schemes work well for this extreme 1D test case.551

Example 5.4. (Leblanc problem) The initial condition of Leblanc problem [17]552

is (ρ, u, p, γ) = (2, 0, 109, 1.4) for x ∈ [−10, 0) and (ρ, u, p, γ) = (0.001, 0, 1, 1.4) for x ∈553

[0, 10]. The left and right boundary conditions are also inflow and outflow respectively,554

and the computing time is T = 0.001. See the Figure 5.3 for results of PP FD WENO-555

JS5, WENO-JS7 and WENO-ZQ5 schemes for Re = 1000 shown in Figure 5.3. The556

PP FD WENO-ZQ5 scheme produces more oscillation possibly due to its wider stencil557

in reconstruction.558

Example 5.5. (2D Sedov blast wave problem) The computational domain is a559

square of [0, 1.1] × [0, 1.1]. For the initial condition, similar to the 1D case, the560

density is 1, the velocity is 0, the total energy is 10−12 everywhere except in the561

lower left corner is the constant 0.244816
∆x∆y and γ = 1.4 in the ideal gas EOS. The562

numerical boundary conditions on the left and bottom edges are reflective. The563

numerical boundary conditions on the right and top are outflow. The final time is564

T = 1. For comparison, we present the numerical results of density for Re = 1000 and565

∞ in Figure 5.4 by the PP FD WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes.566
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Fig. 5.2. Sedov1D problem with Re = 1000 using 400 grid points. Top row: density (left) and
its magnified view (right). Bottom row: the space-time location where the PP limiter is triggered
(left) and its magnified view (right).

The average of the Ratio of cells using PP limiter to total cells at each time step is567

0.303%, 0.248%, 0.299% in Re=∞ and 0.309%, 0.119%, 0.139% in Re=1000 for the PP568

FD WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes respectively. The numerical569

results demonstrate the good performance of the PP FD WENO-JS5, WENO-JS7570

and WENO-ZQ5 schemes.571

Example 5.6. (Shock diffraction problem) Shock passing a backward facing cor-572

ner (diffraction) has been used as a positivity test problem for the DG method in [3].573

It is easy to get negative density and/or pressure below and to the right of the corner.574

The computational domain is the union of [0, 1]× [6, 11] and [1, 13]× [0, 11]. The ini-575

tial condition is a pure right-moving shock of Mach number 5.09, initially located at576

x = 0.5 and 6 ≤ y ≤ 11, moving into undisturbed air ahead of the shock with a density577

of 1.4 and a pressure of 1. The boundary conditions are inflow at x = 0, 6 ≤ y ≤ 11,578

outflow at x = 13, 0 ≤ y ≤ 11, 1 ≤ x ≤ 13, y = 0 and 0 ≤ x ≤ 13, y = 11, and reflec-579

tive at the walls 0 ≤ x ≤ 1, y = 6 and at x = 1, 0 ≤ y ≤ 6. The average of the Ratio580

of cells using PP limiter to total cells at each time step is 0.0024%, 0.0026%, 0.0125%581

in Re=∞ and 0.0005%, 0.0010%, 0.0079% in Re=1000 for the PP FD WENO-JS5,582

WENO-JS7 and WENO-ZQ5 schemes respectively. The numerical results of density583

for Re= 1000 and ∞ at final time T = 2.3 by the PP FD WENO-JS5, WENO-JS7584
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20 C. FAN, X. ZHANG AND J. QIU

Fig. 5.3. Leblanc problem with Re = 1000 using 3200 grid points. Top row: density (left) and
its magnified view (right). Bottom row: the space-time location where the PP limiter is triggered
(left) and its magnified view (right).

and WENO-ZQ5 schemes are presented in Figure 5.5.585

Example 5.7. (Mach 2000 astrophysical jet problem) For simulating the gas586

dynamical jets and shocks imaged by the Hubble Space Telescope, one can imple-587

ment theoretical models in a gas dynamics simulator [7, 12, 13]. We consider the588

Mach 2000 astrophysical jets without the radiative cooling to demonstrate the ro-589

bustness of our method. The computational domain is [0, 1] × [−0.25, 0.25] and590

initially full of the ambient gas with (ρ, u, v, p, γ) = (0.5, 30, 0, 0.4127, 5/3)T . The591

boundary conditions for the right, top, and bottom are outflow. For the left bound-592

ary (ρ, u, v, p, γ) = (0.5, 800, 0, 0.4127, 5/3)T for y ∈ [−0.05, 0.05] and (ρ, u, v, p, γ) =593

(0.5, 0, 0, 0.4127, 5/3)T otherwise. The terminal time is T = 0.001. The simulation594

results of density for Re= 1000 and ∞ by the PP FD WENO-JS5, WENO-JS7 and595

WENO-ZQ5 schemes are shown in Figure 5.6. The average of the Ratio of cells us-596

ing PP limiter to total cells at each time step is 0.178%, 0.230%, 0.416% in Re=∞597

and 0.103%, 0.070%, 0.225% in Re=1000 for the PP FD WENO-JS5, WENO-JS7 and598

WENO-ZQ5 schemes respectively. One can see these schemes work well for this test599

with advantages that negative density and pressure never appear. We emphasize that600

WENO schemes without any positivity treatment will simply blow up for this test.601

Example 5.8. (Mach 10 shock reflection and diffraction problem) The computa-602
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(a) WENO-JS5, Re = ∞ (b) WENO-JS7, Re = ∞ (c) WENO-ZQ5, Re = ∞

(d) WENO-JS5, Re = 1000 (e) WENO-JS7, Re = 1000 (f) WENO-ZQ5, Re = 1000

Fig. 5.4. 2D Sedov blast wave problem. 20 equally spaced density contour lines from 0.1 to 5.
Mesh size: ∆x = ∆y = 1.1

320
.

(a) WENO-JS5, Re = ∞ (b) WENO-JS7, Re = ∞ (c) WENO-ZQ5, Re = ∞

(d) WENO-JS5, Re = 1000 (e) WENO-JS7, Re = 1000 (f) WENO-ZQ5, Re = 1000

Fig. 5.5. Shock diffraction problem. 20 equally spaced density contour lines from 0.066227 to
7.0668. Mesh size: ∆x = ∆y = 1

64
.
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(a) WENO-JS5, Re = ∞ (b) WENO-JS5, Re = 1000

(c) WENO-JS7, Re = ∞ (d) WENO-JS7, Re = 1000

(e) WENO-ZQ5, Re = ∞ (f) WENO-ZQ5, Re = 1000

Fig. 5.6. Simulation of Mach 2000 jet without radiative cooling problem. Scales are logarithmic.
40 equally spaced density contours from -2 to 3. Mesh size: ∆x = ∆y = 1

640
.

tional domain is the union of [0, 1]× [0, 1] and [−1, 1]× [1, 3]. The initial condition is a603

pure right-moving Mach 10 shock located at x = 1
6 , y = 0, making a 60◦ angle with the604

x-axis. The boundary conditions are set up as follows: reflective boundary condition is605

used at the wall 1
6 ≤ x ≤ 1, y = 0 and x = 1,−1 ≤ y ≤ 0; for the boundary from x = 0606

to x = 1
6 and y = 0, the exact post-shock condition is posed; the top boundary is the607

exact motion of mach 10 shock and γ = 1.4 for compressible Euler equations; inflow608

boundary condition is used for the left edges; outflow boundary condition is applied609

at right and bottom edges. This test case is a combination of reflection and diffraction610

of shock involving not only shock but also low density, low pressure and complicated611

fine structure due to the Kelvin-Helmholtz instability generated in the reflection. The612

reflection part is exactly the same as the benchmark test referred as double mach re-613

flection. We present the simulation result of density at final time T = 0.2 for Re614

= 1000 and ∞ by the PP FD WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes in615

Figure 5.7 to verify the robustness and efficiency of the proposed PP FD schemes.616

The average of the Ratio of cells using PP limiter to total cells at each time step is617

0.0017%, 0.0016%, 0.0034% in Re=∞ and 0.0002%, 0.0001%, 0.0009% in Re=1000 for618

the PP FD WENO-JS5, WENO-JS7 and WENO-ZQ5 schemes respectively. Com-619

pared with the result of Re =∞, we can see that the result of Re = 1000 smears the620

fine feature generated by the Kelvin-Helmholtz instability due to numerical viscosity621
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and extra physical viscosity of compressible NS equations. On the other hand, the nu-622

merical results demonstrate that positivity flux and limiter does not induce excessive623

numerical viscosity in WENO schemes, which still can capture fine feature generated624

by the Kelvin-Helmholtz instability. In particular, the PP FD WENO-ZQ5 performs625

better than PP FD WENO-JS5, WENO-JS7, with lower artificial viscosity.626

(a) WENO-JS5, Re = ∞ (b) WENO-JS5, Re = 1000

(c) WENO-JS7, Re = ∞ (d) WENO-JS7, Re = 1000

(e) WENO-ZQ5, Re = ∞ (f) WENO-ZQ5, Re = 1000

Fig. 5.7. Simulation of Mach 10 shock reflection and diffraction problem. 50 equally spaced
density contours from 0 to 25. Mesh size: ∆x = ∆y = 1

480
.

6. Concluding remarks. We propose an approach of constructing positivity-627

preserving finite difference WENO schemes for compressible Navier-Stokes equations628

by using a positivity-preserving convection diffusion flux splitting and a positivity-629

preserving limiter in the WENO reconstruction. The new flux splitting is quite differ-630

ent from a conventional WENO method for a convection diffusion problem, numerical631
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results on demanding problems for PP FD WENO-JS5, WENO-JS7 and WENO-ZQ5632

schemes demonstrate that its performance is quite satisfying thanks to much improved633

robustness. Moreover, the positivity-preserving approach does not induce excessive634

artificial viscosity in these high order WENO schemes.635
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gered pressure correction scheme for the compressible Navier-Stokes equations, The SMAI655
journal of computational mathematics, 2 (2016), pp. 51–97.656

[9] J. Gressier, P. Villedieu, and J.-M. Moschetta, Positivity of flux vector splitting schemes,657
Journal of Computational Physics, 155 (1999), pp. 199–220.658

[10] J.-L. Guermond, M. Maier, B. Popov, and I. Tomas, Second-order invariant domain pre-659
serving approximation of the compressible Navier–Stokes equations, Computer Methods in660
Applied Mechanics and Engineering, 375 (2021), p. 113608.661

[11] Y. Guo, T. Xiong, and Y. Shi, A positivity-preserving high order finite volume compact-662
WENO scheme for compressible Euler equations, Journal of Computational Physics, 274663
(2014), pp. 505–523.664

[12] Y. Ha and C. L. Gardner, Positive scheme numerical simulation of high Mach number665
astrophysical jets, Journal of Scientific Computing, 34 (2008), pp. 247–259.666

[13] Y. Ha, C. L. Gardner, A. Gelb, and C.-W. Shu, Numerical simulation of high Mach number667
astrophysical jets with radiative cooling, Journal of Scientific Computing, 24 (2005), pp. 29–668
44.669

[14] X. Y. Hu, N. Adams, and C.-W. Shu, Positivity-preserving method for high-order conserva-670
tive schemes solving compressible Euler equations, Journal of Computational Physics, 242671
(2013), pp. 169–180.672

[15] G.-S. Jiang and C.-W. Shu, Efficient implementation of weighted ENO schemes, Journal of673
Computational physics, 126 (1996), pp. 202–228.674

[16] V. P. Korobeinikov, Problems of point blast theory, American Institute of Physics,College675
Park, 1991.676

[17] T. Linde and P. Roe, Robust Euler codes, AIAA paper-97-2098, in 13th Computational Fluid677
Dynamics Conference, Snowmass Village, CO, 1997.678

[18] X.-D. Liu, S. Osher, and T. Chan, Weighted essentially non-oscillatory schemes, Journal of679
computational physics, 115 (1994), pp. 200–212.680

[19] Y. Liu, C.-W. Shu, and M. Zhang, High order finite difference WENO schemes for nonlinear681
degenerate parabolic equations, SIAM Journal on Scientific Computing, 33 (2011), pp. 939–682
965.683

[20] Y. Liu, C.-w. Shu, and M.-p. Zhang, On the positivity of linear weights in WENO approxi-684
mations, Acta Mathematicae Applicatae Sinica, English Series, 25 (2009), pp. 503–538.685

[21] B. Perthame and C. W. Shu, On positivity preserving finite volume schemes for Euler equa-686
tions, Numerische Mathematik, 73 (1996), pp. 119–130.687

[22] D. C. Seal, Q. Tang, Z. Xu, and A. J. Christlieb, An explicit high-order single-stage688
single-step positivity-preserving finite difference WENO method for the compressible Euler689
equations, Journal of Scientific Computing, (2016).690

This manuscript is for review purposes only.



PP FD WENO SCHEMES FOR COMPRESSIBLE NS EQUATIONS 25

[23] L. I. Sedov, Similarity and dimensional methods in mechanics, Academic Press, New York,691
1959.692

[24] J. Shi, C. Hu, and C.-W. Shu, A technique of treating negative weights in WENO schemes,693
Journal of Computational Physics, 175 (2002), pp. 108–127.694

[25] C.-W. Shu, Essentially non-oscillatory and weighted essentially non-oscillatory schemes, Acta695
Numerica, 29 (2020), pp. 701–762.696

[26] T. Tang and K. Xu, Gas-kinetic schemes for the compressible Euler equations: positivity-697
preserving analysis, Zeitschrift für angewandte Mathematik und Physik ZAMP, 50 (1999),698
pp. 258–281.699

[27] T. Xiong, J.-M. Qiu, and Z. Xu, Parametrized positivity preserving flux limiters for the high700
order finite difference WENO scheme solving compressible Euler equations, Journal of701
Scientific Computing, 67 (2016), pp. 1066–1088.702

[28] X. Zhang, On positivity-preserving high order discontinuous Galerkin schemes for compressible703
Navier-Stokes equations, Journal of Computational Physics, 328 (2017), pp. 301–343.704

[29] X. Zhang, Y. Liu, and C.-W. Shu, Maximum-principle-satisfying high order finite volume705
weighted essentially nonoscillatory schemes for convection-diffusion equations, SIAM Jour-706
nal on Scientific Computing, 34 (2012), pp. A627–A658.707

[30] X. Zhang and C.-W. Shu, On maximum-principle-satisfying high order schemes for scalar708
conservation laws, Journal of Computational Physics, 229 (2010), pp. 3091–3120.709

[31] X. Zhang and C.-W. Shu, On positivity-preserving high order discontinuous Galerkin schemes710
for compressible Euler equations on rectangular meshes, Journal of Computational Physics,711
229 (2010), pp. 8918–8934.712

[32] X. Zhang and C.-W. Shu, Maximum-principle-satisfying and positivity-preserving high-order713
schemes for conservation laws: survey and new developments, Proceedings of the Royal714
Society A: Mathematical, Physical and Engineering Sciences, 467 (2011), pp. 2752–2776.715

[33] X. Zhang and C.-W. Shu, Positivity-preserving high order discontinuous Galerkin schemes716
for compressible Euler equations with source terms, Journal of Computational Physics, 230717
(2011), pp. 1238–1248.718

[34] X. Zhang and C.-W. Shu, Positivity-preserving high order finite difference WENO schemes719
for compressible Euler equations, Journal of Computational Physics, 231 (2012), pp. 2245–720
2258.721

[35] X. Zhang, Y. Xia, and C.-W. Shu, Maximum-principle-satisfying and positivity-preserving722
high order discontinuous Galerkin schemes for conservation laws on triangular meshes,723
Journal of Scientific Computing, 50 (2012), pp. 29–62.724

[36] J. Zhu and J. Qiu, A new fifth order finite difference WENO scheme for solving hyperbolic725
conservation laws, Journal of Computational Physics, 318 (2016), pp. 110–121.726

This manuscript is for review purposes only.


	Introduction
	Motivation of preserving positivity
	WENO schemes for gas dynamics
	Objective and related work
	Contributions and organization of the paper

	Preliminaries
	The finite difference WENO scheme for scalar conservation laws
	A positivity-preserving high order finite volume scheme

	A positivity-preserving high order finite difference WENO scheme
	The one-dimensional WENO scheme
	Sufficient conditions for positivity
	A high order accurate positivity-preserving limiter
	Two-dimensional case
	High order time discretizations and implementation details

	An alternative positivity-preserving finite difference WENO scheme
	One-dimensional scheme
	Sufficient conditions for positivity of the diffusion flux

	Numerical results
	Concluding remarks
	References

