
 

















nation of columns of A.

2. (20 pts) For the invertible matrix

A =

 
0 1 1

�1 3 1

�1 2 1

!

,

find suitable elementary matrices so that A�1
can be written as a product

of them.

3. (20 pts) Let A =

 
0 2 4

�2 3 1

�4 4 2

!

.

(a) Determine whether columns of A are linearly independent as follows:

assume there are numbers a, b, c s.t.

a

 
0

�2

�4

!

+ b

 
2

3

4

!

+ c

 
4

1

2

!

=

 
0

0

0

!

,

which gives three equations about a, b, c. Solve the linear system

about a, b, c. If there are nonzero solutions, then the column vectors

are linearly dependent. Otherwise, they are linearly independent.

(b) Determine whether rows of A are linearly independent as follows:

assume there are numbers a, b, c s.t.

a (0 2 4) + b (�2 3 1) + c (�4 4 2) = (0 0 0) ,

which gives three equations about a, b, c. Solve the linear system

about a, b, c. If there are nonzero solutions, then the row vectors are

linearly dependent. Otherwise, they are linearly independent.

4. (20 pts)

Definition 1 (Transpose matrix). For a matrix A of size m ⇥ n, its
transpose matrix AT

has size n ⇥ m, and the j-th column of AT
is

obtained by converting the j-th row of A to a column. For example,

A =

✓
1 2 3

4 5 6

◆
, AT

=

 
1 4

2 5

3 6

!

.

For a square matrix A, AT
can also be viewed as flipping non-diagonal

entries with respect to the diagonal entries. For example:

A =

✓
a b
c d

◆
, AT

=

✓
a c
b d

◆
.
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