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Abstract. In this paper we extend the results of Caffarelli-Jerison-Kenig
[Ann. of Math. (2) 155 (2002)] and Caffarelli-Kenig [Amer. J. Math. 120

(1998)] by establishing an almost monotonicity estimate for pairs of continu-

ous functions satisfying

u± ≥ 0, Lu± ≥ −1, u+ · u− = 0

in an infinite strip (global version) or a finite parabolic cylinder (localized
version), where L is a uniformly parabolic operator

Lu = LA,b,cu := div(A(x, s)∇u) + b(x, s) · ∇u + c(x, s)u− ∂su

with double Dini continuous A and uniformly bounded b and c. We also prove
the elliptic counterpart of this estimate.

This closes the gap between the known conditions in the literature (both
in the elliptic and parabolic case) imposed on u± in order to obtain an almost

monotonicity estimate.

At the end of the paper, we demonstrate how to use this new almost mono-
tonicity formula to prove the optimal C1,1 regularity in a fairly general class

of quasilinear obstacle-type free boundary problems.

1. Introduction

1.1. Background.

1.1.1. Original Monotonicity Formulas. In a seminal paper [ACF84], Alt, Caffarelli,
and Friedman have proved the following monotonicity formula: if u± are two con-
tinuous functions in the unit ball B1 in Rn such that

u± ≥ 0, ∆u± ≥ 0, u+ · u− = 0 in B1

then the functional

ϕ(r) = ϕ(r, u+, u−) =
1
r4

∫
Br

|∇u+|2

|x|n−2
dx

∫
Br

|∇u−|2

|x|n−2
dx

is monotone nondecreasing in r ∈ (0, 1]. This formula has been of fundamental
importance in the regularity theory of free boundaries, especially in problems with
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two phases. One of its applications is the ability to produce estimates of the type

cn|∇u+(0)|2|∇u−(0)|2 ≤ ϕ(0+) ≤ ϕ(1/2) ≤ Cn‖u+‖2L2(B1)‖u−‖
2
L2(B1),

which are crucial in establishing the optimal regularity in a number of free boundary
problems.

The parabolic counterpart of the monotonicity formula above has been estab-
lished by Caffarelli [Caf93]: if u±(x, s) are two continuous functions in the unit
strip S1 = Rn × (−1, 0] with moderate growth at infinity and such that

u± ≥ 0, (∆− ∂s)u± ≥ 0, u+ · u− = 0 in S1,

then the functional

Φ(r, u+, u−) =
1
r4

∫ 0

−r2

∫
Rn
|∇u+|2G(x,−s)dxds

∫ 0

−r2

∫
Rn
|∇u−|2G(x,−s)dxds

is monotone nondecreasing. (Here G(x, t) is the heat kernel; see more on notations
in Section 2.1.) Already [Caf93] contains a localized version of this monotonicity
formula. It says that if u± are defined only in a parabolic cylinder Q−1 = B1×(−1, 0]
then for any spatial cutoff function ψ ∈ C∞0 (B1) such that 0 ≤ ψ ≤ 1, ψ

∣∣
B1/2

= 1,
the functional Φ(r) = Φ(r, u+ψ, u−ψ) is almost monotone in a sense that

Φ(0+)− Φ(r) ≤ Ce−c/r
2
‖u+‖2L2(Q−1 )

‖u−‖2L2(Q−1 )
.

1.1.2. Almost Monotonicity Formulas. In recent years, several generalizations of
the monotonicity formulas above has been obtained, mainly motivated by increasing
the range of their applicability. These results share the same general trait: while
relaxing conditions on u±, they give up the full monotonicity of ϕ (or Φ), but retain
an estimate of the type (in the elliptic case)

ϕ(0+) ≤ C
(
‖u+‖L2(B1), ‖u−‖L2(B1)

)
,

which still has a strong potential in applications. We call such results almost
monotonicity formulas, even though, in fact, no monotonicity is left at all.

One notable result is the almost monotonicity formula of Caffarelli and Kenig
[CK98] which generalizes the parabolic monotonicity formula of Caffarelli [Caf93]
to the variable coefficient case: if L is a uniformly parabolic operator

Lu = LA,b,cu := div(A(x, s)∇u) + b(x, s) · ∇u+ c(x, s)u− ∂su

with Dini continuous coefficient matrix A(x, s) and uniformly bounded b(x, s) and
c(x, s), then for a pair of continuous functions u± in Q−1 = B1 × (−1, 0] satisfying

u± ≥ 0, Lu± ≥ 0, u+ · u− = 0 in Q−1 ,

we have an estimate

Φ(r, u+ψ, u−ψ) ≤ C
(
‖u+‖2L2(Q−1 )

+ ‖u−‖2L2(Q−1 )

)2

for sufficiently small r, where ψ ∈ C∞0 (B1) is a cutoff function with ψ
∣∣
B1/2

= 1. A
similar result can be proved also in the elliptic case.

Another notable result is the following estimate of Caffarelli, Jerison, and Kenig
[CJK02]: if u± are continuous functions in the unit ball, satisfying

u± ≥ 0, ∆u± ≥ −1, u+ · u− = 0 in B1,
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then we have

ϕ(r, u+, u−) ≤ C
(

1 + ‖u+‖2L2(B1) + ‖u−‖2L2(B1)

)2

for r ∈ (0, 1/2). Even though one only changes the condition ∆u± ≥ 0 to ∆u± ≥
−1 compared to the original monotonicity formula of [ACF84], the proof of this
estimate is very involved and is based on a sophisticated iteration scheme. Recently,
a parabolic analogue of this result has been proved by Edquist and Petrosyan [EP08]
for a pair of functions satisfying

u± ≥ 0, (∆− ∂s)u± ≥ −1, u+ · u− = 0 in S1.

A localized version of this formula for functions u± defined only in Q−1 has also
been proved.

1.2. Main Results. The main purpose of this paper is to further extend the almost
monotonicity formulas above, to the pairs of functions satisfying

u± ≥ 0, Lu ≥ −1, u+ · u− = 0 in S1,

where L is a uniformly parabolic operator with variable coefficients (Theorem I).
Essentially, we accomplish this by combining the techniques from aforementioned
papers [CK98,CJK02,EP08]. We further prove the localized version of this estimate
(Theorem II), as well as its elliptic counterpart (Theorem III).

To be more specific, let L be a uniformly parabolic operator in S1 := Rn×(−1, 0]

(1.1) Lu = LA,b,cu := div(A(x, s)∇u) + b(x, s) · ∇u+ c(x, s)u− ∂su

with the following assumptions on the coefficients: there exist positive constants λ,
µ, and a modulus of continuity ω(ρ) such that at every (x, s) ∈ S1 we have

λ|ξ|2 ≤ ξ · A(x, s)ξ ≤ 1
λ
|ξ|2 for any ξ ∈ Rn,(1.2)

‖A(x, s)−A(0, 0)‖ ≤ ω((|x|2 + |s|)1/2)(1.3)

|b(x, s)|+ |c(x, s)| ≤ µ.(1.4)

Throughout the paper we will assume that the modulus of continuity ω(ρ) satisfies
the double Dini condition

(1.5)
∫ 1

0

1
r

∫ r

0

ω(ρ)
ρ

dρdr =
∫ 1

0

ω(ρ) log 1
ρ

ρ
dρ <∞.

Note that a Hölder modulus of continuity ω(r) = Crα, 0 < α < 1, readily satisfies
(1.5). In fact, a somewhat weaker condition

(1.5′)
∫ 1

0

1
r

(∫ r

0

ω(ρ)2

ρ
dρ

)1/2

dr <∞

would be sufficient for us, see Remark after Proposition 3.1. Note that (1.5′) follows
readily from (1.5), since

2
(∫ r

0

ω(ρ)2

ρ
dρ

)1/2

≤ 2
(
ω(r)

∫ r

0

ω(ρ)
ρ

dρ

)1/2

≤ ω(r) +
∫ r

0

ω(ρ)
ρ

dρ.

Likewise, let ` be a uniformly elliptic operator in B1

(1.6) `u = `A,b,cu := div(A(x)∇u) + b(x) · ∇u+ c(x)u
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such that

λ|ξ|2 ≤ ξ · A(x)ξ ≤ 1
λ
|ξ|2 for any ξ ∈ Rn(1.7)

‖A(x)−A(0)‖ ≤ ω(|x|)(1.8)

|b(x)|+ |c(x)| ≤ µ(1.9)

for positive constants λ and µ and a modulus of continuity ω(ρ) satisfying (1.5).
The main results of this paper are the following three theorems. We refer to

Section 2.1 for the notation used in the statement of these results.

Theorem I (Parabolic Almost Monotonicity Formula). Suppose we have two con-
tinuous functions u±(x, s) in the unit strip S1 that are also in V 2

loc(S1) and satisfy

u± ≥ 0, Lu± ≥ −1, u+ · u− = 0 in S1

with operator (1.1) having the properties (1.2)–(1.5). Assume also that u± have
moderate growth at infinity, so that

M2
± :=

∫∫
S1

u±(x, s)2e−x
2/32dxds <∞.

Then the functional

Φ(r) := r−4A+(r)A−(r), where A±(r) :=
∫∫

Sr

|∇u±|2 dγ,

satisfies
Φ(r) ≤ Cω(1 +M2

+ +M2
−)2, for 0 < r ≤ rω.

Next we state the localized version of Theorem I.

Theorem II (Localized Parabolic Almost Monotonicity Formula). Suppose we
have two continuous functions u±(x, s) in the parabolic halfcylinder Q−1 that are
also in V 2(Q−1 ) and satisfy

u± ≥ 0, Lu± ≥ −1, u+ · u− = 0 in Q−1

with operator (1.1) having the properties (1.2)–(1.5). Let ψ ∈ C∞0 (B1) be a cutoff
function such that

ψ
∣∣
B1/2

= 1, suppψ ⊂ B3/4.

Define w±(x, s) = u±(x, s)ψ(x). Then the functional

Φ(r) := r−4A+(r)A−(r), where A±(r) :=
∫∫

Sr

|∇w±|2 dγ,

satisfies

Φ(r) ≤ Cω,ψ
(

1 + ‖u+‖2L2(Q−1 )
+ ‖u−‖2L2(Q−1 )

)2

, for 0 < r ≤ rω.

Finally, we state the result in the elliptic case.

Theorem III (Elliptic Almost Monotonicity Formula). Suppose we have two con-
tinuous functions u±(x, s) in the unit ball B1 that satisfy

u± ≥ 0, `u± ≥ −1, u+ · u− = 0 in B1

with operator (1.6) having the properties (1.7)–(1.9). Then the functional

ϕ(r) := r−4a+(r)a−(r), where a±(r) :=
∫
Br

|∇u±|2

|x|n−2
dx
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satisfies

ϕ(r) ≤ Cω
(

1 + ‖u+‖2L2(B1) + ‖u−‖2L2(B1)

)2

, for 0 < r ≤ rω.

1.3. Structure of the Paper.

- Section 2 contains notations as well preliminary results that will be used
later in the paper.

- In Section 3 we prove Theorem I (global parabolic case). The technical
core of the proof is Proposition 3.1, followed by Proposition 3.2–3.4, which
allow to establish the iterative estimates in Proposition 3.5–3.6, ultimately
implying Theorem I.

- In Section 4 (local parabolic case) we prove Theorem II. The proof is
essentially the same, only we have to take into account new terms coming
from the cutoff function, which turn out to be exponentially small.

- Section 5 establishes Theorem III (elliptic case) as a direct corollary of
Theorem II.

- In Section 6, we give a variant of the almost monotonicity formula (in local
parabolic case) under additional growth assumption near the origin.

- Finally, in Section 7 we give an application of the new almost monotonicity
formulas (in the elliptic case) to a quasilinear obstacle type problem that
arises in superconductivity.

2. Notation and Preliminaries

2.1. Notation. Throughout the paper we will use the following notations:

Br(x) = {y ∈ Rn : |x− y| < r} (spatial ball)

Br = Br(0)

Q−r = Br × (−r2, 0] (lower parabolic cylinder)

Sr = Rn × (−r2, 0] (infinite strip)

G(x, t) =
1

(4πt)n/2
e−|x|

2/4t, x ∈ Rn, t > 0 (the heat kernel)

dγ(x, s) = G(x,−s) dx ds
dγs(x) = G(x,−s) dx

dν = dγ−1/2 (the standard Gaussian measure)

∆u =
n∑
i=1

∂xixiu (Laplacian)

∇u = ∇xu = (∂x1u, . . . , ∂xnu) (spatial gradient)

• For integrals in space and time we use the double-integral sign
∫∫

, regardless
of the space dimension, while for the integrals in space only we use the
single-integral sign

∫
.

• By a modulus of continuity we understand a continuous nondecreasing func-
tion ω : (0,∞)→ (0,∞) such that ω(0+) = 0.

2.1.1. Convention for Constants. We will use the following convention for denoting
various constants that appear in this paper, unless stated otherwise.
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cn, Cn Dimensional constants, depending only on dimension n
c, c0, C, C0 Universal constants, depending only on the structural con-

stants λ, µ in (1.2)–(1.4) or (1.7)–(1.9) and dimension n
cf , Cf Constants depending also on f (a constant or a function)

in addition to λ, µ, n
cf1,...,fk , Cf1,...,fk Constants depending on f1, . . . , fk (constants or functions)

in addition to λ, µ, n.

2.2. Notion of Solution. We use the notion of a weak solution of the inequality
Lu ≥ f in the sense of [LSU68]. More specifically, let Ω be an open subset of Rn,
T > 0, ΩT = Ω× (−T, 0] and let

V 2(ΩT ) := C
(
(−T, 0];L2(Ω)

)
∩ L2

(
(−T, 0];W 1,2(Ω)

)
be the Banach space with the norm

‖u‖2V 2(ΩT ) = sup
−T<s≤0

∫
Ω

u(x, s)2dx+
∫∫

ΩT

|∇u|2dxds.

The corresponding space V 2
0 (ΩT ) is defined as the closure of C∞0 (ΩT ) in V 2(ΩT ).

Further, we say u ∈ V 2
loc(ΩT ) if u ∈ V 2(Ω′T ′) for any Ω′ b Ω and 0 < T ′ < T .

We say that u ∈ V 2(ΩT ) is a weak solution of Lu ≥ f with f ∈ L2(ΩT ) if∫∫
ΩT

−∇η · A∇u+ η(b · ∇u+ cu) + (∂sη)u dxds ≥
∫∫

ΩT

fη dxds

for any η ∈ V 2
0 (ΩT ) vanishing on Ω×{0}. This is equivalent to saying that Lu ≥ f

in Ω× (−T, 0) in the sense of distributions.

Lemma 2.1 (Energy Inequality). Let u ∈ V 2(Q−1 ) be a weak solution of Lu ≥ f
in Q−1 . Then

‖u‖2
V 2(Q−3/4)

≤ C
(
‖u‖2

L2(Q−3/4)
+ ‖f‖2

L2(Q−3/4)

)
. �

In the expanded form, the Energy Inequality reads as

sup
−9/16<s≤0

∫
B3/4

u(x, s)2dx+
∫∫

Q−3/4

|∇u|2dxds ≤ C
∫∫

Q−1

(u2 + f2)dxds.

We refer to [LSU68] for a proof.

2.3. Inequalities in Gaussian Spaces. In this section we collected some inequal-
ities for functions in Gaussian spaces that we are going to use in this paper. Recall
that dγs = G(x,−s)dx for s < 0. In particular dν = dγ−1/2 is the standard Gauss-
ian measure. We say f ∈ W 1,2(Rn, dγs) whenever f ∈ L2(Rn, dγs) and all its
distributional derivatives ∂xif ∈ L2(Rn, dγs), i = 1, . . . , n.

Lemma 2.2 (Log-Sobolev Inequality). For any u ∈W 1,2(Rn, dγs) we have∫
Rn
u2 log u2 dγs ≤

(∫
Rn
u2 dγs

)
log
(∫

Rn
u2 dγs

)
+ 4|s|

∫
Rn
|∇u|2 dγs. �

For a proof, see [Gro75].
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Lemma 2.3 (Poincaré Inequality in Gaussian Spaces). For any v ∈W 1,2(Rn, dγs)
with

∫
Rn vdγ

s = 0 we have∫
Rn
v2dγs ≤ 2|s|

∫
Rn
|∇v|2dγs. �

For a proof of a generalization, see [Bec89].

Lemma 2.4 (Eigenvalue Inequality in Disjoint Domains). For a nonempty open
set Ω ⊂ Rn define

λs(Ω) = inf

∫
Ω
|∇f |2 dγs∫
Ω
f2 dγs

,

where the infimum is taken over all nonzero functions f ∈ C0,1(Rn) vanishing on
Rn r Ω. Then for any two nonempty disjoints Ω± be two nonempty disjoint open
sets in Rn, we have

(2.1) λs(Ω+) + λs(Ω−) ≥ 2λs(Rn+) = 1/|s|. �

This inequality is originally due to Beckner, Kenig, and Pipher [BKP98]1. It is
closely related to the inequality of Friedland and Hayman [FH76] for eigenvalues of
disjoint domains on the sphere.

3. Parabolic Formula

The purpose of this section is to prove Theorem I. The technical core of the
proof is Proposition 3.1, followed by Propositions 3.2–3.4. The latter provide the
technical background for establishing the iterative inequalities in Propositions 3.5–
3.6 that ultimately imply Theorem I.

3.1. Initial Reduction. First, we make few simplifications.

1 ◦) Without loss of generality we may assume that

(3.1) A(0, 0) = I.

Then the difference

(3.2) B(x, s) = I −A(x, s)

will satisfy

(3.3) ‖B(x, s)‖ ≤ ω((|x|2 + |s|)1/2)

with a double Dini ω as in (1.5). Besides, we may also assume that for any (x, s) ∈
S1

(3.4) ‖B(x, s)‖ ≤ Cn
λ
.

2 ◦) Further, we may assume

(3.5) c(x, s) = 0.

Indeed, if u(x, s) satisfies
u ≥ 0, LA,b,cu ≥ −1

1Since [BKP98] is not published, we refer to Section 2.4 in [CK98] for the proof of (2.1).
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then

LA,b,0(e−µsu(x, s)) = e−µs [LA,b,0u(x, s) + µu(x, s)]

≥ e−µsLA,b,cu ≥ −e−µs ≥ −1.

3 ◦) Finally, without loss of generality we may assume

M± ≤ 1

and prove that
Φ(r, u+, u−) ≤ Cω, for r ≤ rω.

In the general case, we may replace u± with ũ± = u±/(1 +M±) and use that

Φ(r, u+, u−) = Φ(r, ũ+, ũ−)(1 +M+)2(1 +M−)2

to arrive at the conclusion of Theorem I.

3.2. Main Estimates.

Proposition 3.1 (cf. [EP08, Propositions 1.1 and 2.1]). Let u ∈ C(S1) ∩ V 2
loc(S1)

satisfy
u ≥ 0, LA,b,0u ≥ −1 in S1.

Suppose also ∫∫
S1

u(x, s)2e−x
2/32dxds ≤ 1.

Then

(1− cn θ(r))
∫∫

Sr

|∇u|2dγ ≤ C0r
4 + Cnr

2

(∫
Rn
u(·,−r2)2dγ−r

2
)1/2

+
1
2

∫
Rn
u(·,−r2)2dγ−r

2

for any 0 < r ≤ rω, where

θ(r) = Cr + ω(r1/2) +

(∫ r2

0

ω(ρ1/4)2

ρ
dρ

)1/2

.

Remark. The double Dini condition (1.5) on ω(r) is to ensures that θ(r) above
satisfies the Dini condition

∫ 1

0
(θ(r)/r)dr < ∞. Indeed, recall that (1.5) implies

(1.5′) and notice that the Dini integrability of any function σ(r) is equivalent to
that of σ(rα) for any α > 0, since

∫ 1

0
(σ(r)/r)dr = α

∫ 1

0
(σ(rα)/r)dr.

Also note that in fact the term ω(r1/2) is superfluous in the formula for θ(r), in
the sense that θ(r) can be replaced with

ϑ(r) = Cr +

(∫ r2

0

ω(ρ1/4)2

ρ
dρ

)1/2

.

Indeed, modifying slightly the proof (splitting
∫

Rn =
∫
|x|≤ 1

2 |s|1/4
+
∫
|x|≥ 1

2 |s|1/4
) one

may replace θ(r) by θ(r/4), which is easily majorized by Cnϑ(r).
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Proof of Proposition 3.1. Because of the assumption A(0, 0) = I, we view L as a
perturbation of the heat operator ∆− ∂s and write

(∆− ∂s)u = LA,b,0u+ div(B(x, s)∇u)− b(x, s) · ∇u,(3.6)

(∆− ∂s)(u2/2) = u(LA,b,0u+ div(B∇u)− b∇u) + |∇u|2(3.7)

≥ −u+ udiv(B∇u)− ub∇u+ |∇u|2,

in the sense of distributions. Thus, the latter inequality means that for any non-
negative η ∈ C∞0 (S1) and −1 < s2 < s1 ≤ 0 we have

1
2

∫ s1

s2

∫
Rn
u2(∆ + ∂s)ηdxds−

1
2

∫
Rn

[u2(·, s1)η(·, s1)− u2(·, s2)η(·, s2)]dx

≥
∫ s1

s2

∫
Rn

[−uη −∇(uη)B∇u− ηub∇u+ η|∇u|2]dxds.

Note also that one can actually take η(x, s) = G(x,−s) in the formula above,
because of the growth assumption that we impose on u, as well as the energy
inequality (Lemma 2.1). The same argument justifies also the formal integration
by parts in space variables that we are going to use throughout the proof.

Now, the inequality (3.7) implies that∫∫
Sr

|∇u|2dγ ≤ 1
2

∫∫
Sr

(∆− ∂s)(u2)dγ +
∫∫

Sr

udγ

−
∫∫

Sr

udiv(B∇u)dγ −
∫∫

Sr

ub∇udγ

=:
1
2
I1 + I2 + I3 + I4.

The rest of the proof consists in a careful estimation of each of the integrals I1, I2,
I3, I4.

Before starting the estimations, we introduce the following convention for the
modulus of continuity θ(r): we let

θ(r) = θC(r) := Cr + ω(r1/2) +

(∫ r2

0

ω(ρ1/4)2

ρ
dρ

)1/2

,

where C > 0 is a generic universal constant, that may change due course. This
convention allows to use inequalities of the type

θ2(r) ≤ θ(r), Cr + θ(r) ≤ θ(r), . . .

for r < rω. Thus, the first inequality assumes that θ(r) ≤ 1 for r < rω, while the
second one should be understood in the sense that Cr + θC1(r) ≤ θC2(r).

1 ◦) To estimate I1, we integrate by parts and use that (∆ + ∂s)G(x,−s) = 0 in
{s < 0}

I1 = −
∫∫

Sr

∂s(u2G(x,−s))dxds =
∫

Rn
u(·,−r2)2dγ−r

2
− u(0, 0)2

≤
∫

Rn
u(·,−r2)2dγ−r

2
.
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2 ◦) To estimate I2, consider the weighted averages of u(·, s)

m(s) =
∫

Rn
u(·, s)dγs =

∫
Rn
u(x, s)G(x,−s)dx.

Then, for −r2 ≤ s2 ≤ s1 ≤ 0, using (3.6) and the equality (∆ + ∂s)G(x,−s) = 0 in
{s < 0}, we have

m(s1)−m(s2) = −
∫ s1

s2

∫
Rn

(∆− ∂s)uG(x,−s)dxds

≤
∫ s1

s2

∫
Rn

(1− div(B∇u) + b∇u)G(x,−s)dxds

= (s1 − s2) +
∫ s1

s2

∫
Rn

(B∇u∇G(x,−s) + b∇uG(x,−s))dxds

= (s1 − s2) +
∫ s1

s2

(E2(s) +H2(s))ds,

where

E2(s) =
∫

Rn
B∇u∇G(x,−s)dx, H2(s) =

∫
Rn
b∇uG(x,−s)dx.

We next estimate E2(s) and H2(s).

2.i◦) To estimate E2(s), split it into two parts

E2(s) =
∫
|x|≥|s|1/4

+
∫
|x|≤|s|1/4

=: E21(s) + E22(s).

Using the equality ∇G(x,−s) = x
2sG(x,−s) and applying the Cauchy-Schwarz

inequality, we obtain

|E21(s)| =

∣∣∣∣∣
∫
|x|≥|s|1/4

B∇u∇G(x,−s)

∣∣∣∣∣ ≤ C
∫
|x|≥|s|1/4

|∇u| |x|
2|s|

G(x,−s)dx

≤ C
(∫

Rn
|∇u|2dγs

)1/2
(∫
|x|≥|s|1/4

|x|2

4|s|2
G(x,−s)dx

)1/2

≤ Ce−c0/|s|
1/2
(∫

Rn
|∇u|2dγs

)1/2

,

where we have used that
∫
|x|≥|s|1/4

|x|2
4|s|2G(x,−s)dx ≤ Cne−2c0/|s|1/2 .

Further,

|E22(s)| =

∣∣∣∣∣
∫
|x|≤|s|1/4

B∇u∇G(x,−s)

∣∣∣∣∣ ≤ ω(|s|1/4)
∫

Rn
|∇u| |x|

2|s|
G(x,−s)

≤ ω(|s|1/4)
(∫

Rn
|∇u|2dγs

)1/2(∫
Rn

|x|2

4|s|2
G(x,−s)

)1/2

.

Now, note that∫
Rn

|x|2

|s|
G(x,−s)dx = −2

∫
Rn
x · ∇G(x,−s) = 2

∫
Rn

(div x)G = 2n
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Therefore,

|E22(s)| ≤ Cn
ω(|s|1/4)
|s|1/2

(∫
Rn
|∇u|2dγs

)1/2

.

Thus, we obtain that

|E2(s)| ≤ Cn
(
C +

ω(|s|1/4)
|s|1/2

)(∫
Rn
|∇u|2dγs

)1/2

.

For H2(s), we obtain

|H2(s)| ≤ µ
∫

Rn
|∇u|G(x,−s) ≤ C

(∫
Rn
|∇u|2dγs

)1/2

.

2.ii◦) We continue the estimation of m(s). Integrating the estimates for |E2(s)|
and |H2(s)| in 2.i◦ and applying the Cauchy-Schwarz inequality, we obtain for
−r2 ≤ s ≤ 0

m(s) ≤ m(−r2) + r2 + Cn

∫ 0

−r2

(
C +

ω(|s|1/4)
|s|1/2

)(∫
Rn
|∇u|2dγs

)1/2

ds

≤ m(−r2) + r2 + Cnθ(r)
(∫∫

Sr

|∇u|2dγ
)1/2

.

Integrating one more time gives

I2 =
∫∫

Sr

udγ =
∫ 0

−r2
m(s)ds ≤ r2m(−r2) + r4 + Cnr

2θ(r)
(∫∫

Sr

|∇u|2dγ
)1/2

≤ r2m(−r2) + r4 + Cnr
4 + θ(r)2

∫∫
Sr

|∇u|2dγ

≤ r2m(−r2) + Cnr
4 + θ(r)

∫∫
Sr

|∇u|2dγ.

That is,

I2 ≤ r2m(−r2) + Cnr
4 + θ(r)

∫∫
Sr

|∇u|2dγ.

3 ◦) We now estimate

I3 = −
∫∫

Sr

udiv(B∇u)dγ =
∫∫

Sr

∇uB∇uG+
∫∫

Sr

uB∇u∇G =: I31 + I32.

3.i◦) Repeating the arguments as before, we obtain

|I31| ≤
∫∫
|x|≤|s|1/4

ω(|s|1/4)|∇u|2G(x,−s) + C

∫∫
|x|≥|s|1/4

|∇u|2G

≤ ω(r1/2)
∫∫

Sr

|∇u|2dγ + Ce−c0/r,

where in the estimation of the second integral over we have used that

G(x,−s) ≤ e−c0/|s|
1/2
e−x

2/8, for |x| ≥ |s|1/4

and the following corollary from the Energy Inequality (Lemma 2.1)∫∫
Sr

|∇u|2e−x
2/8dxds ≤ C

∫∫
S1

u2e−x
2/16dxds ≤ CM = C
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for r ≤ 1 (recall the assumption M = 1).

3.ii◦) To estimate I32 we introduce v(x, s) = u(x, s) −m(s) and split the integral
into

I32 =
∫∫

Sr

vB∇v∇G+
∫∫

Sr

m(s)B∇u∇G = I321 + I322.

(Notice that ∇v = ∇u.)

3.ii.a◦) I321 is estimated as in [CK98, p.404]. Let

E3(s) =
∫

Rn
vB∇v∇G(x,−s) = −

∫
Rn
vB∇v x

2|s|
G(x,−s)

=
∫
|x|≥|s|1/4

+
∫
|x|≤|s|1/4

=: E31(s) + E32(s).

3.ii.a.α◦) Applying Cauchy-Schwarz and then Poincaré inequalities, we obtain

|E31(s)| ≤ C
(∫

Rn
v2G(x,−s)

)1/2
(∫
|x|≥|s|1/4

|∇v|2 |x|
2

|s|2
G(x,−s)

)1/2

≤ C|s|1/2
(∫

Rn
|∇v|2G(x,−s)

)1/2
(∫
|x|≥|s|1/4

|∇v|2 |x|
2

|s|2
G(x,−s)

)1/2

≤ Cne−c0/|s|
1/2
∫

Rn
|∇v|2e−x

2/8dx,

where, we have used that

G(x,−s) ≤ Cn|s|−n/2e−x
2/4 for any (x, s) ∈ S1,

|x|2

|s|2
G(x,−s) ≤ Cne−c0/|s|

1/2
e−x

2/8 for |x| ≥ |s|1/4,−1 < s < 0.

But then ∫ 0

−r2
|E31(s)|ds ≤ Ce−c0/r

∫∫
Sr

|∇u|2e−x
2/8dxds ≤ Ce−c0/r,

where we have used the Energy Inequality, as in Step 3.i.

3.ii.a.β◦) Further

|E32(s)| ≤ ω(|s|1/4)
(∫

Rn
v2 |x|2

4|s|2
G(x,−s)

)1/2(∫
Rn
|∇v|2G(x,−s)

)1/2

≤ Cnω(|s|1/4)
∫

Rn
|∇v|2G(x,−s),

provided we use following claim.

Claim. ∫
Rn
v2 |x|2

|s|2
dγs ≤ Cn

∫
Rn
|∇v|2dγs.
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Proof. We have,∫
Rn
v2 |x|2

|s|
G(x,−s) = −2

∫
Rn
v2x∇G(x,−s)

= 2n
∫

Rn
v2G(x,−s) + 4

∫
Rn
v∇vxG(x,−s)

≤ 2n
∫

Rn
v2G(x,−s)

+ 4
(∫

Rn
v2 |x|2

|s|
G(x,−s)

)1/2(
|s|
∫

Rn
|∇v|2G(x,−s)

)1/2

.

Then, we use the Poincaré inequality Lemma 2.3 to finish the proof. �

Collecting the estimates for E31(s) and E32(s), integrating, and using that
e−C/r ≤ Cr4, we obtain

|I321| ≤ Cr4 + Cnω(r1/2)
∫∫

Sr

|∇u|2dγ.

3.ii.b◦) Further, write

I322 =
∫ 0

−r2
m(s)E2(s)ds

and recall the estimates from 2.i◦–2.ii◦:

m(s) ≤ m(−r2) + r2 + Cnθ(r)
(∫∫

Sr

|∇u|2dγ
)1/2

for −r2 < s ≤ 0. The proof of the estimate above contains also the following
inequality ∫ 0

−r2
|E2(s)|ds ≤ Cnθ(r)

(∫∫
Sr

|∇u|2dγ
)1/2

.

Combining these estimates and using the Cauchy-Schwarz again, we obtain

|I322| ≤ Cnθ(r)2

∫∫
Sr

|∇u|2dγ + Cnr
2θ(r)

(∫∫
Sr

|∇u|2dγ
)1/2

+ Cnm(−r2)θ(r)
(∫∫

Sr

|∇u|2dγ
)1/2

≤ Cnr4 + Cnm(−r2)2θ(r) + Cn(θ(r)2 + θ(r))
∫∫

Sr

|∇u|2dγ.

Thus, we have

|I322| ≤ Cr4 + Cnθ(r)m(−r2)2 + Cnθ(r)
∫∫

Sr

|∇u|2dγ.

Collecting the estimates in 3.i–3.ii◦ we also obtain

|I3| ≤ Cr4 + Cnθ(r)m(−r2)2 + Cnθ(r)
∫∫

Sr

|∇u|2dγ.
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4 ◦) Finally, we estimate

I4 = −
∫∫

Sr

ub∇uG(x,−s)dxds.

We use approach similar to the estimation of I3. Let v(x, s) = u(x, s) −m(s), as
before, and split

I4 = −
∫∫

Sr

vb∇vG−
∫∫

Sr

m(s)b∇vG =: I41 + I42.

4.i◦) Using Cauchy-Schwarz and Poincaré inequalities, we obtain

|I41| ≤ µ
∫∫

Sr

|v||∇v|dγ

≤ µ
(∫∫

Sr

|v|2dγ
)1/2(∫∫

Sr

|∇v|2dγ
)1/2

≤ Cr
∫∫

Sr

|∇v|2dγ = Cr

∫∫
Sr

|∇u|2dγ.

4.ii◦) Further, we have

|I42| ≤ µ
∫ 0

−r2
m(s)

(∫
Rn
|∇u|2dγs

)1/2

ds

≤ µ
[

sup
(−r2,0]

m(s)
]
r

(∫∫
Sr

|∇u|2dγ
)1/2

.

Recalling the estimate

m(s) ≤ m(−r2) + r2 + Cnθ(r)
(∫∫

Sr

|∇u|2dγ
)1/2

for −r2 < s ≤ 0, we therefore obtain

|I42| ≤ µ
[
m(−r2)r + r3

](∫∫
Sr

|∇u|2dγ
)1/2

+ Crθ(r)
∫∫

Sr

|∇u|2dγ

≤ Cm(−r2)2r + Cr4 +
[
Cr2 + r + θ(r)2

] ∫∫
Sr

|∇u|2dγ

≤ Cm(−r2)2r + Cr4 + θ(r)
∫∫

Sr

|∇u|2dγ.

Thus, collecting the estimates in 4.i◦–4.ii◦, we conclude

|I4| ≤ Cr4 + θ(r)m(−r2)2 + θ(r)
∫∫

Sr

|∇u|2dγ.

5 ◦) Combining all the estimates in 1◦–4◦, we arrive at

∫∫
Sr

|∇u|2dγ ≤ 1 + Cnθ(r)
2

∫
Rn
u(·,−r2)2dγ−r

2
+ Cr4

+ r2m(−r2) + Cnθ(r)
∫∫

Sr

|∇u|2dγ.
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Dividing by 1 + Cnθ(r), and assuming that r < rω is small enough, we obtain

(1− Cnθ(r))
∫∫

Sr

|∇u|2dγ ≤ 1
2

∫
Rn
u(·,−r2)2dγ−r

2
+ Cr4 + Cnr

2m(−r2).

Finally, applying the Hölder inequality

m(−r2) ≤
(∫

Rn
u(·,−r2)2dγ−r

2
)1/2

,

we complete the proof of Proposition 3.1. �

We will also need the following simple corollary from Proposition 3.1.

Proposition 3.1′. If u is as in Proposition 3.1, then for 0 < r < rω we also have∫∫
Sr

|∇u|2dγ ≤ C0r
4 + C0 inf

s∈[−4r2,−r2]

∫
Rn
u(·, s)2dγs∫∫

Sr

|∇u|2dγ ≤ C0r
4 +

C0

r2

∫∫
S2rrSr

u2dγ. �

The proof of the next two propositions is based on the key Proposition 3.1
combined with the log-Sobolev inequality (see Lemma 2.2). It is not much different
from the case when L = ∆ − ∂s, detailed proof of which can be found in [EP08].
Therefore, the proofs are omitted.

Proposition 3.2 (cf. [EP08, Propositions 1.2 and 2.2]). Let u(x, s) be as in Propo-
sition 3.1 and Ω := {u > 0}. Suppose∫∫

Ω∩Sr
|∇u|2dγ = αr4 <∞

and ∫∫
Ω∩Sr/4

|∇u|2dγ ≥ αr4

256
,

for some 0 < r ≤ rω. Then

|Ω ∩ (Sr/2 r Sr/4)| ≥ c0r2 > 0,

provided α > α0 for sufficiently large α0. (Here |E| = γ(E) =
∫∫
E
dγ, for E ⊂

Rn × (−∞, 0).) �

Proposition 3.3 (cf. [EP08, Propositions 1.3 and 2.3]). Let u(x, s) be as in Propo-
sition 3.1 and Ω := {u > 0}. Suppose∫∫

Ω∩Sr
|∇u|2 dγ = αr4 <∞,

for some 0 < r ≤ rω. Suppose also there exists η > 0 such that

|Ω ∩ (Sr/2 r Sr/4)| < (1− η)|Sr/2 r Sr/4|.

Then there exists β = βη < 1 such that∫∫
Ω∩Sr/4

|∇u|2 dγ ≤ β
∫∫

Ω∩Sr
|∇u|2 dγ,

provided α > α0 for sufficiently large α0. �
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In the next proposition, we let

Ã±(r) = ec0g(r)A±(r), g(r) =
∫ r

0

θ(ρ)
ρ
dρ

for a universal constant c0 > 0 to be determined, and

Φ̃(r) = r−4Ã+(r)Ã−(r).

Notice that since we assume the double Dini condition on ω(r), θ(r) satisfies the
Dini condition and therefore g(r) is finite and converges to 0 as r → 0+.

Proposition 3.4 (cf. [EP08, Propositions 1.4 and 2.4]). Let u± be as in Theorem I
with M± ≤ 1 and Ã±, Φ̃ as defined above. Then there exists a universal constant
C0 such that if Ã±(ρ) ≥ C0r

4 for all ρ ∈ [ 1
4r, r], 0 < r ≤ rω, then

Φ̃′(ρ) ≥ −C0r

 1√
Ã+(ρ)

+
1√
Ã−(ρ)

 Φ̃(ρ)

for all ρ ∈ [ 1
4r, r].

Remark. We may replace Ã± by A± in this proposition, since the factor ec0g(r) is
bounded away from 0 and∞. Yet, we must take the derivative of Φ̃ to compensate
for having θ(r) in Proposition 3.1.

Proof. We start with the same remark as in the proof of Lemma 2.4 in [CJK02].
The functions A± are continuous nondecreasing functions, hence Φ′ is the sum of
a nonnegative singular measure and an absolutely continuous part and we need to
obtain the bound on Φ′ at the points r that are Lebesgue points for the integrands
of A±. Thus, we assume that r is such that

B±(r) =
∫

Rn
|∇u±(·,−r2)|2 dγ−r

2
<∞

and that A′±(r) = 2rB±(r).
We then have

Φ̃′(r)
Φ̃(r)

= 2c0g′(r)−
4
r

+ 2r
B+(r)
A+(r)

+ 2r
B−(r)
A−(r)

=
1
r

(
−4 + 2c0θ(r) + 2r2B+(r)

A+(r)
+ 2r2B−(r)

A−(r)

)
Next, by Proposition 3.1, we have

2(1−cnθ(r))A+(r) ≤ Cr4 +Cr2

[∫
Rn
u+(·,−r2)2 dγ−r

2
]1/2

+
∫

Rn
u+(·,−r2)2dγ−r

2

for a universal constant C. Before we proceed, observe that u+(·,−r2) cannot
vanish identically on Rn if the constant C0 in the statement of Proposition 3.4
is sufficiently large. Indeed, otherwise we would have A+(r) ≤ Cr4 from Propo-
sition 3.1, which would be a contradiction. Similarly, u−(·,−r2) cannot vanish
identically on Rn. Then

Ω−r
2

± =
{
u±(·,−r2) > 0

}
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are nonempty. If we now denote λ± = r2λ−r
2
(

Ω−r
2

±

)
, the normalized eigenvalues

of Ω−r
2

± as defined in Lemma 2.4, we will have

(3.8) λ+ + λ− ≥ 1.

Next, by the definition of λ± we have

λ±

∫
Ω−r

2
±

f2 dγ−r
2
≤ r2

∫
Ω−r

2
±

|∇f |2 dγ−r
2
.

Combining this with Proposition 3.1, we obtain

(3.9) 2(1− cnθ(r))A±(r) ≤ Cr4 + Cr3
√
B±(r)/λ± + r2B±(r)/λ±.

To complete the proof, we consider the following possibilities:

1 ◦) r2B+(r) ≥ 2A+(r) (or r2B−(r) ≥ 2A−(r)). Then

Φ̃′(r)
Φ̃(r)

=
1
r

(
−4 + 2c0θ(r) + 2r2B

+

A+
+ 2r2B

−

A−

)
≥ 0.

2 ◦) r2B+(r) ≤ 2A+(r) and λ+ ≥ 1 (or r2B−(r) ≤ 2A−(r) and λ− ≥ 1). Then by
(3.9), if A+(r) ≥ C0r

4 is sufficiently large, we have

2(1− cnθ(r))A+(r) ≤ Cr2
√
A+(r) + r2B+(r).

It follows then

Φ̃′(r)
Φ̃(r)

≥ 1
r

(
−4 + 2c0θ(r) + 2r2B+(r)

A+(r)

)
≥ − 2Cr√

A+(r)
+

1
r

(−4 + 2c0θ(r) + 4− 4cnθ(r)) ≥ −
2Cr√
A+(r)

,

if we choose c0 ≥ 2cn.

3 ◦) r2B±(r) ≤ 2A±(r) and λ± ≤ 1. Then by (3.9), if A±(r) ≥ C0r
4 are sufficiently

large, we have

2λ±(1− cnθ(r))A±(r) ≤ Cr2
√
A±(r) + r2B±(r).

If we use now that λ+ + λ− ≥ 1 and choose c0 ≥ 2cn, then

Φ̃′(r)
Φ̃(r)

=
1
r

(
−4 + 2c0θ(r) + 2r2B+(r)

A+(r)
+ 2r2B−(r)

A−(r)

)
≥ 1
r

(
−4 + 2c0θ(r) + 4(λ+ + λ−)(1− cnθ(r))− Cr2

[
1√
A+(r)

+
1√
A−(r)

])

≥ −Cr

[
1√
A+(r)

+
1√
A−(r)

]
.

In the same way we prove the estimate for Φ̃′(ρ) for any ρ ∈ [ 1
4r, r] and the proof

is complete. �
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As we mentioned before, the propositions above constitute the technical core of
the proof of Theorem I. The rest of the proof is purely arithmetic in nature and is
exactly the same as in [CJK02]. We consider a geometric sequence of radii r = 4−k,
k = 0, 1, 2, . . . , and define

Ã±k = Ã±(4−k), b̃±k = 44kÃ±k ,

where Ã±(r) = ec0g(r)A±(r) are as in Propositions 3.4, so that we have

Φ̃(4−k) = 44kÃ+
k Ã
−
k = A+

k b̃
−
k = A−k b̃

+
k .

One may also treat b̃±k as the correctly rescaled versions of Ã±k because of the the
following property: if we consider the parabolic scaling ur(x, s) := r−2u(rx, r2s),
then

A(1, ur) =
∫∫

S1

|∇ur|2 dγ = r−4

∫∫
Sr

|∇u|2dγ = r−4A(r, u).

The proofs of the next two propositions are the same as those of [CJK02, Lem-
mas 2.8-2.9], based on Propositions 3.2–3.4 instead of [CJK02, Lemmas 2.1-2.3],
and therefore are omitted.

Proposition 3.5 (cf. [EP08, Propositions 1.5 and 2.5]). Let u± be as in Theorem I
with M± ≤ 1. There exists a universal constant C0 such that if b̃±k ≥ C0 for k ≥ kω
then

44Ã+
k+1Ã

−
k+1 ≤ Ã

+
k Ã
−
k (1 + δk) with δk =

C0√
b̃+k

+
C0√
b̃−k

. �

Proposition 3.6 (cf. [EP08, Propositions 1.6 and 2.6]). Let u± be as in Theorem I
with M± ≤ 1. There exists a universal constant ε0 > 0, such that if b̃±k ≥ C0 and
44Ã+

k+1 ≥ Ã
+
k for k ≥ kω, then Ã−k+1 ≤ (1− ε0)Ã−k . �

Proof of Theorem I. Recalling the initial reduction steps in Subsection 3.1, we need
to show that

Φ(r, u+, u−) ≤ Cω, for r ≤ rω.
Now, Propositions 3.5–3.6 provide the same iteration scheme (starting from k = kω)
as in [CJK02] which implies that

Φ(r, u+, u−) ≤ Cω
(
1 +A+(4−kω ) +A−(4−kω )

)2
, r ≤ 4−kω .

Finally, note that by Proposition 3.1′ A±(4−kω ) ≤ C, which completes the proof of
the theorem. �

4. Localized Parabolic Formula

In this section we prove Theorem II. The proof is essentially the same as in
the global case, i.e. Theorem I, but has to take into account additional error terms
coming from the cutoff function ψ. Those new error terms, as we will see, are
actually exponentially small, since they are basically the integrals over the tails of
Gaussian function G(x, |s|) for |x| ≥ 1/2.

Proposition 4.1 (cf. Proposition 3.1). Let u ∈ C(Q−1 ) ∩ V 2(Q−1 ) satisfy

u ≥ 0, LA,b,0u ≥ −1 in Q−1 .
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Suppose also ∫∫
Q−1

u(x, s)2dxds ≤ 1.

Let ψ ∈ C∞(B1) be such that 0 < ψ ≤ 1, ψ
∣∣
B1/2

= 1 and define

w(x, s) = u(x, s)ψ(x), (x, s) ∈ Q−1 .

Then

(1− cn θ(r))
∫∫

Sr

|∇w|2dγ ≤ Cψr4 + Cnr
2

(∫
Rn
w(·,−r2)2dγ−r

2
)1/2

+
1
2

∫
Rn
w(·,−r2)2dγ−r

2

for any 0 < r ≤ rω, where

θ(r) = Cr + ω(r1/2) +

(∫ r2

0

ω(ρ1/4)2

ρ
dρ

)1/2

.

Proof. Let w(x, s) = u(x, s)ψ(x). Then for L = LA,b,0, we have

(∆− ∂s)w = Lw + div(B∇w)− b∇w(4.1)

= ψLu+ uLψ + 2∇ψA∇u+ div(B∇w)− b∇w
≥ −1 + div(B∇w)− b∇w + uLψ + 2∇ψA∇u

(∆− ∂s)(w2/2) ≥ w[−1 + div(B∇w)− b∇w + uLψ(4.2)

+ 2∇ψA∇u] + |∇w|2

≥ −w + w div(B∇w)− wb∇w + wuLψ
+ 2w∇ψA∇u+ |∇w|2,

in the sense of distributions. Then (4.2) implies∫∫
Sr

|∇w|2dγ ≤ 1
2

∫∫
Sr

(∆− ∂s)(w2)dγ +
∫∫

Sr

wdγ −
∫∫

Sr

w div(B∇w)dγ

+
∫∫

Sr

wb∇wdγ +
∫∫

Sr

(wuLψ + 2w∇ψA∇u)dγ

=:
1
2
I1 + I2 + I3 + I4 + I5.

The terms I1, . . . , I4 are estimated very similarly to the global case, however, there
are some minor differences and we prefer to provide more details. The term I5 is
new, but we are going to see that its contribution is exponentially small.

1 ◦) Exactly as in the global case, we have

I1 ≤
∫

Rn
w(·,−r2)2dγ−r

2
.

2 ◦) To estimate I2, consider the weighted averages of w(·, s)

m(s) =
∫

Rn
w(·, s)dγs =

∫
Rn
w(x, s)G(x,−s)dx.
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Then, for −r2 ≤ s2 ≤ s1 ≤ 0, using (4.1) and that (∆ + ∂s)G(x,−s) = 0, we have

m(s1)−m(s2) = −
∫ s1

s2

∫
Rn

(∆− ∂s)w(x)G(x,−s)

≤
∫ s1

s2

∫
Rn

(1− div(B∇w) + b∇w − uLψ − 2∇ψA∇u)G

= (s1 − s2) +
∫ s1

s2

∫
Rn
B∇w∇G+ b∇wG− (uLψ + 2∇ψA∇u)G

= (s1 − s2) +
∫ s1

s2

(E2(s) +H2(s) +K2(s))ds,

where

E2(s) :=
∫

Rn
B∇w∇G(x,−s),

H2(s) :=
∫

Rn
b∇wG(x,−s),

K2(s) := −
∫

Rn
(uLψ + 2∇ψA∇u)G(x,−s).

2.i◦) Arguing exactly as in the global case, we obtain

|E2(s)| ≤ Cn
(
C +

ω(|s|1/4)
|s|1/2

)(∫
Rn
|∇w|2dγs

)1/2

,

|H2(s)| ≤ C
(∫

Rn
|∇w|2dγs

)1/2

.

Further, to estimate K2(s), integrate by parts the first term

K2(s) = −
∫

Rn
(udiv(A∇ψ) + ub∇ψ + 2∇ψA∇u)G

=
∫

Rn
∇uA∇ψG+ uA∇ψ∇G− ub∇ψG− 2∇ψA∇uG

and note that the cutoff function ψ appears in the latter integral only in the form
of ∇ψ, which vanishes on B1/2. Therefore, using the Energy Inequality and the
fact that G(x,−s) and |∇G(x,−s)| are bounded above by e−c0/|s| for |x| ≥ 1/2, we
easily obtain that

|K2(s)| ≤ Cψe−c0/|s|.

2.ii◦) We continue the estimation of m(s). Using the estimates on |E2(s)|, |H2(s)|
and |K2(s)| in 2.i◦ and applying the Cauchy-Schwarz inequality, for −r2 ≤ s ≤ 0
we obtain

m(s) ≤ m(−r2) + Cψr
2 + Cn

∫ 0

−r2

(
C +

ω(|s|1/4)
|s|1/2

)(∫
Rn
|∇w|2dγs

)1/2

ds

≤ m(−r2) + Cψr
2 + Cnθ(r)

(∫∫
Sr

|∇w|2dγ
)1/2

.
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Integrating one more time gives

I2 =
∫∫

Sr

wdγ =
∫ 0

−r2
m(s)ds ≤ r2m(−r2) + Cψr

4 + Cnr
2θ(r)

(∫∫
Sr

|∇w|2dγ
)1/2

≤ r2m(−r2) + Cψr
4 + Cnr

4 + θ(r)2

∫∫
Sr

|∇w|2dγ

≤ r2m(−r2) + Cψr
4 + θ(r)

∫∫
Sr

|∇w|2dγ.

That is,

I2 ≤ r2m(−r2) + Cψr
4 + θ(r)

∫∫
Sr

|∇w|2dγ.

3 ◦) We now estimate

I3 = −
∫∫

Sr

w div(B∇w)dγ =
∫∫

Sr

∇wB∇wG+
∫∫

Sr

wB∇w∇G

=: I31 + I32.

3.i◦) Repeating the arguments as before, we obtain

|I31| ≤
∫∫
|x|≤|s|1/4

ω(|s|1/4)|∇w|2G(x,−s) + C

∫∫
|x|≥|s|1/4

|∇w|2G

≤ ω(r1/2)
∫∫

Sr

|∇w|2dγ + Cψe
−c0/r,

where in the estimation of the second integral over we have used that

G(x,−s) ≤ e−c0/|s|
1/2
, for |x| ≥ |s|1/4

and that ∫∫
Sr

|∇w|2dxds ≤ Cψ
∫∫

Q1

u2dxds ≤ Cψ

for r ≤ 1/2 (recall the assumption M = 1) by the Energy Inequality (Lemma 2.1).

3.ii◦) To estimate I32 we introduce v(x, s) = w(x, s) −m(s) and split the integral
into

I32 =
∫∫

Sr

vB∇v∇G+
∫∫

Sr

m(s)B∇w∇G = I321 + I322.

(Notice that ∇v = ∇w.)
3.ii.a◦) Repeating the arguments in the global case, we estimate

|I321| ≤ Cψr4 + Cnω(r1/2)
∫∫

Sr

|∇w|2dγ

3.ii.b◦) Further, to estimate I322, we write it as

I322 =
∫ 0

−r2
m(s)E2(s)ds.

Arguing as in the global case, we obtain from 2.i◦ that∫ 0

−r2
|E2(s)|ds ≤ Cnθ(r)

(∫∫
Sr

|∇w|2dγ
)1/2

,
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which combined with the uniform bound from 2.ii◦

m(s) ≤ m(−r2) + Cψr
2 + Cnθ(r)

(∫∫
Sr

|∇w|2dγ
)1/2

,

for −r2 < s ≤ 0, gives

|I322| ≤ Cψr4 + Cnθ(r)m(−r2)2 + Cnθ(r)
∫∫

Sr

|∇w|2dγ.

Now collecting the estimates in 3.i–3.ii◦ we also obtain

|I3| ≤ Cψr4 + Cnθ(r)m(−r2)2 + Cnθ(r)
∫∫

Sr

|∇w|2dγ.

4 ◦) Next, we estimate

I4 = −
∫∫

Sr

wb∇wG(x,−s)dxds.

As before, we denote v(x, s) = w(x, s)−m(s) and split the integral

I4 = −
∫∫

Sr

vb∇vG−
∫∫

Sr

m(s)b∇vG =: I41 + I42.

Same arguments as in the global case prove that

|I41| ≤ Cr
∫∫

Sr

|∇w|2dγ,

|I42| ≤ Cm(−r2)2r + Cψr
4 + θ(r)

∫∫
Sr

|∇w|2dγ

which implies that

|I4| ≤ Cψr4 + θ(r)m(−r2)2 + θ(r)
∫∫

Sr

|∇w|2dγ.

5 ◦) Finally, we estimate

I5 =
∫∫

Sr

(wuLψ + 2w∇ψA∇u)dγ.

Integrating by parts in space, we obtain

I5 =
∫∫

Sr

wudiv(A∇ψ)G+ wub∇ψG+ 2w∇ψA∇uG

=
∫∫

Sr

−∇wuA∇ψG− w∇uA∇ψG− wuA∇ψ∇G+ wub∇ψG+ 2w∇ψA∇uG.

Every term in the last integrand contains ∇ψ, which vanishes on B1/2. Then using
the Energy Inequality and the estimate on G and |∇G| for |x| ≥ 1/2, we easily
obtain that

|I5| ≤ Cψe−c0/r
2
.

6 ◦) Combining all the estimates in 1◦–5◦, and using that

m(−r2)2 ≤
∫

Rn
w(·,−r2)2dγ−r

2
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we arrive at ∫∫
Sr

|∇w|2dγ ≤ 1 + Cnθ(r)
2

∫
Rn
w(·,−r2)2dγ−r

2
+ Cψr

4

+ r2m(−r2) + Cnθ(r)
∫∫

Sr

|∇w|2dγ.

Dividing by 1 + Cnθ(r), and assuming that r < rω is small enough, we obtain

(1− Cnθ(r))
∫∫

Sr

|∇w|2dγ ≤ 1
2

∫
Rn
w(·,−r2)2dγ−r

2
+ Cψr

4 + Cnr
2m(−r2),

as claimed. This completes the proof of Proposition 4.1. �

Proof of Theorem II. Using Proposition 4.1 one may prove the analogues of Propo-
sitions 3.2–3.6, with obvious changes, possibly adding the dependence of constants
on ψ. But then we argue as in the proof of Theorem I to complete the proof. �

5. Elliptic Formula

In this section we prove Theorem III. Even though it possible to give a direct
proof (by working on spheres as in [CJK02] instead of Gaussian spaces), we prefer
to obtain the elliptic almost monotonicity formula from the localized parabolic one
(Theorem II).

Proof of Theorem III. Let u±(x) satisfy the assumptions of Theorem III. Adding
a “dummy” variable s by setting

ũ±(x, s) = u±(x), (x, s) ∈ Q−1 ,
we see that ũ± satisfy also the assumptions of Theorem II with the operator

Lu = (`− ∂s)u = div(A(x)∇u) + b(x)∇u+ c(x)u− ∂su.
Moreover, we claim that

(5.1) a(r, u±) ≤ CnA±(r, ψũ±), r < 1/2

or in the expanded form∫
Br

|∇u(x)|
|x|n−2

dx ≤ Cn
∫∫

Sr

|∇(ψ(x)u(x))|2G(x,−s)dxds.

Since ψ = 1 on B1/2, it is enough to show that

cn
|x|n−2

≤
∫ r2

0

G(x, t)dt, for x ∈ Br.

Making a substitution t = |x|2τ , we obtain∫ r2

0

G(x, t)dt = Cn

∫ r2

0

t−n/2e−|x|
2/4tdt

=
Cn
|x|n−2

∫ r2/|x|2

0

τ−n/2e−1/4τdτ ≥ Cn
|x|n−2

∫ 1

0

τ−n/2e−1/4τdτ

=
cn
|x|n−2

.

Hence (5.1) follows. Consequently, we obtain that

ϕ(r, u+, u−) ≤ CnΦ(r, ψũ+, ψũ−).
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Fixing a cutoff function ψ and applying Theorem II, we obtain

ϕ(r, u+, u−) ≤ Cω
(

1 + ‖ũ+‖2L2(Q−1 )
+ ‖ũ−‖2L2(Q−1 )

)2

= Cω

(
1 + ‖u+‖2L2(B1) + ‖ u−‖2L2(B1)

)2

for r < rω. The theorem is proved. �

6. A Variant of the Formula

Under assumptions on the growth of functions u± near the origin, following
[CJK02, Theorem 3.8], it is possible to prove versions of Theorems I–III, where
Φ(r) (and ϕ(r)) retain more monotonicity properties, e.g. that the limit Φ(0+)
exists.

Here we state only the result in the localized parabolic case. We also assume
that we are in the normalized case (3.1)–(3.3), as well as under the assumption
c = 0, which does not limit the generality.

Theorem IV (Almost Monotonicity Formula with Growth Assumption). Let u±,
ψ, w±, A± and Φ be as in Theorem II. Assume additionally that

u±(x, s) ≤ σ((|x|2 + |s|)1/2) for (x, s) ∈ Q−1
for a Dini modulus of continuity σ(r) (so that

∫ 1

0
σ(ρ)
ρ dρ <∞). Then

Φ(r) ≤ [1 + α(ρ)]Φ(ρ) + CM,ψ,σ,ωα(ρ), 0 < r ≤ ρ ≤ rω,
where

α(r) = C0

[
r + σ(r1/2) +

∫ r

0

σ(ρ1/2)
ρ

dρ+
∫ r

0

θ(ρ)
ρ
dρ

]
,

θ(r) = C0r + ω(r1/2) +

(∫ r2

0

ω(ρ1/4)2

ρ
dρ

)1/2

,

and M = ‖u+‖L2(Q−1 ) + ‖u−‖L2(Q−1 ).

Remark. It is easy to see that the inequality above implies the existence of the limit
Φ(0+) = limr→0+ Φ(r).

Proof. As before, without loss of generality we may assume M ≤ 1, otherwise
we could consider u±/(1 + M). To simplify notations in this proof, we are going
to deviate from our convention for constants and denote by C a generic constant
depending ψ, σ, ω in addition to n and the structural constants in (1.2)–(1.4),
which we would normally denote Cψ,σ,ω.

Notice that if Φ(r) = 0, then the estimate in the theorem is trivially satisfied.
Therefore we will assume that Φ(r) > 0. Further, as in the proof of Proposition 3.4,
we may assume r to be a Lebesgue point for B±, which yields that

A′±(r) = 2rB±(r), B±(r) =
∫

Rn
|∇w±(·,−r2)|2dγ−r

2
<∞.

Next, as in Proposition 3.4, we introduce

Ã±(r) = ec0g(r)A±(r), g(r) =
∫ r

0

θ(ρ)
ρ
dρ

Φ̃(r) = r−4Ã+(r)Ã−(r) = e2c0g(r)Φ(r).
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Then we have
Φ̃′(r)
Φ̃(r)

= 2c0g′(r)−
4
r

+ 2r
B+(r)
A+(r)

+ 2r
B−(r)
A−(r)

(6.1)

=
1
r

(
−4 + 2c0θ(r) + 2r2B+(r)

A+(r)
+ 2r2B−(r)

A−(r)

)
.

To proceed, we are going to assume that

σ(r1/2) ≥ r.
This does not limit the generality, since we can replace σ(ρ) with σ(ρ)+ρ2 without
affecting the form of α(r) in the statement of the theorem.

1 ◦) We now claim that the additional growth assumption on u implies that

(6.2) A±(r) ≤ Cσ(r1/2)2, r < rω.

Indeed, let w be either w+ or w−. Then by Proposition 4.1, we have∫∫
Sr

|∇w|2dγ ≤ Cr4 + C

∫
Rn
w2(x,−r2)G(x, r2)dx

= Cr4 + C

∫
|x|<r1/2

w2G(x,−r2)dx+ C

∫
|x|>r1/2

w2G(x,−r2)dx

≤ Cr4 + Cσ(r1/2)2 + Ce−cn/r ≤ Cσ(r1/2)2.

This implies (6.2).

2 ◦) We next claim that Φ̃ satisfies

(6.3) Φ̃′(r) > −Cσ(r1/2)2

r
− Cσ(r1/2)

r

√
Φ̃(r), 0 < r < rω.

To this end, let Ω−r
2

± =
{
w±(·,−r2) > 0

}
. Denoting by λ± = r2λ−r

2
(

Ω−r
2

±

)
the

normalized eigenvalues of Ω−r
2

± , as defined in Lemma 2.4, we have

(6.4) λ+ + λ− ≥ 1.

Now, by the definition of λ±, we also have

λ±

∫
Ω−r

2
±

f2 dγ−r
2
≤ r2

∫
Ω−r

2
±

|∇f |2 dγ−r
2

and therefore, using Proposition 4.1, we obtain that

(6.5) 2(1− cnθ(r))A±(r) ≤ Cr4 + Cr3
√
B+(r)/λ± + r2B±(r)/λ±.

We may rewrite the previous inequality as

(6.6) r2B±(r)/λ±
A±(r)

≥ 2(1− cnθ(r))−
Cr4

A±(r)
−
Cr3

√
B±(r)/λ±
A±(r)

.

Using (6.6), we next obtain estimates on Φ̃′(r) by considering three possibilities.

2.i◦) r2B+(r) ≥ 2A+(r) (or r2B−(r) ≥ 2A−(r)). Then from (6.1) we have

Φ̃′(r) =
Φ̃(r)
r

(
−4 + 2c0θ(r) + 2r2B

+

A+
+ 2r2B

−

A−

)
≥ 0.
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2.ii◦) r2B+(r) ≤ 2A+(r) and λ+ ≥ 1 (or r2B−(r) ≤ 2A−(r) and λ− ≥ 1). Then
by (6.6) we have

r2B+

A+
≥ 2(1− cnθ(r))−

Cr4

A+
− Cr2√

A+

.

Then, assuming c0 > 2cn, from (6.1) we obtain

Φ̃′(r) =
2Φ̃(r)
r

{[
r2B+

A+
− (2− c0θ(r))

]
+ r2B−

A−

}
≥ −CΦ̃(r)

r

[
r4

A+
+

r2√
A+

]

≥ −Ce
2c0g(r)

r
A− −

Cec0g(r)
√

Φ̃(r)

r

√
A−

≥ −Cσ(r1/2)2

r
− Cσ(r1/2)

r

√
Φ̃(r).

2.iii◦) r2B±(r) ≤ 2A±(r) and λ± ≤ 1. Then by (6.6) we have

r2B±
A±
≥ 2λ±(1− cnθ(r))−

Cr4

A±
− Cr2√

A±
.

Using now that λ+ + λ− ≥ 1 and assuming c0 ≥ 2cn, from (6.1) we obtain

Φ̃′(r) =
2Φ̃(r)
r

{[
r2B+

A+
− (2− c0θ(r))λ+

]
+
[
r2B−
A−
− (2− c0θ(r))λ−

]}
≥ −CΦ̃(r)

r

[
r4

A+
+

r2√
A+

+
r4

A−
+

r2√
A−

]

≥ −Ce
2c0g(r)

r
[A+ +A−]−

Cec0g(r)
√

Φ̃(r)

r
[
√
A+ +

√
A−]

≥ −Cσ(r1/2)2

r
− Cσ(r1/2)

r

√
Φ̃(r)

for r < rω.
Thus, we see that the inequality (6.3) holds in all cases.

3 ◦) We next claim that

(6.7)
d

dr

[(
Φ̃(r) + Cσ2(r)

)1/2

+ Cσ1(r)
]
≥ 0, 0 < r < rω,

where

σ1(r) =
∫ r

0

σ(ρ1/2)
ρ

dρ, σ2(r) =
∫ r

0

σ(ρ1/2)2

ρ
dρ.

Indeed, (6.7) is equivalent to

Φ̃′(r) ≥ −Cσ′2(r)− 2σ′1(r)
(

Φ̃(r) + Cσ2(r)
)1/2

,

which follows easily from (6.3).
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4 ◦) Taking now 0 < r ≤ ρ ≤ rω, we obtain√
Φ̃(r) ≤

(
Φ̃(r) + Cσ2(r)

)1/2

+ Cσ1(r)

≤
(

Φ̃(ρ) + Cσ2(ρ)
)1/2

+ Cσ1(ρ)

≤
√

Φ̃(ρ) + C[
√
σ2(ρ) + σ1(ρ)].

Note that

2
√
σ2(r) ≤ 2

√
σ(r1/2)σ1(r) ≤ σ(r1/2) + σ1(r)

and therefore, introducing

σ̃(r) := σ(r1/2) + σ1(r),

we have √
Φ̃(r) ≤

√
Φ̃(ρ) + Cσ̃(ρ).

Squaring and using that (a + b)2 ≤ a2[1 + σ̃(ρ)] + b2[1 + 1/σ̃(ρ)] with a =
√

Φ̃(ρ)
and b = Cσ̃(ρ), we obtain

Φ̃(r) ≤ [1 + σ̃(ρ)]Φ̃(ρ) + Cσ̃(ρ), 0 < r ≤ ρ ≤ rω.

Now recalling that Φ̃(r) = e2c0g(r)Φ(r) and using that e2c0g(ρ) ≤ 1 + C0g(ρ) for
0 < ρ ≤ rω, provided rω is so small that g(rω) < 1, we arrive at

Φ(r) ≤ [1 + (1 + C0)σ̃(ρ) + C0g(ρ)]Φ(ρ) + Cσ̃(ρ).

This implies the theorem with α(ρ) = (1 +C0)σ̃(ρ) +C0g(ρ), which clearly has the
required form. �

7. An Application

The almost monotonicity formulas proved in the previous sections can be applied
to various free boundary problems, such as the ones considered in [CJK02], with
more general assumptions on the governing operator. In this section, however, we
give an application of the almost monotonicity formula to a quasilinear obstacle
type problem

div(a(|∇u|2)∇u) = f(x, u,∇u)χΩ,(7.1)

|∇u| = 0 on Ωc(7.2)

in a certain domain D in Rn, where Ω is an apriori unknown open set. This
kind of free boundary problems appear e.g. in mean-field models describing type II
superconductors, see [BBC94].

If the operator is uniformly elliptic and f is bounded, then from the general
theory of quasilinear equations, (7.1) alone would imply that u ∈ C1,β

loc (D) for some
0 < β < 1. However, to study the finer regularity properties of the free boundary
Γ = ∂Ω ∩ D, one in fact will need the optimal C1,1

loc -regularity of u, see [CSS04],
where a simplified equation with a ≡ 1 is considered.
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We will make the following assumptions on the functions a : R+ → R and
f : D × R× Rn → R:

a ∈ C1,α
loc ([0,∞)),(7.3)

a(q), a(q) + 2a′(q)q ∈ [λ0, 1/λ0] for any q ≥ 0 with λ0 > 0,(7.4)

|f |+ |∇xf |+ |∂zf |+ |∇pf | ≤M uniformly for (x, z, p) ∈ D × R× Rn.(7.5)

Note that (7.4) is the uniform ellipticity condition on the quasilinear operator
div(a(|∇u|2)∇u), while (7.5) means that f is uniformly bounded and Lipschitz
continuous with respect to all its variables.

Theorem 7.1. Let u ∈ W 1,2(B1) ∩ L∞(B1) be a weak (distributional) solution of
(7.1)–(7.2) with assumptions (7.3)–(7.5). Then u ∈ C1,1

loc (B1) and

‖u‖C1,1(B1/2) ≤ C
(
Ca, α, n, λ0,M, ‖u‖L∞(B1)

)
with Ca = ‖a‖C1,α([0,R(n,λ0,M,‖u‖L∞(B1))]).

This theorem generalizes that of Shahgholian [Sha03] for equations of the type
∆u = f(x, u)χΩ, |∇u| = 0 on Ωc. See also the work of Uraltseva [Ura01] for a
similar result in a two-phase membrane problem. We explicitly remark here that
the result in Theorem 7.1 is new even in the case a ≡ 1 when f(x, u,∇u) depends
nontrivially on x, u, ∇u.

The key idea and the connection with the almost monotonicity formulas is seen
in the following lemma.

Lemma 7.2. Let u be as in Theorem 7.1. Then for any direction e the functions
w± = (∂eu)± = max{±∂eu, 0} satisfy

w± ≥ 0, div(A(x)∇w±) + b(x)∇w± + c(x)w± ≥ −M, w+ · w− = 0,

where

A(x) = a(|∇u(x)|2)I + 2a′(|∇u(x)|2)∇u(x)⊗∇u(x),

b(x) = −(∇pf)(x, u(x),∇u(x)),

c(x) = −(∂zf)(x, u(x),∇u(x)).

Remark. Note that from equation (7.1) we have u ∈ C1,β
loc (B1) and therefore A ∈

Cαβloc (B1), so the double Dini continuity condition on A is satisfied. Also, the
condition (7.5) implies the uniform boundedness of b and c. Furthermore, since
the exponent β and ‖u‖C1,β(B1/2) depend only on n, λ0, M and ‖u‖L∞(B1), the
structural constants in (1.2)–(1.5) depend only on the latter constants and the
C1,α norm of a on

[
0, ‖∇u‖2L∞(B3/4)

]
.

Proof of Lemma 7.2. The idea of the proof is as follows: in the open set Ω+
e =

{∂eu > 0} ⊂ Ω we may differentiate the equation to obtain

∂e div(a(|∇u|2)∇u) = div
[
a(|∇u|2)∇(∂eu) + 2a′(|∇u|2)∇u∇(∂eu)∇u

]
(7.6)

= e∇xf + ∂eu∂zf +∇(∂eu)∇pf,

which implies that

(7.7) LA,b,c(∂eu) = e∇xf ≥ −M in Ω+
e .
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Then by using Kato’s inequality [Kat72], we conclude that

(7.8) LA,b,c(∂eu)+ ≥ −M in D.

In fact, (7.6)–(7.7) is quite easy to justify in the sense of distributions and we
therefore have for w = ∂eu∫

D

−A(x)∇w∇η + b(x)∇wη + c(x)wη ≥ −M
∫
D

η

for any η ∈W 1,2
0 (Ω+

e ), η ≥ 0. To justify (7.8), we choose

η = χ
(w
ε

)
ψ(x)

where ψ ∈ C∞0 (D), ψ ≥ 0, and χ ∈ C∞(R) is such that

χ′(t) ≥ 0, χ(t) = 0 for t ≤ 1, χ(t) = 1 for t ≥ 2.

Then we have∫
D

−[A(x)∇w∇w]
1
ε
χ′
(w
ε

)
ψ + χ

(w
ε

)
[−A(x)∇w∇ψ + b(x)∇wψ + c(x)wψ]

≥ −M
∫
D

χ
(w
ε

)
ψ ≥ −M

∫
D

ψ.

Now using that A(x)∇w∇w ≥ 0, χ′ ≥ 0, ψ ≥ 0, we may throw away the first term
in the above integral to obtain∫

D

χ
(w
ε

)
[−A(x)∇w∇ψ + b(x)∇wψ + c(x)wψ] ≥ −M

∫
D

ψ.

Noticing that χ(w/ε)→ χΩ+
e

a.e. as ε→ 0+ and using the dominated convergence
theorem, we obtain that∫

Ω+
e

−A(x)∇w∇ψ + b(x)∇wψ + c(x)wψ ≥ −M
∫
D

ψ,

which is equivalent to LA,b,cw+ ≥ −M . The proof of the lemma is complete. �

Proof of Theorem 7.1. First, without loss of generality, we assume that ‖u‖L∞(B1) ≤
1, otherwise we replace u with u/(1 + ‖u‖L∞(B1)), which satisfies an equation of
the type (7.1) with rescaled a and f .

Next, from the Calderón-Zygmund estimates it follows that u ∈ W 2,p
loc (B1) for

any 1 < p <∞. Fixing a p > n, this implies that at any Lebesgue point x0 of D2u
the function u is twice differentiable, see e.g. [Eva98, Theorem 5.8.5]. Then we fix
such x0 ∈ B1/2 and define

w(x) = ∂eu(x)
for a unit vector e orthogonal to ∇u(x0) (if ∇u(x0) = 0, take arbitrary unit e).
Without loss of generality we may assume x0 = 0. Our aim is to obtain a uniform
estimate for ∂xjeu(0) = ∂xjw(0), j = 1, . . . , n. By construction, w(0) = 0 and w is
differentiable at 0. Hence, we have the Taylor expansion

w(x) = ξ · x+ o(|x|), ξ = ∇w(0).

Now, if ξ = 0 then ∂xjw(0) = 0 for all j = 1, . . . , n and there is nothing to estimate.
If ξ 6= 0, consider the cone

Cξ = {x ∈ Rn : ξ · x ≥ |ξ||x|/2},
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which has a property that

Cξ ∩Br ⊂ {w > 0}, −Cξ ∩Br ⊂ {w < 0}

for sufficiently small r > 0. Consider also the rescalings

wr(x) =
w(rx)
r

, x ∈ B1.

Note that wr(x) → w0(x) := ξ · x uniformly in B1 and ∇wr → ∇w0 in Lp(B1),
p > n. The latter follows from the equality∫

B1

|∇wr(x)− ξ|pdx =
1
rn

∫
Br

|∇w(x)−∇w(0)|pdx,

where the right-hand side goes to zero as r → 0, since x0 = 0 is a Lebesgue point
for ∇w. Then for cn > 0 we have

cn|ξ|4 =
∫
Cξ∩B1

|∇w0(x)|2dx
|x|n−2

∫
−Cξ∩B1

|∇w0(x)|2dx
|x|n−2

= lim
r→0

∫
Cξ∩B1

|∇wr(x)|2dx
|x|n−2

∫
−Cξ∩B1

|∇wr(x)|2dx
|x|n−2

= lim
r→0

1
r4

∫
Cξ∩Br

|∇w(x)|2dx
|x|n−2

∫
−Cξ∩Br

|∇w(x)|2dx
|x|n−2

≤ lim inf
r→0

1
r4

∫
Br

|∇w+(x)|2dx
|x|n−2

∫
Br

|∇w−(x)|2dx
|x|n−2

,

where in the last step we have use the inclusion ±Cξ ∩ Br ⊂ {±w > 0} for small
r > 0. Summarizing, we obtain that

|∇w(0)|4 ≤ Cn lim inf
r→0

ϕ(r, w+, w−),

where ϕ is as in Theorem III. Now, by Lemma 7.2, w± satisfy the conditions of
Theorem III (in B1/2 instead of B1) and therefore we have

lim inf
r→0

ϕ(r, w+, w−) ≤ C
(

1 + ‖w‖2L2(B1/2)

)2

≤ C.

(Recall that we assume ‖u‖L∞(B1) ≤ 1 which gives that ‖w‖L2(B1/2) ≤ C.) The
latter implies that

|∇∂eu(x0)| ≤ C,
which doesn’t yet give the desired estimate on |D2u(x0)|, since e is subject to the
condition e · ∇u(x0) = 0, unless ∇u(x0) = 0. If ∇u(x0) 6= 0, we may choose the
coordinate system so that ∇u(x0) is parallel to e1. Then, taking e = e2, . . . , en in
the estimate above, we obtain

|∂xixju(x0)| ≤ C, i = 2, . . . , n, j = 1, 2, . . . , n.

To obtain the estimate in the missing direction e1, we notice that since u ∈
W 2,p

loc (B1), the equation div(a(|∇u|2)∇u) = f(x, u,∇u) is also satisfied in the strong
sense [

a(|∇u|2)δij + 2a′(|∇u|2)∂xiu∂xju
]
∂xixju+ b(x)∇u+ c(x)u = g(x),

where
g(x) = f(x, u(x),∇u(x))χΩ(x).
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In particular, we may assume that this equation is satisfied at x0. Then at x0 the
second-order term has the form

a(|∇u(x0)|2)∆u(x0) + 2a′(|∇u(x0)|2)|∇u(x0)|2∂x1x1u(x0)

and thus using (7.4) we obtain

λ0|∂x1x1u(x0)| ≤ |g(x0)|+ 1
λ0

n∑
k=2

|∂xkxku(x0)|+M |∇u(x0)|+M |u(x0)|.

This implies the missing estimate

|∂x1x1u(x0)| ≤ C

and completes the proof of the theorem. �
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