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#### Abstract

The problem of the local summability of the sub-Riemannian mean curvature $\mathcal{H}$ of a hypersurface $M$ in the Heisenberg group, or in more general Carnot groups, near the characteristic set of $M$ arises naturally in several questions in geometric measure theory. We construct an example which shows that the sub-Riemannian mean curvature $\mathcal{H}$ of a $C^{2}$ surface $M$ in the Heisenberg group $\mathbb{H}^{1}$ in general fails to be integrable with respect to the Riemannian volume on $M$.


## 1. Introduction

The local summability of the sub-Riemannian mean curvature $\mathcal{H}$ of a hypersurface $M$ in the Heisenberg group, or in more general Carnot groups, near the characteristic set of $M$, is a problem of interest in several questions in sub-Riemannian geometric measure theory and geometry. For $C^{2}$ surfaces in the first Heisenberg group $\mathbb{H}^{1}$ the fine structure of the characteristic set was studied in the work CHMY. In this short paper we address the question of whether, given a $C^{2}$ surface $M$ in the Heisenberg group $\mathbb{H}^{1}$, it is always guaranteed that the sub-Riemannian mean curvature $\mathcal{H}$ of $M$ is locally in $L^{1}$ with respect to the standard Riemannian measure on $M$ near the characteristic set $\Sigma_{M}$ of $M$. We recall that $\Sigma_{M}$ is the collection of points of $M$ at which the tangent space coincides with the horizontal plane generated by contact distribution. Our interest in this problem arose in connection with the generalization of a formula of Minkowski to hypersurfaces in the Heisenberg group $\mathbb{H}^{n}$, DGN3. In the proof of such a formula the local summability of $\mathcal{H}$ plays a crucial role. In this respect we mention that some authors (see for instance Lemma 4.3 in (RR], assumption (E) in section 5 in (HP, and Remark 2.47 in [M0]) have in their works assumed such integrability of $\mathcal{H}$, but without providing any evidence in favor of the necessity of such an assumption. It was thus natural for us to wonder whether such local summability of $\mathcal{H}$ near the characteristic set is always true or if there exist examples of surfaces for which such a property fails.

In this paper we construct an example of a $C^{2}$ surface $M \subset \mathbb{H}^{1}$ for which $\mathcal{H}$ fails to be locally in $L^{1}$ with respect to the Riemannian volume on $M$, thus confirming the appropriateness of such a summability assumption. Here is the precise result.

[^0]Proposition 1.1. There exists a $C^{2}$ graph $M=\left\{(x, y, t) \in \mathbb{H}^{1} \mid(x, y) \in \mathbb{R}^{2}\right.$, $t=$ $u(x, y)\}$ such that its sub-Riemannian mean curvature function $\mathcal{H}$ has the property that

$$
\mathcal{H} \notin L_{l o c}^{1}(M, d \sigma)
$$

Here, we have denoted by d $\sigma$ the Riemannian volume on $M$.
It is worth mentioning that, as we point out in the proof of Proposition 1.1 our construction does not provide a negative example in the $C^{3}$ category. Since the construction of an example of non-integrability for surfaces whose characteristic set consists of a line is already delicate, it is natural to ask what happens when the characteristic set consists of isolated points. In section 3 we analyze four possible situations of this type and we show that for all of them $\mathcal{H} \in L_{l o c}^{1}(M, d \sigma)$. Although it is tempting to conjecture that this should always be true, the local integrability of $\mathcal{H}$ near an isolated characteristic point remains at this moment an open question.

Finally, in Proposition 3.5 below we prove that if the Riemannian volume is replaced by the sub-Riemannian perimeter measure $d \sigma_{H}$, then for any hypersurface in an arbitrary Carnot group the function $\mathcal{H}$ is locally integrable.

## 2. Proof of Proposition 1.1

We recall that the Heisenberg group $\mathbb{H}^{1}$ can be identified with $\mathbb{R}^{3}$, with coordinates $(x, y, t)$ and (non-Abelian) group law

$$
(x, y, t) \circ\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=\left(x+x^{\prime}, y+y^{\prime}, t+t^{\prime}+\frac{1}{2}\left(x y^{\prime}-x^{\prime} y\right)\right)
$$

A basis for the Lie algebra of left-invariant vector fields on $\mathbb{H}^{1}$ associated with such a group law is given by

$$
X=\partial_{x}-\frac{y}{2} \partial_{t}, \quad Y=\partial_{y}+\frac{x}{2} \partial_{t}, \quad T=\partial_{t} .
$$

We notice that the only non-trivial commutation relation satisfied by the vector fields $X, Y$ and $T$ is given by

$$
[X, Y]=T
$$

The horizontal bundle $H \mathbb{H}^{1}$ is the union of all planes spanned by the horizontal distribution $\{X, Y\}$. Given a $C^{2}$ surface $M \subset \mathbb{H}^{1}$, the characteristic set $\Sigma_{M}$ is defined as the collection of all points of $M$ at which the tangent plane coincides with $\operatorname{span}\{X, Y\}$.

We will construct our surface $M$ in the form of an entire graph $t=u(x, y)$ on the $(x, y)$-plane, where $u \in C^{2}\left(\mathbb{R}^{2}\right)$ and $u(0,0)=0$. Since for such a surface a global defining function is given by $\Phi(x, y, t)=u(x, y)-t$, it is well known that $\Sigma_{M}$ is given by those points $(x, y, t) \in M$ for which

$$
X \Phi=u_{x}+\frac{y}{2}=0, \quad Y \Phi=u_{y}-\frac{x}{2}=0 .
$$

In other words, $\Sigma_{M}$ is given by the solutions of the system

$$
\left\{\begin{array}{l}
u_{x}(x, y)-\frac{y}{2}=0  \tag{2.1}\\
u_{y}(x, y)+\frac{x}{2}=0 \\
t=u(x, y)
\end{array}\right.
$$

Upon identifying $\mathbb{R}^{2} \times\{0\}$ with $\mathbb{R}^{2}$, we see that the projection $\Sigma_{M}^{\prime}$ of $\Sigma_{M}$ onto the $(x, y)$-plane is given by

$$
\begin{equation*}
\Sigma_{M}^{\prime}=\left\{(x, y) \in \mathbb{R}^{2} \left\lvert\, u_{x}+\frac{y}{2}=0\right., u_{y}-\frac{x}{2}=0\right\} \tag{2.2}
\end{equation*}
$$

The sub-Riemannian mean curvature of $M$ is independent of $t$ and is given by the formula

$$
\begin{equation*}
\mathcal{H}(x, y)=\frac{\left(u_{x}+\frac{y}{2}\right)^{2} u_{y y}-2\left(u_{x}+\frac{y}{2}\right)\left(u_{y}-\frac{x}{2}\right) u_{x y}+\left(u_{y}-\frac{x}{2}\right)^{2} u_{x x}}{\left(\left(u_{x}+\frac{y}{2}\right)^{2}+\left(u_{y}-\frac{x}{2}\right)^{2}\right)^{\frac{3}{2}}} . \tag{2.3}
\end{equation*}
$$

Of course, the quantity on the right-hand side of (2.3) is a priori well-defined only outside the set $\Sigma_{M}^{\prime}$.

In order to establish Proposition 1.1 we are going to choose the function $u$ in the form

$$
\begin{equation*}
u(x, y)=\frac{x y}{2}+g(y) \tag{2.4}
\end{equation*}
$$

with $g \in C^{2}(\mathbb{R})$ and satisfying the additional assumptions

$$
g(0)=g^{\prime}(0)=0 .
$$

(We note that if the function $u$ took the form $u(x, y)=\frac{x y}{2}+g(x)$, then we would have $\mathcal{H} \equiv 0$, and the surface $M$ would be minimal.) With the choice (2.4) in place, we have

$$
u_{x}+\frac{y}{2}=y, \quad u_{y}-\frac{x}{2}=g^{\prime}(y)
$$

and since $g^{\prime}(0)=0$ we easily see that

$$
\Sigma_{M}^{\prime}=\left\{(x, 0) \in \mathbb{R}^{2} \mid x \in \mathbb{R}\right\}
$$

Furthermore, the condition $g(0)=0$ guarantees that the characteristic set is given by the line

$$
\Sigma_{M}=\left\{(x, 0,0) \in \mathbb{R}^{3} \mid x \in \mathbb{R}\right\}
$$

To compute $\mathcal{H}$ we first observe that $u_{x x}=0, u_{x y}=1 / 2$ and $u_{y y}=g^{\prime \prime}(y)$. Therefore, outside the set $\Sigma_{M}^{\prime}$, we obtain from (2.3),

$$
\begin{equation*}
\mathcal{H}(x, y)=\frac{y^{2} g^{\prime \prime}(y)-y g^{\prime}(y)}{\left(y^{2}+g^{\prime}(y)^{2}\right)^{\frac{3}{2}}}=\frac{\frac{g^{\prime \prime}(y)}{y}-\frac{g^{\prime}(y)}{y^{2}}}{\left(1+\frac{g^{\prime}(y)^{2}}{y^{2}}\right)^{\frac{3}{2}}}=\frac{A^{\prime}(y)}{\left(1+\frac{g^{\prime}(y)^{2}}{y^{2}}\right)^{\frac{3}{2}}} \tag{2.5}
\end{equation*}
$$

where we have let

$$
\begin{equation*}
A(y) \stackrel{\text { def }}{=} \frac{g^{\prime}(y)}{y} . \tag{2.6}
\end{equation*}
$$

We notice that, since by the assumption $g^{\prime}(0)=0$ we have

$$
\lim _{y \rightarrow 0} A(y)=\lim _{y \rightarrow 0} \frac{g^{\prime}(y)}{y}=g^{\prime \prime}(0)
$$

then for any given point on $\Sigma_{M}^{\prime}$ there exists a neighborhood of that point in which the denominator of the last term in (2.5) does not vanish. As a consequence, the local summability of $\mathcal{H}$ on $M$ with respect to the Riemannian volume

$$
d \sigma=\sqrt{1+u_{x}^{2}+u_{y}^{2}} d x \wedge d y
$$

is equivalent to the local summability of $A^{\prime}(y)$ with respect to $d x d y$.

At this point we pause to observe that, under the additional hypothesis that $g \in C^{3}(\mathbb{R})$, our construction does not produce an example of non-summability. For this, it suffices to observe that, if $g \in C^{3}(\mathbb{R})$, then Taylor's formula gives

$$
\lim _{y \rightarrow 0} A^{\prime}(y)=\lim _{y \rightarrow 0}\left\{\frac{g^{\prime \prime}(y)}{y}-\frac{g^{\prime}(y)}{y^{2}}\right\}=\frac{g^{\prime \prime \prime}(0)}{2}
$$

We thus conclude that, when $g \in C^{3}(\mathbb{R})$, then $A^{\prime} \in L_{l o c}^{1}\left(\mathbb{R}^{2}, d x d y\right)$.
Back to our example, we now make a specific choice of $g$. To define $g$ we use the formula (2.6). Precisely, we fix $b>0$ and for $y>0$ we set

$$
\begin{equation*}
A(y)=\int_{y}^{b} \frac{\sin (\ln \eta)}{\ln \eta} \frac{d \eta}{\eta}=\int_{\ln \frac{1}{b}}^{\ln \frac{1}{y}} \frac{\sin z}{z} d z \tag{2.7}
\end{equation*}
$$

where we have made the substitution $z=-\ln \eta$. It is clear that

$$
\begin{equation*}
L=\lim _{y \rightarrow 0^{+}} A(y)=\int_{\ln \frac{1}{b}}^{\infty} \frac{\sin z}{z} d z<\infty \tag{2.8}
\end{equation*}
$$

Again for $y>0$ we now let

$$
\begin{equation*}
G(y)=\int_{0}^{y} \eta A(\eta) d \eta \tag{2.9}
\end{equation*}
$$

and finally define $g: \mathbb{R} \rightarrow \mathbb{R}$ by setting $g(y)=G(|y|)$. We note that $G \in C^{2}((0, \infty))$ and that furthermore, if we set

$$
G(0)=G^{\prime}(0)=0
$$

then $G \in C^{2}([0, \infty))$, and $G^{\prime \prime}(0)=L$. As a consequence, $g \in C^{2}(\mathbb{R}), g(0)=g^{\prime}(0)=$ 0 , and $g^{\prime \prime}(0)=L$.

Having made our choice of $g$, to reach the desired conclusion we now go back to the last term in (2.5), and observe that with our choice we have $A^{\prime} \notin L_{l o c}^{1}\left(\mathbb{R}^{2}, d x d y\right)$. We have in fact for any $0<\epsilon<1$,

$$
\int_{0}^{\epsilon}\left|A^{\prime}(y)\right| d y=\int_{0}^{\epsilon} \frac{|\sin (\ln y)|}{|\ln y|} \frac{d y}{y}=\int_{\ln \frac{1}{\epsilon}}^{\infty} \frac{|\sin z|}{z} d z=\infty
$$

## 3. Isolated characteristic points

As the proof of Proposition 1.1 shows, the construction of an example of nonintegrability for surfaces in $\mathbb{H}^{1}$ whose characteristic set consists of a line is somewhat delicate. It is thus natural to wonder what happens when the characteristic set $\Sigma_{M}$ consists of isolated points. In this respect we must say that our attempts at constructing an example of non-integrability of $\mathcal{H}$ in this situation have not been met with success, and therefore it would be tempting to make the following conjecture:
Conjecture. Let $M \subset \mathbb{H}^{1}$ be a $C^{2}$ immersed surface. If its characteristic set $\Sigma_{M}$ consists of isolated points, then $\mathcal{H} \in L_{\text {loc }}^{1}(M, d \sigma)$.

Although this conjecture remains an open question, in this section we provide some interesting evidence in its favor. In what follows we exclusively consider the case of an isolated characteristic point on the surface $M$. Using left-translations, we can without loss of generality assume that such a point be the origin $(0,0,0)$, and that $M$ be locally given by the equation

$$
\begin{equation*}
t=u(x, y), \quad(x, y) \in U \tag{3.1}
\end{equation*}
$$

with $U \subset \mathbb{R}^{2}$ being a sufficiently small neighborhood of $(0,0), u \in C^{2}(U)$, and $u(0,0)=0$. The following simple result provides the first evidence in favor of the conjecture.

Proposition 3.1. Suppose that $M$ has cylindrical symmetry near the isolated characteristic point $(0,0,0)$, i.e., that

$$
u(x, y)=f\left(\frac{x^{2}+y^{2}}{4}\right)
$$

Then $\mathcal{H} \in L^{1}(M, d \sigma)$.
Proof. We use formula (3.14) in DGN2, which gives for the horizontal mean curvature

$$
\mathcal{H}=-\frac{2 s f^{\prime \prime}(s)+f^{\prime}(s)\left(1+f^{\prime}(s)^{2}\right)}{2 \sqrt{s}\left(1+f^{\prime}(s)^{2}\right)^{3 / 2}}, \quad s=\frac{x^{2}+y^{2}}{4}
$$

From such a formula it is immediate to verify that, given $B(r)=\left\{(x, y, t) \in \mathbb{H}^{1} \mid\right.$ $\left.\left(x^{2}+y^{2}\right)^{2}+16 t^{2}<r^{4}\right\}$, then

$$
\int_{M \cap B(r)}|\mathcal{H}| d \sigma \cong \int_{x^{2}+y^{2}<r^{2}} \frac{d x d y}{\sqrt{x^{2}+y^{2}}}<\infty
$$

Returning to the general situation (3.1) we remark that if we consider the two functions

$$
p=u_{x}+\frac{y}{2}, \quad q=u_{y}-\frac{x}{2}, \quad(x, y) \in U
$$

then $p_{y}=u_{x y}+\frac{1}{2}, q_{x}=u_{x y}-\frac{1}{2}$, and so

$$
p_{y}(x, y) \neq q_{x}(x, y), \quad \text { at every }(x, y) \in U
$$

This means that, in particular, $p_{y}$ and $q_{x}$ cannot vanish simultaneously at any point $(x, y) \in U$. Since we are assuming that $(0,0,0)$ is an isolated characteristic point of $M$, by possibly shrinking the open set $U$ we can assume that $\Sigma_{M}^{\prime} \cap U=\{(0,0)\}$.

Suppose that $p_{y}(0,0) \neq 0$ (if this is not the case, then it must be $q_{x}(0,0) \neq 0$, and we argue similarly). By the implicit function theorem the zero set of $p$ is locally described as $y=f(x)$ in a neighborhood of $x=0$.

We now consider the situation in which $u$ is of the form

$$
\begin{equation*}
u(x, y)=\frac{x y}{2}+F(x)+G(y) \tag{3.2}
\end{equation*}
$$

where $F, G \in C^{2}(I)$ for $I=(-\delta, \delta)$ and some small $\delta>0$, and

$$
F(0)=G(0)=F^{\prime}(0)=G^{\prime}(0)=0
$$

We note that for surfaces in the form (3.2) it is relatively easy to describe the local structure of the characteristic set around the isolated characteristic point $(0,0,0)$. We note in fact that in the present case we have

$$
p=y+F^{\prime}(x), \quad q=G^{\prime}(y)
$$

and thus the zero set of $p$ is the curve passing through the origin:

$$
\mathcal{C}=\left\{(x, y) \mid x \in I, y=-F^{\prime}(x)\right\} .
$$

On the other hand, from our assumption that $G^{\prime}(0)=0$, we see that all points on the straight line $\{(x, 0) \mid x \in \mathbb{R}\}$ are on the zero set of the function $q$. However, if $y_{0} \in \mathbb{R}$ is such that $G^{\prime}\left(y_{0}\right)=0$, then also the line $\left\{\left(x, y_{0}\right) \mid x \in \mathbb{R}\right\}$ is contained in the zero set of $q$. The assumption that $(0,0,0)$ be isolated translates into the
fact that in a sufficiently small neighborhood of $x=0$ the curve $\mathcal{C}$ has no other intersections with the zero set of $q$. If the zeros of the function $G^{\prime}$ do not accumulate at $y=0$, this means that $\mathcal{C}$ has no other intersection with the $x$-axis. Now, three situations can typically occur: 1) $\mathcal{C}$ is transverse to the $x$-axis; 2) $\mathcal{C}$ is tangent to the $x$-axis with a contact of finite order; 3) $\mathcal{C}$ is tangent to infinite order to the $x$-axis. In each case we show that $\mathcal{H} \in L_{l o c}^{1}(M, d \sigma)$, thus providing some further evidence in favor of the conjecture.

For convenience we now set

$$
f(x)=F^{\prime}(x), \quad g(y)=G^{\prime}(y)
$$

Then $f, g \in C^{1}(I)$, and it is easy to see from (2.3) that for a function $u$ of the form (3.2) the horizontal mean curvature is given by

$$
\begin{equation*}
\mathcal{H}(x, y)=\frac{g^{\prime}(y)(y+f(x))^{2}-g(y)(y+f(x))+g(y)^{2} f^{\prime}(x)}{\left((y+f(x))^{2}+g(y)^{2}\right)^{3 / 2}} \tag{3.3}
\end{equation*}
$$

We begin by analyzing a situation in which the curve $\mathcal{C}$ is transverse to the $x$-axis.

Proposition 3.2. Suppose that $f^{\prime}(0) \neq 0$ and $g(y)=y$. Then, $\mathcal{H} \in L_{l o c}^{1}(M, d \sigma)$.
Proof. From (3.3) we easily obtain

$$
\begin{equation*}
|\mathcal{H}|=\left|\frac{(y+f(x))^{2}-y(y+f(x))-y^{2} f^{\prime}(x)}{\left((y+f(x))^{2}+y^{2}\right)^{\frac{3}{2}}}\right| \leq \frac{C}{\sqrt{(y+f(x))^{2}+y^{2}}} \tag{3.4}
\end{equation*}
$$

where in (3.4) we have used the fact that $\left|f^{\prime}\right| \leq C$ on $I$. To prove that $\mathcal{H} \in$ $L^{1}(M, d \sigma)$ it thus suffices to show that

$$
\begin{equation*}
\int_{B(0, \delta)} \frac{d x d y}{\sqrt{(y+f(x))^{2}+y^{2}}}<\infty \tag{3.5}
\end{equation*}
$$

The assumption $f^{\prime}(0) \neq 0$ implies that, by possibly restricting the interval $I=$ $(-\delta, \delta)$, the function $f$ is invertible on $I$. We thus consider the change of variables $(x, y)=\Phi(v, w)=\left(f^{-1}(v-w), w\right)$, which is invertible with inverse $(v, w)=$ $\Phi^{-1}(x, y)=(y+f(x), y)$. The Jacobian of the non-singular transformation $\Phi$ is $\left|J_{\Phi}(v, w)\right|=\left|\left(f^{-1}\right)^{\prime}(v-w)\right|$. Since $f^{\prime}$ is $C^{1},\left|J_{\Phi}\right|$ is bounded in $\Omega=\Phi^{-1}(B(0, \delta))$. Notice that $(0,0) \in \Omega$. Hence,

$$
\int_{B(0, \delta)} \frac{1}{\sqrt{(y+f(x))^{2}+y^{2}}} d x d y=\int_{\Omega} \frac{\left|J_{\Phi}(v, w)\right|}{\sqrt{w^{2}+v^{2}}} d w d v<\infty
$$

Next, we analyze a situation in which the curve $\mathcal{C}$ has a finite order of contact with the $x$-axis.

Proposition 3.3. Suppose $f(x)=x^{m}, g(y)=y^{k}$, where $m$ and $k$ are positive integers. Then $\mathcal{H} \in L_{l o c}^{1}(M, d \sigma)$.
Proof. The case $m=k=1$ is contained in Proposition 3.2. Hence, we assume that either $m \geq 2$ and $k \geq 1$ or $m \geq 1$ and $k \geq 2$. In this situation, we compute the quantities $p$ and $q$. We have

$$
\begin{gathered}
p=u_{x}+y / 2=y+x^{m}, \quad q=u_{y}-x / 2=y^{k}, \\
u_{x x}=m x^{m-1}, \quad u_{x y}=\frac{1}{2}, \quad u_{y y}=k y^{k-1}
\end{gathered}
$$

From these equations and (3.3) we obtain

$$
\begin{equation*}
|\mathcal{H}|=\left|\frac{k y^{k-1}\left(y+x^{m}\right)^{2}-\left(y+x^{m}\right) y^{k}+m x^{m-1} y^{2 k}}{\left(\left(y+x^{m}\right)^{2}+y^{2 k}\right)^{3 / 2}}\right| \leq \frac{C}{\sqrt{\left(y+x^{m}\right)^{2}+y^{2 k}}} \tag{3.6}
\end{equation*}
$$

for $(x, y) \in B(0,1)$. Hence, it suffices to show that

$$
I=\int_{B(0,1)} \frac{d x d y}{\sqrt{\left(y+x^{m}\right)^{2}+y^{2 k}}}<\infty
$$

By elementary considerations we can reduce this to proving the finiteness of the integral on the region $B(1)^{+}=\{(x, y) \in B(0,1) \mid x, y>0\}$. With this objective in mind, we make the change of variables

$$
(x, y)=\Phi(r, \theta)=\left(r^{\frac{1}{m}} \cos ^{\frac{1}{m}} \theta, \quad y=r \sin \theta\right)
$$

whose Jacobian is

$$
\left|J_{\Phi}(r, \theta)\right|=\frac{1}{m} r^{\frac{1}{m}} \cos ^{\frac{1}{m}-1} \theta
$$

We now observe that: (i) $B(1)^{+} \subset E(1)^{+} \stackrel{\text { def }}{=}\left\{(x, y) \mid x, y>0, x^{2 m}+y^{2}<1\right\}$, and (ii) $\Phi^{-1}$ maps $E(1)^{+}$onto $(0,1) \times(0, \pi / 2)$ injectively. It will therefore suffice to prove the finiteness of the integral on $E(1)^{+}$. But one easily has

$$
\begin{aligned}
\int_{E(1)^{+}} \frac{d x d y}{\sqrt{\left(y+x^{m}\right)^{2}+y^{2 k}}} & =\frac{1}{m} \int_{0}^{\pi / 2} \int_{0}^{1} \frac{r^{\frac{1}{m}-1} \cos ^{\frac{1}{m}-1} \theta}{\sqrt{(\sin \theta+\cos \theta)^{2}+r^{2(k-1)} \sin ^{2 k} \theta}} d r d \theta \\
& \leq \frac{1}{m} \int_{0}^{\pi / 2} \frac{d \theta}{|\sin \theta+\cos \theta| \cos ^{1-\frac{1}{m}} \theta} \int_{0}^{1} \frac{d r}{r^{1-\frac{1}{m}}}<\infty
\end{aligned}
$$

This establishes the proposition.
Finally, we analyze a situation in which the curve $\mathcal{C}$ has a contact of infinite order with the $x$-axis.

Proposition 3.4. If $f(x)=\exp \left(-x^{-2}\right)$ and $g(y)=y$, then $\mathcal{H} \in L_{l o c}^{1}(M, d \sigma)$.
Proof. We have $f^{\prime}(x)=\frac{2}{x^{3}} f(x)$, and thus from (3.3),

$$
\mathcal{H}=\frac{f(x)^{2}+y f(x)+f^{\prime}(x) y^{2}}{\left((y+f(x))^{2}+y^{2}\right)^{3 / 2}}=\frac{f(x)^{2}+y f(x)+\frac{2}{x^{3}} f(x) y^{2}}{\left((y+f(x))^{2}+y^{2}\right)^{3 / 2}} .
$$

Since as a function of $(x, y)$ we have $\mathcal{H} \in C\left(\mathbb{R}^{2} \backslash\{(0,0)\}\right)$, to show that $\mathcal{H}$ is locally integrable it suffices to show that

$$
\begin{equation*}
\int_{B\left(0, \frac{1}{2}\right)}|\mathcal{H}| d x d y<\infty \tag{3.7}
\end{equation*}
$$

We now observe that

$$
|\mathcal{H}| \leq \frac{f(x)^{2}+|y| f(x)+\frac{2}{|x|^{3}} f(x) y^{2}}{\left((y+f(x))^{2}+y^{2}\right)^{3 / 2}}
$$

and that furthermore we have for any $0<\varepsilon<1$,

$$
(y+f(x))^{2}+y^{2} \geq 2 y^{2}+f(x)^{2}-\varepsilon f(x)^{2}-\frac{1}{\varepsilon} y^{2}=(1-\varepsilon) f(x)^{2}+\left(2-\frac{1}{\varepsilon}\right) y^{2} .
$$

If we choose $\varepsilon=\frac{3}{4}$, then this inequality gives

$$
(y+f(x))^{2}+y^{2} \geq \frac{1}{4}\left(y^{2}+f(x)^{2}\right)
$$

To prove (3.7) it will thus suffice to show that

$$
\begin{equation*}
\int_{B\left(0, \frac{1}{2}\right)} \frac{f(x)^{2}+|y| f(x)+\frac{2}{\mid x x^{3}} f(x) y^{2}}{\left(y^{2}+f(x)^{2}\right)^{3 / 2}} d x d y<\infty \tag{3.8}
\end{equation*}
$$

Since the integrand in (3.8) is even both in $x$ and $y$, it thus suffices to prove that

$$
\begin{equation*}
\int_{B^{+}} \frac{f(x)^{2}+y f(x)+\frac{2}{x^{3}} f(x) y^{2}}{\left(y^{2}+f(x)^{2}\right)^{3 / 2}} d x d y<\infty \tag{3.9}
\end{equation*}
$$

where $B^{+}=B\left(0, \frac{1}{2}\right) \cap \mathcal{Q}^{+}$, and $\mathcal{Q}^{+}$denotes the first (open) quadrant of the plane. Let us now consider the set $E^{+}=\left\{(x, y) \in \mathbb{R}^{2} \left\lvert\, e^{-\frac{2}{x^{2}}}+y^{2}<\frac{1}{4}\right.\right\} \cap \mathcal{Q}^{+}$. Since for every $x>0$ we have $x^{2} \geq e^{-\frac{2}{x^{2}}}$, it is clear that $B^{+} \subset E^{+}$. Therefore, (3.9) will be true provided that

$$
\begin{equation*}
\int_{E^{+}} \frac{f(x)^{2}+y f(x)+\frac{2}{x^{3}} f(x) y^{2}}{\left(y^{2}+f(x)^{2}\right)^{3 / 2}} d x d y<\infty \tag{3.10}
\end{equation*}
$$

The change of variable $\Phi:\left(0, \frac{1}{2}\right) \times\left(0, \frac{\pi}{2}\right) \rightarrow \mathbb{R}^{2}$ defined by

$$
(x, y)=\Phi(r, \theta)=\left(\frac{1}{\sqrt{\log \frac{1}{r \cos \theta}}}, r \sin \theta\right)
$$

is a one-to-one mapping onto $E^{+}$. Its inverse is given by

$$
f(x)=\exp \left(-x^{-2}\right)=r \cos \theta, \quad y=r \sin \theta
$$

The Jacobian of $\Phi$ is given by

$$
\left|J_{\Phi}(r, \theta)\right|=\frac{1}{2}\left(\log \frac{1}{r \cos \theta}\right)^{-3 / 2} \sec \theta
$$

Using this mapping we obtain

$$
\begin{aligned}
& \int_{E^{+}} \frac{f(x)^{2}+y f(x)+\frac{2}{x^{3}} f(x) y^{2}}{\left(y^{2}+f(x)^{2}\right)^{3 / 2}} d x d y \\
& =\frac{1}{2} \int_{0}^{\pi / 2} \sec \theta \int_{0}^{1 / 2} \frac{r^{2} \cos ^{2} \theta+r^{2} \sin \theta \cos \theta+2 r^{3} \sin ^{2} \theta \cos \theta(-\log (r \cos \theta))^{3 / 2}}{r^{2}(-\log (r \cos \theta))^{3 / 2}} \frac{d r}{r} d \theta \\
& =\frac{1}{2} \int_{0}^{\pi / 2} \int_{0}^{1 / 2} \frac{\cos \theta+\sin \theta+2 r \sin ^{2} \theta(-\log (r \cos \theta))^{3 / 2}}{(-\log (r \cos \theta))^{3 / 2}} \frac{d r}{r} d \theta \\
& =\frac{1}{2} \int_{0}^{\pi / 2} \int_{0}^{\frac{\cos \theta}{2}} \frac{\cos \theta+\sin \theta+2 v \sec \theta \sin ^{2} \theta\left(\log \frac{1}{v}\right)^{3 / 2}}{\left(\log \frac{1}{v}\right)^{3 / 2}} \frac{d v}{v} d \theta \\
& =\frac{1}{2} \int_{0}^{\pi / 2}(\cos \theta+\sin \theta) \int_{0}^{\frac{\cos \theta}{2}} \frac{1}{\left(\log \frac{1}{v}\right)^{3 / 2}} \frac{d v}{v} d \theta+\int_{0}^{\pi / 2} \sec \theta \sin ^{2} \theta \int_{0}^{\frac{\cos \theta}{2}} d v d \theta \\
& =\frac{1}{2} \int_{0}^{\pi / 2} \sin ^{2} \theta d \theta+\frac{1}{2} \int_{0}^{\pi / 2}(\cos \theta+\sin \theta) \int_{\log \frac{2}{\cos \theta}}^{\infty} \frac{d \xi}{\xi^{3 / 2}} d \xi d \theta .
\end{aligned}
$$

From this computation we conclude that (3.10) holds if and only if

$$
\int_{0}^{\pi / 2}(\cos \theta+\sin \theta) \int_{\log \frac{2}{\cos \theta}}^{\infty} \frac{d \xi}{\xi^{3 / 2}} d \xi d \theta<\infty
$$

But this is true if and only if

$$
\int_{0}^{\pi / 2} \frac{\cos \theta+\sin \theta}{\left(\log \frac{2}{\cos \theta}\right)^{1 / 2}} d \theta<\infty
$$

Since the integrand is continuous on $\left[0, \frac{\pi}{2}\right]$, the desired conclusion follows.
We close this paper with a general result which says that if we replace the Riemannian volume on $M$ with the sub-Riemannian one, then in fact $\mathcal{H}$ is locally in $L^{1}$.

Proposition 3.5. Let $\mathbb{G}$ be a Carnot group of arbitrary step, let $M \subset \mathbb{G}$ be a $C^{2}$ manifold of codimension one, and indicate with $d \sigma_{H}$ the sub-Riemannian volume on $M$. Then,

$$
\mathcal{H} \in L_{l o c}^{1}\left(M, d \sigma_{H}\right)
$$

Proof. For the sake of brevity, we will use without giving further details the notation in DGN1. By Proposition 9.9 in DGN1 we have

$$
\begin{equation*}
\mathcal{H}=\sum_{i=1}^{m} \nabla_{i}^{H, M} \bar{p}_{i}, \tag{3.11}
\end{equation*}
$$

where, with $\nu$ denoting the Riemannian Gauss map on $M$, we have let

$$
p_{i}=\left\langle\nu, X_{i}\right\rangle \quad \text { and } \quad \bar{p}_{i}=\frac{p_{i}}{W}
$$

with

$$
W=\sqrt{p_{1}^{2}+\cdots+p_{m}^{2}}
$$

From formulas (6.10) and (8.3) in the same paper we have

$$
\begin{equation*}
d \sigma_{H}=W d \sigma \tag{3.12}
\end{equation*}
$$

where we have denoted by $d \sigma$ the differential of the Riemannian volume on $M$.
With the above notation, the characteristic set $\Sigma_{M}$ of $M$ is the closed subset given by

$$
\Sigma_{M}=\{p \in M \mid W(p)=0\}
$$

We now recall the following result proved by Balogh in the Heisenberg group (see Theorem 1.1 in [B]) and subsequently extended by Magnani to all Carnot groups (see [Ma]): if $M \subset \mathbb{G}$ is a $C^{1}$ codimension one manifold with characteristic set $\Sigma_{M}$, then

$$
\begin{equation*}
\sigma_{H}\left(\Sigma_{M}\right)=0 \tag{3.13}
\end{equation*}
$$

From (3.11) and using the fact that $\bar{p}_{1}^{2}+\cdots+\bar{p}_{m}^{2}=1$, we obtain on $M \backslash \Sigma_{M}$ :

$$
\begin{aligned}
\mathcal{H} & =\sum_{i} X_{i} \bar{p}_{i}=\frac{1}{W} \sum_{i=1}^{m} X_{i} p_{i}-\frac{1}{W^{2}} \sum_{i=1}^{m} p_{i} X_{i} W \\
& =\frac{1}{W} \sum_{i=1}^{m} X_{i} p_{i}-\frac{1}{W^{3}} \sum_{i, j=1}^{m} p_{i} p_{j} X_{i} p_{j}
\end{aligned}
$$

Now, since $M$ is of class $C^{2}$, the functions $p_{1}, \ldots, p_{m} \in C^{1}$, and therefore $X_{i} p_{j}$ are continuous functions on $M$. On the other hand, thanks to (3.13), for the functions $p_{i} / W=\bar{p}_{i}$ we have $\left|\bar{p}_{i}\right| \leq 1 \sigma_{H}$-a.e. on $M$. We thus conclude that there exists $C>0$, depending on $M$, such that

$$
|\mathcal{H}| \leq \frac{C}{W}, \quad \sigma_{H} \text {-a.e. on } M
$$

To reach the desired conclusion we only need to observe that if $K \subset M$ is a compact set, then

$$
\int_{K}|\mathcal{H}| d \sigma_{H} \leq \int_{K} \frac{C}{W} d \sigma_{H}=C \sigma(K)<\infty
$$
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