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ABSTRACT. In the paper [13] we proved that the only stable
C? minimal surfaces in the first Heisenberg group H! which
are graphs over some plane and have empty characteristic locus
must be vertical planes. This result represents a sub-Riemannian
version of the celebrated theorem of Bernstein.

In this paper we extend the result in [13] to C? complete em-
bedded minimal surfaces in H! with empty characteristic locus.
We prove that every such a surface without boundary must be
a vertical plane. This result represents a sub-Riemannian coun-
terpart of the classical theorems of Fischer-Colbrie and Schoen,

[16], and do Carmo and Peng, [15], and answers a question
posed by Lei Ni.

1. INTRODUCTION

The study of minimal surfaces has been one of the prime drivers of the devel-
opments of geometry and calculus of variations in the twentieth century and, in
particular, the Bernstein problem has played a central role. In 1915 Bernstein
proved his Theorem [4] that a C? minimal graph in R? must necessarily be an
affine plane and, almost fifty years later, a new insight of Fleming [17] generated
renewed interest in the problem. The work of De Giorgi, [14], Almgren, [1],
Simons, [29], and Bomberi-De Giorgi-Giusti, [5], culminated in the complete
solution to the Bernstein problem:

Theovem 1.1. Letr S = {(x,u(x)) € R*"! | x € R", xp11 = u(x)} be a C>
minimal graph in R je., letu € CEZ(R") be a solution of the minimal surface
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equation

. Du
1.1 v )y,
(-1 d”( 1+|Du|2) 0

in the whole space. If n < 7, then there exist a € R"™, B € R such that u(x) =
(a,x)+ B, i.e, S must be an affine hyperplane. If instead n = 8, then there exist non
affine (real analytic) functions on R™ which solve (1.1).

Roughly a decade later, Fischer-Colbrie and Schoen, [16], and do Carmo and
Peng, [15], imposing a stability condition, independently proved a far reaching
generalization of the Bernstein property:

Theorem 1.2. Every stable complete minimal surface S C R® must be a plane.

Here, stable means that on every compact set S minimizes area up to order
two. We note that in Theorem 1.1 stability plays no role since, thanks to the strict

convexity of the area functional A (u) = J V1 + [Dul?dx, for Euclidean graphs

on R™ the stability assumption is automatically satisfied, see e.g. [10].

The purpose of this paper is to prove an analogue of Theorem 1.2 in the sub-
Riemannian Heisenberg group H'! (for the relevant definitions we refer the reader
to the next section). The study of the Bernstein problem in this setting has received
increasing attention over the last decade. The existence of minimal surfaces in
sub-Riemannian spaces was established by two of us in [20] by developing in
such setting the methods of the geometric measure theory. The study of minimal
graphs in the Heisenberg group was first approached by one of us in [26], by
Cheng, Hwang, Malchiodi and Yang [8] (who studied the problem in a more
general class of pseudohermitian 3-manifolds), by three of us in [12], and by two
of us in [21].

Henceforth in this paper, following a perhaps unfortunate but old tradition,
by minimal we intend a C? surface S C H'! whose sub-Riemannian, or horizontal
mean curvature H (see Proposition 2.3 below for its expression) vanishes identi-
cally on S. In these initial investigations, a number of nonplanar minimal graphs
over the xy-plane are produced ([8,21,26]) and indeed are classified (first in [8],
with an alternate proof in [21]). A prototypical example is given by the surface
t = xy/2 which is an entire minimal graph over the xy-plane. However, this
example and all other entire minimal graphs over the xy-plane must have non
empty characteristic locus (this fact was proved independently in [8] and [21]).
We recall that the latter is defined as the set of points of the surface at which the
two bracket generating vector fields X;, X, become tangent to the surface itself.

In some of these same papers, new examples were discovered of entire minimal
graphs over some plane, but with an empty characteristic locus. In [21], two of us
first produced infinitely many examples of such graphs, one of which is given by

(1.2) x = vy tan(tanh(t)).
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Moreover, as announced in [8] (this and many other examples are shown in
more detail in [7]), the surface

(1.3) x =yt

is also noncharacteristic and minimal. From the point of view of the Bernstein
problem, these examples would indicate a failure of the property—there exists a
rich reservoir of graphs over the x y-plane which are minimal (although they have
characteristic points) and an equally rich reservoir of nonplanar noncharacteristic
minimal graphs over the yt-plane (or the xt-plane). In the positive direction,
the work [21] shows that graphs over vertical planes must have a specific structure
indicating some kind of rigidity (see also [7] for other classification results).

In [11] the first three authors continued the investigation into noncharacter-
istic graphs by asking a more refined question: are surfaces such as (1.2) or (1.3)
local minima? Just as in the classical case, sub-Riemannian minimal surfaces are
shown to merely be critical points of the relative area functional (the so-called
horizontal perimeter). Since this functional is shown to lack the fundamental
convexity property which guarantees in the flat case that critical points are global
minimizers, the question of stability becomes central. It could happen in fact that
minimal surfaces such as (1.2), (1.3) fail to be locally area minimizing. As the
following surprising theorem proved in [11] shows, this is precisely the case.

Theorem 1.3. Let x > 0, B € R; then the surfaces
x=y(xt+p), y=x(—at+}B),

are unstable noncharacteristic entire minimal graphs.

This result first showed that, in the sub-Riemannian setting, the Bernstein
property cannot hold unless we assume the surface be noncharacteristic and stable.
We empbhasize that the surfaces in Theorem 1.3 are also global intrinsic graphs in
the sense of [18], [19], see the definition below.

To introduce the next result we recall the interesting fact, proved by Franchi,
Serapioni and Serra Cassano [18], that if in H! one performs the blow-up a la De
Giorgi of sets with locally finite perimeter at a point of its reduced boundary, one
obtains a vertical plane

(1.4) I, = {(x,y,t) e H' | ax + by = y}.

Such planes are also noncharacteristic minimal surfaces in H'. On the other
hand it was proved in Corollary 15.3 in [12] that every plane (1.4) is stable. There-
fore, it is natural to assume that these sets are the appropriate self-similar sets in
the sub-Riemannian Bernstein problem.

In [13], we continued this line of investigation and provided a positive answer
to the following version of the Bernstein problem.
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Theorem 1.4 (Bernstein, [13, Theorem 1]). In H'! the only stable C* minimal
entire graphs over some plane, with empty characteristic locus, are the vertical planes

(1.4).

Another approach to the sub-Riemannian Bernstein problem arises when con-
sidering the following intrinsic notion of graph introduced in [18] and developed
further in [2,3,19,22]. A C? surface S is called an X;-graph if there exist a domain
Q c RZ, and @ € C*(Q), such that S = {(0,u,v) o @(u,v)e; | (u,v) € Q},
where e; = (1,0, 0). We note that one basic consequence of this definition is that
S has empty characteristic locus. This follows from the fact that the vector field X;
is always transversal to the surface. Interestingly, if we assume that Q be bounded,
then the horizontal perimeter of S is given by the formula

(1.5) Pu(S) = JQ 1+ By (p)2dudv,

where we have denoted by By, (f) = fu + @ fu the linearized Burger’s operator.
Notice that By (@) = @y + @@y is the nonlinear inviscid Burger’s operator.
In [3], Barone Adesi, Serra Cassano and Vittone prove the following Bernstein

theorem for these types of graphs.

Theorem 1.5 (Bernstein, [3, Theorem 2]). The only C? stable minimal entire
X1 -graphs are the vertical planes.

The main result established in this paper is the following theorem.

Theorem A (of Bernstein type). The vertical planes are the only stable C* com-
plete embedded minimal surfaces in H' without boundary and with empty character-
istic locus.

We note that Theorem A is not contained in either of the cited Theorems
1.4 or 1.5. For instance the sub-Riemannian catenoids in H' (the reader should
note that from the Euclidean standpoint these surfaces are just the classical hyper-
boloids of revolution)

(1.6) (t—a)Z:%(Z(x2+y2)—l), a,beR, b>0,

are complete embedded minimal surfaces with empty characteristic locus which
are not graphs on any plane, nor they are entire intrinsic graphs. The above result
shows, in particular, that the minimal surfaces (1.6) must be unstable. Theorem A
represents a sub-Riemannian counterpart of the cited classical theorems of Fischer-
Colbrie and Schoen, [16], and do Carmo and Peng, [15], and answers a question
posed by Lei Ni in 2006.

We now briefly discuss our approach to Theorem A. A central new idea is
contained in the notion of strict intrinsic graphical strip introduced in Definition



The Bernstein Problem for Embedded Surfaces 5

1.6 below. This notion was suggested to us by the analysis of the double Burger
equation

(1.7) By (Byp (@) = 0.

Such equation characterizes those X;-graphs which are minimal, see for instance
equation (15.5) in [12]. Suppose we are given some interval J = (—4¢,4¢) C R,
& > 0, and functions F, G, o € C%(]J) satisfying the condition

(1.8) F'(5)2 <20’ (5)G'(s), for every S € J.

We note explicitly that (1.8) implies, in particular, that o' (s)G’(s) > 0 for
every s € J. If we consider the mapping ¥ : R X J — R? from the (u, s) to the
(u,v) plane defined by ¥(u,s) = (u,v), where v is defined by the equation

2
(1.9) v =v(u,s) =G(s)u7+F(s)u+a(s),

then we see that the Jacobian determinant of ¥ is given by

1 0
(1.10) det Jy (u,s) = det ( u2 )
G(s)u + F(s) G’(s)7 +F (s)u+o'(s)

'I/L2
= G’(5)7 + F'(s)u + o’ (s).

Thanks to (1.8) the Jacobian of ¥ is always different from zero. We emphasize
at this moment that the continuity of the first derivatives of the functions F, G
and 0, along with the assumption (1.8), guarantee that, possibly restricting the
interval J = (—4¢,4¢), we can always force the map ¥ to be globally one-to-one,
hence a C? diffeomorphism of the infinite strip R X J onto its image V(R x J).
We denote with ¥~! (u, v) = (u,s(u, v)) the inverse C? diffeomorphism. When
we write S(U, V) we mean the function specified by such inverse diffeomorphism.

Definition 1.6. Let € > 0, J = (—4¢&,4¢). A C? surface S ¢ H! is an
intrinsic graphical strip on J if there exist functions F, G, 0 € C?(J) satisfying
(F")? <20’G’ such that, if

2
Q=V¥(Rx]J) = {(u,v) lueR, v =G(S)u7+F(s)u+0'(s) forse]},

then with @ € C?(Q) defined by

@(u,v) =F(s(u,v)) +uG(s(u,v)),
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we have

$ = 1(0,u,v) o (@, ),0,0) | (u,v) € Q}

= {(m(u,v),u,v - %m(u,v)) | (u,v) € Q}
We say that S is a strict intrinsic graphical strip on J if F, G, o satisfy the strict
inequality (1.8), and if the map ¥ : R X J — Q is globally one-to-one, hence a
diffeomorphism of R X J onto ¥(R x J) = Q.

Remark 1.7. A strict intrinsic graphical strip is necessarily a minimal sur-
face. To see this, we observe that the function @ in the above definition satisfies
(1.7). The reader will find most of the computations to achieve this in the proof
of Corollary 3.6, see formula (3.7) below, and the computations following that
formula.

Remark 1.8. In the case of a strict intrinsic graphical strip, without loss of
generality we can assume that G'(s) > 0 on J (this property is needed in the proof
of Lemmas 4.1, 4.2 and Theorem B). We can justify this claim as follows. As
observed earlier, the condition (1.8) implies 0" (s)G’(s) > 0. Since o’ (s) does
not change sign, if 0’ (s) > 0 this forces G’ (s) > 0. If instead we have G'(s) < 0
on J, we replace F, G, o by F(s) = F(=5), G(s) = G(-s), 6(s) = 0(=5).
The newly defined functions satisfy (1.8). We also have G'(s) > 0. Now we take
@u,v) = F(-=s(u,v)) + uG(—s(u,v)). We see that the surface parameterized
by this new @ has the same trace as the one with the original @.

Remark 1.9. We emphasize here that any vertical plane such as (1.4) is an
intrinsic graphical strip, but not a strict intrinsic graphical strip. One has in fact
if a # 0, that @(u,v) = y/a — (b/a)u, so that F(s) = y/a, G(s) = —b/a,
o (s) = 0. Therefore, 20°G’ — (F')? = 0.

Notice that, as a consequence of the smoothness hypothesis on F, G, an in-
trinsic graphical strip is a surface of class C2. Definition 1.6 takes advantage of a
change of coordinates introduced in [3] which is one of the essential tools in the
proof of Theorem 1.5. The motivation behind Definition 1.6 will be explained
in Section 5. With this definition in place, in Section 4 we can adapt some of the
ideas from [11], [13] to construct a variation on an intrinsic graphical strip which
decreases the horizontal perimeter, proving the following basic result.

Theorem B. Let S be a strict intrinsic graphical strip as in Definition 1.6. There
exists a P € Cg(S ) such that

VS, pX,) <0,

where VII}[ (S§;X) denotes the second variation of the horizontal perimeter along the
vector field X. As a consequence, S is unstable.
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The relevance of Theorem B is in the following theorem, which we prove in
Section 5.

Theorem C. Every C* complete noncompact embedded minimal surface with-
out boundary with empty characteristic locus and which is not itself a vertical plane
contains a strict intrinsic graphical strip.

Our proof of Theorem C hinges on a close analysis of the representation re-
sults of [21]. Theorems B and C are the main novel technical points of the present
paper. From them, the proof of the Bernstein type Theorem A immediately fol-
lows.

Finally, we would like to mention that after completion of our paper we have
received the preprint [25] in which the authors use a somewhat different approach
to establish results which are closely related to those in this paper. For instance,
Theorem 4.7 in [25] is precisely our Theorem A. However, in their Theorem 6.1
they are also able to classify C? stable complete immersed minimal surface with
non-empty characteristic locus.

2. DEFINITIONS

In this section we recall some definitions and known results which will be needed
in the paper. We recall that the Heisenberg group H" is the graded, nilpotent
Lie group of step 2 with underlying manifold C" x R = R?"*!, whose points we
indicate g = (x,y,t), g’ = (x',»',t'), etc. The non-Abelian group law in H"
is prescribed by the left-translations

14 14 14 14 ! 1 ! 14
2.1) Ly(g')=g°g = (X+x VY S (e - x -y)>.

Here, and throughout the paper, we will use v - w to denote the standard Eu-
clidean inner product of two vectors v and w in R™. The grading of the Heisen-
berg algebra is given by b, = Vi & V3, where Vi = R?" x {0}, V2 = {0} X R. Ac-
cordingly, elements of the horizontal layer Vi have degree one, whereas elements
of the vertical layer V, are assigned the degree two. We recall that, identifying b,
with R2"*1 e have for the bracket

[9,9'1=1(0,0,x-y —x"-¥).

It is then clear that [V1, V1] = V5, and that V; is the group center. Associated with
the grading, one has in H" the following non-isotropic dilations

(2.2) a(g) = (Ax, Ay, A%t), A >0,

whose homogeneous dimension is given by Q = 2n + 2.
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Henceforth, we will focus on the first Heisenberg group H!. Applying the
differential (Ly)+ of (2.1) to the standard basis {0x,dy,0:} of R3, we obtain the
three distinguished vector fields

X1 = (Ly)s (9x) = dx — %at,

X; = (Lg)*(ay) = ay + %at,

T = (Lg)«(0r) = 0.

The horizontal bundle HH! is the subbundle of TH! whose fiber at a point g €
H! is given by
Hy = span{Xi(g),X2(g)}.

We endow H! with a left-invariant Riemannian metric {gi;j}, whose inner
product we will denote by (-, -), with respect to which {X;, X, T} constitute an
orthonormal basis. If S ¢ H! is a C? oriented surface, we will indicate with N
a (non-unit) Riemannian normal with respect to (-, -), and with v = N/|N| the
corresponding Gauss map. We will let

(2.3) p=(NX1), a=(NXz), W= p2+q% w=(NT).
The characteristic locus of S is the closed subset of S defined by
5(8)={gesS|W(g) =0}
We notice explicitly that £(S) = {g € S | T,S = Hy}. Wealso set on S\ Z(S)

5P -1 =%
(2.4) pP=qyy A=y, ©=-

Definition 2.1. Let S C H! be a C? oriented surface. A horizontal normal of
S is defined as

N = pX; +aXa,
whereas on S \ 2(S) the horizontal Gauss map is defined as
1
H H _ - -
= —N" =pX; +gXs.
v W pX1+4x;
The horizontal perimeter measure of S has the following form.

Proposition 2.2. Let S C H' be a C? oriented surface, then the horizontal
perimeter of S is

Py (S) = L OV, X102 + (v, X5)2 do = L leda,

where do is the Riemannian surface area element associated to -, - ).
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To investigate minimal surfaces, we recall the notion of horizontal mean cur-
vature H introduced in [12], [26], [21]. Such notion is obtained by projecting
the horizontal Levi-Civita connection onto the so-called horizontal tangent bun-
dle HTS = TSNHH'. If we assume, as we may, that the Riemannian normal field
on S, N can be extended to a neighborhood of S, and continuing to denote by
P, q the quantities introduced in (2.4) relative to such extension, then it has been
shown in the above cited references that H can be computed by the following
proposition.

Proposition 2.3. For g € S\ 2(S), the horizontal mean curvature of S ar g is
given by
H(g) = X1p(9) + X24(g).

For g € 3(S), we define H (g) = limg g, ges\5s) H (g'), whenever the
limit exists. A surface S is said to be minimal if its horizontal mean curvature
vanishes identically.

It is now well known ([8, 12,21, 26,27]) that critical points of the perimeter
are characterized by having { = 0 away from the characteristic locus. We men-
tion that recent work of Cheng, Hwang and Yang ([9]) and Ritoré and Rosales
([28]) have clarified the behavior of such critical points at the characteristic locus.
However, since we will be restricting to the category of noncharacteristic surfaces,
we will not discuss these results here.

3. THE SECOND VARIATION OF THE HORIZONTAL PERIMETER AND
THE STABILITY OF MINIMAL SURFACES

In this section, we recall the first and second variation of the horizontal perimeter
for intrinsic graphs. We mention that formulas for the first and second variation of
the horizontal perimeter have been derived a number of times in various contexts
([2,3,6,8,12,22-24,27,28]).

Let S € H! be an oriented C? surface with empty characteristic locus, and
consider vector fields X = aX; + bX, + kT, with a, b, k € C§(S). We define the
[first variation of the horizontal perimeter with respect to the deformation of §,

S =S +AX,

as

VH($;X) = iPH(SM ‘A
=0

We say that S is stationary if VIH (S;X) = 0, for every X. We define the second
variation of the horizontal perimeter as

VH(S; X) = a ——P (SA)‘
a2
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We say that S is stable is VH(S; X) =0 for every X.
Henceforth, to simplify the formulas we introduce the following notation

(X,N)

def - - - _
(3.1) Fx = pa + qb + @k VA N}

Henceforth, we will follow the notation in [12]. In particular, we will indi-
cate with oy the horizontal perimeter measure on a surface S which is given by
Proposition 2.2. For instance, if S is an X;-graph, then one can easily see that

dog = {1+ Byp(@)2dudv.

Furthermore, VS denotes the tangential horizontal gradient on § which on a
function f : § — R is defined by

VASf = VHf —(VHf vHyvH,

where f is any extension of f to the whole H'. The following result was proved
independently by several people in various contexts, see [2, 3,6, 8,12,22-24,27,
28].

Theovem 3.1. Ler S ¢ H' be an oriented C? surface with empty characteristic
locus, then

(3.2) VH(S;X) = J HFyxdoy.
N
In particular, S is stationary if and only if it is minimal.
To state the next result we introduce a notation. Given the quantity @ we let
A=-Vii@.

The following second variation formula was proved in [12].

Theorem 3.2. Let S C H' be a minimal surface with empty characteristic locus,
then

VH(S;X) = JS HIVASFx|? + 24 - @) F} | dow.
As a consequence, S is stable if and only if for any X one has
L(aﬂ - 2A)F% doy < L |VHSFx |2 doy.
The following result is Corollary 15.4 in [12]. Let @ : Q C Rf, ) — R give

an intrinsic X;-graph S, we recall the formula (1.5) for the horizontal perimeter
of S.
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Corollary 3.3. Let S be a C? minimal, intrinsic X1-graph; then for any X one
has

2
B(p(FX) J (Pv +2Bcp((pv)FXdudv’

V (5;X) =
J 1+23<p(cp)2 1+B (CP)2

where Fx is as in (3.1).

We next derive the second variation formula for special deformations of the
intrinsic graph S. We consider compactly supported vector fields on S of the type
X = @Xi, where ¢ € C3(S). For this family of deformations we obtain, from
Corollary 3.3, the following result.

Theorem 3.4. Let S be a C* minimal, intrinsic X1-graph, given by a function
@ :QCRE, ) — R, then for any @ € C5(S) one has

B 2
(3.3) Vi, px)) = JQ 0 Bq;(("(;))z)3 5 dudv
2
B JQ (1 + Bw((p)l)?;/z (2(3(1)((’)))1) - CP%)dudv
[e7]

Remark 3.5. In the statement of the above result the function ¢ € C3(S).
Slightly abusing the notation in the integral in the right-hand side of (3.3) we have
continued to indicate with ¢ the function in C§(Q) obtained by composing the
original ¢ with the parametrization of the surface §

Q> (u,v) — ((p(u,v),u,v — %(p(u,v)).

Proof. We note that with X = ¢X;, we have a = ¢, b = k = 0. We also
recall, see formulas (15.1) in [12], that for an intrinsic X;-graph one has

- By (@)

_ 1
p=—FF——= T,
1+ By ()2 I+ By ()2

and therefore from (3.1) one has

Yy

1+ By (@)

From this formula a simple computation gives

(3.4) Fx =

By () By (@) By (Byp(P))

[T+ By (@2 (14 Be(@)?)2

Bcp(FX) =
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We now recall that the minimality of § is equivalent to @ being a solution of
the double Burger equation

By (Byp(@)) = 0.

We thus conclude that

By (@)

(3.5) By (Fx) = W.
Using (3.4) and the identity
(B (@)v — By (@v) = @3,
we thus obtain

J (pu+2B(p((pv) 2 du dv
1+ qu(cp)2

2
T JQ (1+ Bq(f((p)z)z»/z 2(Bp(P))y — @3) dudv.

On the other hand, (3.5) gives

| Bp(Fx)? ) By ()2
j s dudv - JQ T (o dudv.

Combining the last two equations we reach the desired conclusion. O

Next, we apply Theorem 3.4 to the case of a strict intrinsic graphical strip as in
Definition 1.6. We recall the diffeomorphism ¥ : R x J — Q = ¥(R x J) C R},
given by Y(u,s) = (u,v) = (u,(u?/2)G(s) + F(s)u + 0(s)), see (1.9). As
before, in the statement of the next result given a function @ € Cg (S) slightly
abusing the notation we will write ¢ € C§(Q). What we mean by this is the
composition of the original ¢ with the parametrization of the surface §

Q> (u,v) — (cp(u,v),u,v — %m(u,v))

provided in Definition 1.6.

Corollary 3.6. Let S be a strict intrinsic graphical strip defined by functions F,
G, 0 € C*(J) and p(u,v) = F(s(u,v)) + uG(s(u,v)), as in Definition 1.6.
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One has for any @ € C3(S),

(3.6) VH(S, wX;) =

B 0 2 OGOU2+F(Hu+0'(s)
—JRXJ«au(L.Uo‘I’)(u,s)) X 1+ G232

(WoV¥)(u,s)?2  F'(s)2-20"(s)G'(3)
(1+G($)2)32G" (s)u?2/2+F' (s)u + o’(s)

) duds,

where we have indicated with'¥ : R X J — Q the diffeomorphism defined by (1.9).

Proof. Since every strict intrinsic graphical strip is an intrinsic X;-graph, we
can apply the second variation formula (3.3) in Theorem 3.4. In this formula we
want to use the global diffeomorphism ¥ : R X J — Q to convert the integral on
Q to an integral on R x J. By (1.10)

1 0
det Jy (u,s) = det( )

Uu v_g

1 0
= det( u2 )
G(s)u + F(s) G’(s)7 +F (s)u+o'(s)
u>
= G'(s)7 +F'($)u + o' (s).

We emphasize that since we are assuming that S is a strict graphical strip, then
(1.8) is in force, and therefore the Jacobian of ¥ is always different from zero. Re-
call that we are also assuming that ¥ is globally one-to-one. The Inverse Function
Theorem gives at every point (u,v) = ¥(u, s)

1 0
Jy-1(u,v) = (_ G(s)u + F(s) 1 ) )
G (S u?/2+F )u+o'(s) G(s)u?/2+F (s)u + o' (s)
We thus have
_ G(s)u + F(s)
(3.7) Su = G'(s)u2/2 +1F’(s)u +0'(s)’
Sv

- G U2/2+F (SHHu+ o' (s)’
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Using (3.7) and the assumption that @ (u, v) = F(s) + uG(s), we thus find
Bp(@) = @u+ @@y =G(S) + (G (S)u + F (8))sy + (G (s)u + F'(5))sy

(F'(s) + uG’(s))(F(s) + uG(s))
G (s)u?/2+F (s)u + o’ (s)
(F'(s) + uG’(s))(F(s) + uG(s))
G (S)Uu?/2+F' (s)u + o’ (s)

= G(S) _

=G(s).
This gives,

G'(s)
G (S)u?/2 +F (s)u+ o’ (s)’

(B(p((p))v =G'(s)sy =

(@u)? = (F'(s) +uG'(s))%s2 =

( F'(s) + uG'(s) )2
G (SHYu?/2+F (s)u + o' (s)

Combining these formulas yields

207 (s)G’ (s) — F'(s)?
G (S)Uu?/2+F (s)u+o’(s)”

2(By(P))y — @2 =

Substituting this into the second integral in the right-hand side of (3.3) gives

1
V030 = |G

X (i&p(w)z + 2 (

F'(s)2 =207 (s)G'(s) dudv
G (U2 +F ($HHu + o' (s) )

Now, to complete the proof, we make the change of variable (u,v) = ¥(u,s),
with (u,s) € R x J. The Jacobian of such diffeomorphism is given by (1.10)
which gives

2
dudv = <G’(s)u7 +F'(s$)u + U’(S)) du ds.
Observe furthermore that
Bo(W) =Yu + @y =Py + (F+GU)Py = Yy + vy Py
0 0
= %w(u,v(u,S)) = %(w o ¥)(u,s).
Thus, we conclude that

0 2G (S u?/2+ F' (s)u + o' (s)
H = _— [o)
Vi (S, X)) = jﬂw ((au(‘” )(w,s)) RN
(WoV¥)(u,s)> F'(s)?-20"(5)G'(3)
(14+G(s)2)32G (s)u?/2+F' (s)u + o' (s)

)duds,
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which proves (3.6). O

4. PROOF OF THEOREM B:
STRICT INTRINSIC GRAPHICAL STRIPS ARE UNSTABLE

In this section we suitably adapt some of the ideas in [11] and the modifications
of [13] to prove Theorem B. We do this by constructing a variation which strictly
decreases the horizontal area of a strict intrinsic graphical strip, that is, we find a
test function  for which VI},I (S,@X1) < 0. This proves that such surfaces are
unstable, thus establishing Theorem B.

To construct such a ¢ we start by constructing a sequence k. We will show
that for large enough k, we have VIPII(S, YiX1) < 0. For any given 6 > 0, we fix
a function x € C5°(R) so that 0 < x(s) <1, x(s) = 1 for |s| < &, x(s) =0 for
Is| = 26, and |x'| < C = C(6). For each k € N, we let x,(s) = x(s/k) and
hence

e Xi(s) =0 for|s| = 26k,

o Xi(s) =1for |s| < Ok,
o IXp () =C/k.

Next, fix a function € € Cy°(R) with € = 0, supp(Z) = [-1,1] and JRCdS =1.
Letting Cx(s) = kT (ks), we have that

supp(Cx) = [-1/k,1/k] and Jkgk(s)ds =1.

Let F, G and o be the functions in Definition 1.6 with
(4.1) F'(s)?-20'(s)G'(s) <0 se.

As we have mentioned in the introduction, without loss of generality we assume
that G', 0’ > 0in J. We define Fy = F x Ty, Gy = G * Tk, O = 0 * Ck.
Since F, G and o are continuous on J, shrinking J slightly if necessary, we may
assume that they are uniformly continuous on J. Therefore Fyx — F, F, — F’,
Gk — G, Gy, — G, o — 0 and 0y — 0’ uniformly on J. The condition (4.1)
now carries over to Fy, Gk, Ok, that is, there is a positive integer ko such that if
k > ko (relabeling the sequence if necessary, we take ko = 1) then for every s € J,
Fi(5)? = 207,(s)Gi(s) < 0. The left hand side of this inequality is precisely the
discriminant of the quadratic expression in the variable u:

uZ
G,;(s)j + Fi(s)u + oy,(s).

Since the discriminant is strictly negative, G, (s)u?/2 + F,(s)u + 0},(s) never
vanishes for u € R and s € J. Next, we construct a sequence of test functions x
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to be used in the formula (3.6). We let

X($)x,(u)

def
(4.2) Yr(u,s) = (G ($)U?/2 + F(s)u + oy (s))1/2"

We note that x € Cg° (R X J) due to the above considerations. With gk in hand,
we analyze VIIIJ (S, Y X1). Before proceeding to the computations, we remark that
the function y in (3.6) is defined on Q = ¥(R X J). Our gi’s have been already
defined on the (u, §) space, that is on R X J. Therefore, occurrences of ¢ o ¥ in
(3.6) will be replaced by @i in the proof of the subsequent two lemmas. We start
with the second term in the right hand side of (3.6).

Lemma 4.1. We have

lim

k— o0

J Yr(u,s)? F'(5)2=20"(s)G'(s) duds
rRxj (1 +G(5)2)32G (s)u?/2 + F' (s)u + o’ (s)

_ X(s)? G’ (s)
= L (1+ G(5)2)312 (207 (5)G'(s) — F'(5)2)1/2 ds.

Proof. Substituting the quantity @ o ¥ with ¢k in the second term of the right
hand side of (3.6) and recalling the definition of @y we have

(4.3) lim Yr(u,s)? F'(5)2 =207 (s)G'(s)

i ) TG w2 Pt o (s e

$)2=20"(s)G'(s)
(1+ G(s)2)3/2

Xk(u)z
X (J[R (Gr($HU2/2 + F(s)u + o () (G ($)u2/2 + F/(s)u + o’ (s)) du) ds

B LF (5)2 =207 (5)G'(s) 1
B LX(S) (1+G(5)2)32 (JR (G (O u2/2+ F (s)u+0'(s))? d”) ds.

. F’
- fm | =

In the above, we have used the fact that since for each u € R,

u? u?
G;((S)T + F(s)u + oy(s) — G’(S)7 +F (S)u+0o'(s) ask— o

uniformly for s € J, and the latter quantity never vanishes, we have

2

! G;c(s)% + F(s)u + oy (s)

14 uz 14 !
2 G (5)7 +F (s)u + o’ (s)

<

u2
<2 ‘G’(s)— +F(s)u +o'(s)

2
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Hence, Lebesgue dominated convergence theorem allows taking the limit inside
the integral. Next, we want to compute the integral

1
JR GO 2 o uto s

Using standard integration techniques we obtain

J 1 du

(Au? + Bu + C)2
B 2Au + B N 4A rtn( 2Au + B >
= (4AC —BY)(Au2 + Bu+C) | (4AC — B2)32 ™\ " Zac gz /)"

This implies if A > 0

J 1 du = 41T A
R (Au2+Bu+C)2 ~  (4AC — B2)3/2°

Since we have that G'(s) > 0, letting A = G'(5)/2, B = F'(s) and C = 0/ (s) we
have

| ) G (s)
(4.4) JR GO FOur o0 M M G 56 () - F )RR

Substituting (4.4) in (4.3) we reach the desired conclusion. O
Now we turn to the first term in the right hand side of (3.6).
Lemma 4.2. We have

. AP (u, $)\> G (Hu2/2 + F'(s)u + o’ (s)
dm M(( ou ) (1+G(s)2)32 )d”ds
2 4
_ X(s) G'(s) ds

2 )5 (1+G(5)2)32 207 (5)G'(s) — F'(5)2)1/2

Proof. Again, we closely follow the development in [13]. By recalling (4.2) we
first obtain

M(u,s) _ X0 (ZX,;(u)Qk(u,S) - Xk(u)Dk(U,S))’

ou 2 Qx(u,s)3?

where we have let

2
Qr(u,s) = G;<(s)”7 + L (s)u + o(s)
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and
Di(u,s) = uGy(s) + F(s).
For the computations that follow, it is convenient to also let
u2
Qu,s) = G'(s) = +F(s)u+0'(s),
0 / /
D(u,s) = aQ(u,s) =uG'(s) + F'(s).

It follows that

oYk o
(Gaws) =
_ X(S)2< Xp(u)? 1( Ly Qs Di(u,s) 1 X (1 )sz(u,s)2>

Qx(w,s)2 4% Qx(u,s)3

Qcw,s) 2%

Substituting the quantity @ o ¥ in the first term of the right hand side of (3.6),
and using the above expression for @i 4, we have

AWk (U, $)\2 G ($)u2/2 + F (s)u + o’ (s)
JM ( ou ) (1+G(5)2)32 duds

(s)
_L(1+)(<;ig)2)3/z(. . .)

where

_ / zQ(u S)
= JRX,(( ) Qe du

_ 1 / ) Di(u, S)
- szmk(u)) QUu,s) ey du

1 Dy (u, S)
- 3 J, e g du
Since |x; (u)| < C/k, by Lebesgue dominated convergence theorem we have
(4.5) lim [ 1]=o0.

In addition, since Dx(u,s) — D(u,s), Qr(u,s) — Q(u,s), and x;(s) — 1
when k — oo, we obtain
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: _ 1 D(w,5s)?
o fm3)=7 |, Qansz
1( 0 d 1
= -7 RﬁQ(u’S)ﬁ (Q(u,s)) du

1 2°Qu,s) 1
h ZLR ouz Q(u,s)du

_ lJ G'(s) du
T4 R G(S)UZ/2 + F'(s)u + g’ (s)

B wG'(s)

(207 (8)G'(s) — F'(s)2)1/2°

The third equality above is obtained by integration by parts whereas in the last
equality, we have used the fact that G'(s) > 0 and standard calculus techniques.
Now we turn to the quantity .

. T 1 P Dy (u,s)
(4.7) %Lnolo = gingo > JR(xk(u) )) Q(u’S)Qk(u,s) du

TN » 0 (Q(u,s)Dy(u,s)
- —IELH; 2 J[R X (u) u ( Qr(iL,5)? ) du

T > (Qult,$) dic(w,s) | Q1. $) Dy (1, 5)
- ilir?ozjnaxk(u)< Qxw, )2 Qk(u,s)?

_ZQ(M.S)dk(u,S)Qk,u(u,5)> du

Qi (u,s)?
_ _1J Quu,s)D(u,s)  Duu,s) ,D(u,s)Qu(u,s) ,
2)r  Qu,s)? Q(u,s) Q(u,s)?

R Y G R B o (_1
=2 T2 ) ™5 (Q(u,s))du

_ 1 G'(s) 1 Quu(u,s)
"o M2l o @

u =0,

since Quu (U, s) = G'(s). Combining (4.5), (4.6) and (4.7), we obtain the desired

conclusion. O

Combining (3.6) with Lemmas 4.1 and 4.2 we can now prove Theorem B in the
introduction.
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Proof of Theorem B. Let Yy be the function constructed in (4.2) and consider
Yro ¥l € C3(Q), where Y is the diffeomorphism in (1.9). If we lift this function
to the surface, and by abuse of notation we continue to indicate with @y such

lifted function, we obtain a function in C3(S). From Corollary 3.6, Lemmas 4.1,
4.2 and the fact that G’ (s) > 0 on J we deduce that

lim VH (S, (yiX1)) =

— E _ X(S)z G'(s)
= (2 27T> L (1+G(5)2)32 207 (5)G'(s) — F'(5)2)1/2 ds <0.

Therefore, for large enough k we have VH(S, wrX1) < 0. This completes the
proof. O

5. PROOF OF THEOREM C:
EXISTENCE OF STRICT INTRINSIC GRAPHICAL STRIPS

The main objective of this section is establishing that every complete minimal
surface without boundary and with empty characteristic locus contains a strict
intrinsic graphical strip, unless the surface is a vertical plane. This will prove
Theorem C in the introduction. Our approach hinges on the following basic
representation theorem for minimal surfaces which is a consequence of the results
in [21], and which, in a different way, has already proved crucial in [13].

Theorem 5.1. Let S be a C* complete embedded non-characteristic minimal
surface without boundary and assume that it is not a vertical plane. Let gy € S be a
point admitting a neighborhood (in S) that may be written as a graph over the plane
t = 0. There exist a neighborhood U of go, an interval J, and functions hy € C*(J),
y € C3(J,R2), with |y’ (s)| = 1 for s € J, such that U is parameterized by L :
RxJ—-H

(5.1) L(r,s) = (y(S) +r(y")(s), ho(s) — gy(S) - y’(S))

fors € J, v € R. Moreover, with Wy(s) = hy(s) + %y’ sy (s) and k(s) =
y" - (¥, we have that

(5.2) 1 =2Wo(s)k(s) <0, se€].

The proof of Theorem 5.1 will be presented after Corollary 5.5 below. We
first develop some preparatory results. Our first lemma was proved in [21], but it
is also contained in Proposition 4.1 of [8].

Lemma 5.2. Let D C R? be an open set, g € C*(D), and consider the C*
map G : D — H! given by G(x,y) = (x,¥,9(x,¥)). Suppose that S = G(D)
is a non-characteristic minimal surface. Then S is foliated by horizontal straight lines
which are the integral curves of vi; = GX1 — pXa.
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The next lemma was also proved in [21], but the reader should also see Propo-
sition 6.16 in the subsequent work [27].

Lemma 5.3. Suppose S be a C* non-characteristic minimal surface such that no
open subset of S may be written as a graph over the xy-plane. Then, S is a piece of a
vertical plane and, hence, is foliated by horizontal straight lines which are the integral
curves of Vi.

In the next lemma we combine into a single result the two different situations
considered in Lemmas 5.2 and 5.3.

Lemma 5.4. Let S be a C* minimal surface in W' with empty characteristic
locus, and let p be a point in the interior of S (in the relative topology). Then, there
exists a neighborhood A of p in S which is foliated by horizontal straight line segments
which are integral curves of V.

Proof. For every p € S, there exists an open set U C H! and a @ € C%(U)
suchthat Vp # 0inUand =2 =SnU = {(x,y,t) e U | o(x,y,t) = 0}. Let
S =1, t) € 2| pe(x,y,t) # 0}, 8 = {(x,y,1) € 2| pe(x,y,t) =0}.
Notice that, either @; = 0 on X and in such case S, = X is a vertical cylinder over
a curve in the xy plane, or there exists an open set V C H! such that S, NV is
a C! curve in H!. In the former case we can invoke Lemma 5.3 to conclude that
A = 3 is foliated by horizontal straight line segments which are integral curves of
vi;. We are thus left with the case in which S; # 0. By shrinking X if necessary we
can assume that 3 = S; U S5, where S, is a C! curve.

In our arguments, we consider integral curves of v; passing through points on
the surface S. To make this notion precise, we recall that as S is a C? submanifold
of H! = R?, every point p € § is contained in a coordinate chart i : D ¢ R? — §
with i € C?(D). For any C! vector field, Uy, defined on i(D), the integral curve
of Uy passing through g € i(D) is simply i(y) where y C D is a solution to the
initial value problem:

Y (t) =i (Uo) (y (1)),
y(0) =i 1(q).

Direct calculation then shows that
d . o ,
El(” =141, Up(y(t)) = Up(i(y(1))),

and i(y(0)) = i(i"'(q)) = q. As Uy (and hence i*Uy) is C', the standard
theorems concerning solutions to ODE apply to the integral curves of Uy on S.
In particular, we may conclude that given g € S, there exists (at least for a short
time) a unique integral curve of Uy. Similarly, we conclude that integral curves of
Up on S have continuous dependence on parameters.
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By Lemma 5.2, each point in S; is contained in a neighborhood which is
foliated by straight line segments which are integral curves of vj. Thus, those
portions of integral curves of v; contained in S; are at least piecewise linear. By
the fact that v{; is C! and the uniqueness of solutions to ode’s, we must have
that these portions of integral curves are straight lines. We may extend each such
line segment maximally within S;. If a limit point of a maximally extended line
segment were in S, we could apply Lemma 5.2 to extend it further, violating the
assumption that we had extended maximally. Thus we conclude that the limit
points of the line segment are in 05, U S5.

Consider p € S, and let ¢ be the integral curve of vi; with ¢(0) = p. Let B¢
be the metric ball of radius € centered at p and ¢, = ¢ N Be. Then, there exists an
€ > 0 sufficiently small so that one of the following possibilities occurs:

(1) ¢ce NS, is closed and has no interior;

(2) c¢ N Sy is closed with nonempty interior and p is in the interior;

(3) ceN S, is closed with nonempty interior and p is contained in the boundary
of the interior of ¢ N Ss.

In the first case, ce N S) is open and dense in ¢¢. By Lemma 5.2, every point
in ce N S is contained in an open line segment which is a subset of cs. Asce N S,
is closed and is contained in the boundary of ¢ N S;, we conclude that c; is
piecewise linear. By the smoothness of vj; and the uniqueness of solutions to
ODE, we conclude c; is a single straight line segment.

In the second case, we may shrink ¢ so that ¢, N S2 = ¢¢ and S, divides Be N S
into exactly two pieces Ni, N». We next show that if ¢ € Nj is contained in a
line segment, L C Ny, which reaches the boundary of Nj, then the length of L
is at least 2(& — &) where § is the Euclidean distance from p to q. Observe that
the endpoints of L cannot be in S,. If one were in S,, then by the uniqueness
of solutions of ODE, we conclude that L and S, coincide. This contradicts our
assumption that ¢ ¢ S;. Thus, L must be a line segment in B¢ which has both
its boundary points in 0B¢. By construction, the Euclidean distance from p to
the endpoints of L is €. Denoting the Euclidean distance from p to g by 6, the
triangle inequality implies that the length of L is at least 2(¢ — ).

Let ;i € Ny be a sequence of points converging to p and let L; be the maximal
line segment which is the integral curve of vy through g; which is contained in
Nj. By the continuous dependence on parameters of the solutions to an ODE and
the fact the vj; is C!, we know L = lim;_ L; exists and is an integral curve of v;
passing through p. Moreover, since L is the limit of lines segments each of whose
lengths are bounded below by 2(e — ;) (where 6; is the Euclidean distance from
p to q;), we conclude L is a line segment of length at least 2¢. Note that so far, we
have shown that every point in S; and every point in S that fall in cases one and
two are contained in an open line segment which is an integral curve of v.

We are left with points of S, which fall into the third category. The collection
of such points in S, is, by construction, closed and has empty interior. Thus,
Ce contains an open dense set of points that are either in S; or fall in one of the
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first two cases above. For each such points, Lemma 5.2 or the discussion of the
first two cases yields an open line segment containing the point which is a subset
of ce. Thus, as in the argument for case one, c; is piecewise linear and, by the
smoothness of v, must be a single straight line segment.

Using the arguments above for points in S, and Lemma 5.2 for points in
S1, we see that integral curve of v through any point contains a line segment
through that point. Thus, all such integral curves are piecewise linear and, by
the smoothness of vj, must be straight lines. Combining all of these argu-
ments shows that X is foliated by straight line segments which are integral curves
of vg. O

Corollary 5.5. Let S be a C* connected complete non-characteristic minimal
surface without boundary in QY. Then, S is foliated by horizontal straight lines which
are integral curves of V.

Proof. Since S is assumed to have no boundary, for any p € S Lemma 5.4
implies that there exists an open neighborhood of p which is foliated by such
straight line segments. By the smoothness of v, we have that S itself is foliated
by such straight line segments. It remains to show that the entirety of each line is
contained in S.

Let L : (—¢,€) — S be a line segment with L(0) = p € S and L'(t) =
v (L(t)) and let L:R — H! be the full line containing L so that L(t) = L(t) for
t € (—¢,¢). Let

I={teR|L) €S}

By construction, I is not empty since 0 € I. Lett; € I be a sequence of parameters
so that t; — t« where t« is a limit point of I. By completeness of S, we must have
that lim;_e L(t;) = L(ts) is an element of S. Thus, I is closed as it must contain
all of its limit points. But, I is open as well. To see this, consider p = L(t) for
afixedt € I. As0S = 0, p is in the interior of S and so, by Lemma 5.4, p is
contained in a neighborhood which is foliated by straight lines which are integral
curves of V. Thus, I must contain an open neighborhood of t. Since I is both
open and closed, we conclude that I = R and that L(R) CS. O

Proof of Theorem 5.1. By Corollary 5.5, we have that S is foliated by horizon-
tal straight lines which are integral curves of vi;. Let O be an open neighborhood
of go which may be written as a graph (x, y, h(x,y)) with h € C2. Consider a
unit tangential vector field, W, defined on O which is perpendicular (with respect
to the fixed Riemannian metric) to vg. Let (y1(5),y2(s), ho(s)) be an integral
curve of W so that y(0) = gy with domain J. Note that, as v§; is C!, we have
Y1, ¥2, ho € C?(J). Let N be the collection of lines in the foliation which pass
through point of the curve (y1(J), y2(J), ho(J)). From the formula
(5.3) aX; +bX, +cT = (a'b’chbx%ay),
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which allows to pass from the standard representation in terms of the Cartesian
coordinates in H' to that with respect to the orthonormal basis {X1, X», T}, for a

fixed sg € J we find
, , , 1 ) )
Lg(r) = <3’z(50),—yl(So),—E(yl(so),yz(so)) - (yl(So),Yz(SO))>
= y3(s0) X1 = y1(s0) X2 = V.

Then, the line of the foliation passing through (y1(s0), y2(s0), ho(S0)) is given by

Ly, (r) = (yl(sm T rY(s0), y2(50) — 7Y (50)s o (s0)

= 2150, 2 (50)) - (yi(So),yé(So))>.

Thus, N may be parametrized by £ : R x J — H! given by
! 4 /’/ ’
(5.4) Lir,s) = (Yl(S) +7y2(8),32(8) = 7y1(5), hols) = y(s) -y (S)).

It remains to show that y = (y1,¥2) € C3(J). As O is a graph over a region O of
the xy-plane, L(10,8) = (y1(8) +7Y5(5), ¥2(5) —ry1(s)) parametrizes a subset
of Owiths e J, v € (=¢,¢) for e sufficiently small. Under this parametrization,
V =POx+qd0y = yi(S)0x + ¥5(s) 0. We first observe that, for a fixed v = 1y,
the curve s — L(7,s) coincides with the integral curve of V' through the point
L (7p,0) on their mutual domain of definition (we may assume, by shrinking J if
necessary, that J is the mutual domain of definition). To see this, note that the
definition of L gives

Ls(r,s) = (y1(s) +1yy (s),¥5(s) =1y (s)).
This implies

144 4

(Ls(r0,8),VE) = yayi +vysyy —yiys +ryy; = 0.

The last equality follows from the fact that |[y’| = 1 on J. Let ¢ C R? be the
integral curve of V' passing through L(19,0). We note that ¢ is parameterized by
arc-length and, to avoid confusion, we will denote its parameter by &. Since V' is
C', we have that ¢ € C%(€). Moreover, since O is given by (x, y,h(x,y)) with
h € C2, we see that c(§) = h(¢(&)) is C%(&) as well.

To facilitate our computations, we note that

|Ls(ro, )| = |1 —roK(s)].
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rr ’

This can be verified as follows. Recalling that |y’ = 1 and that k = ¥y, — y5'y1,
one easily obtains

1Ls(ro,$) 12 =1=2rk(s) + r*(y{ ($)* + y5 ().
Now, some elementary considerations give
K($)2 = ((y{ () +¥5 (DY P =20y (s) -y () = (y](5)* + ¥y (5)),

and this implies the desired conclusion. Let now k¢ = SUP,c; k(s)|. If ko = 0,
then y is a line segment and hence y is certainly C3. Assuming ko > 0, we pick
7o < min{k; ', €} which implies that [Ls (10, $)| = [1 -7k (s)] = 1 —rok(s). We
note that & is differentiable in s as ¢ () is the reparameterization by arclength of
L(ry,s) and that d€/ds = 1 — 1ok (s). Similarly,

ds 1
dE 1 —1rok(s)

which, by our choice of 7y, is equal to >,,_o (10K (s))™. Next, we compute

, d. . d , . d
¢'(§) = Zgh(E®) = 3 () +773(5), 72(5) —ry1<s)>>d—g
_ 0 T RN U S
-2 (ho(S) Dy (s) -y (s)) —
TR | T (TP W S
B (ho(s) AR m) 1— 7oK (s)

= (ham -2 -2y y”(s)) (gO(ToK(S))n>
= hy(s) + roxx(s) + 12K (S)x(s) + 1ok (s)2x(s) + - - -

where

1 1 144 4
x(s) = 3 - Ey(s) sy (s) + k(s)hy(s).

At this point we can make some simplifications. First, we note that as k(s) =
y' - (y)tandy’ -y’ =0 (as |y’ (s)| = 1), we have

Yy (s) =k(s)(y' (s)*.

So, letting B(s) = =3y - (' ()" + hy(s), we rewrite &(s) = —1 + Kk(s)B(s).
Moreover,
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rox(s) + 1{K(S)xX(s) + 13 K(s)?x(s) + - - -

00

= roax(s)( D (rok(s)")

n=0
- _Nxs)
T 110k (s)
(oL 7oK (s)
) <2 1 =7oK(s) B(S)l—roK(S)>
(L g B
- (2 k() TP 1—1’0K(5))
- - "o — 2B(s)
- (B(S) + 1 —VOK(5)>'
We conclude that
¢'(8) = hy(s) — B(s) - %%

Since ¢’ (&) is again differentiable in &, and § is differentiable in s, we conclude,
by the chain rule, that ¢ () is also differentiable in s. Noting that h((s) and B(s)
are once differentiable in s, we conclude that (1 — 79k (s))~!, and hence K (s), is
differentiable in s. But, since y''(s) = k(s)(y’(s))*, y”' (s) is differentiable and
hence y € C3(s).

Lastly, we examine the impact of the assumption that S contains no charac-
teristic points on the neighborhood N. Using the parametrization derived above,
we see that the tangent space is spanned by vj; and

. 2
W= (y1(s) +ry5 (s)X1 + (y5(s) —ry{ (s) X2 + (WO(S) -r+ TZK(S)> T

where, as in the statement of the theorem, we let Wy(s) = h(s) + %y’ -yt and
K(s) =y"” - (y")*. S will have a characteristic point when (W,T) =0, i.e., when
r = (1% 1=2Wo(s)k(s))/(2Wy(s)). Thus, S is noncharacteristic if and only
if 1 =2Wu(s)k(s) < 0. O

Note that, without loss of generality (by simply reparametrizing y), we may as-
sume that any fixed s € J may be treated as s = 0. We will use such a normaliza-
tion and assume that J is a neighborhood of 0.

We wish to examine the behavior of this patch with respect to the notion of
an X;-graph. Consider the following definitions.

Definition 5.6. Let C1(xo, Yo, to) denote the integral curve of the vector field
X passing through the point (xg, o, to). In other words,

C1(x0, Y0, t0) = {(Xo +7, )0, o — J§T’> lv e [R}-
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Using Definition 5.6 we next introduce the notion of intrinsic projection of a
point to the plane x = 0.

Definition 5.7. We define the intrinsic projection map
I(x0, 0, to) = {(0,,8)} N C1(x0, Yo, o) = (0, Y0, to + YoX0/2).

The following equation follows directly from the definition.

(5.5) Mol(r,s)=
2
= (0, y2(s) —ry(s), ho(s) + %)’1(5))/2(5) —ry1(s)yi(s) — %y{(ﬂyé(ﬂ) .

Lemma 5.8. Let S be a portion of a minimal surface parameterized by a seed
curvelheight function pair (y(s), ho(s)) via (5.1) withy € R, s € I. Let P(s,v) =
ITo L(7,s) be given as in (5.5). There exists an interval J C I containing XXXXX so

thatP :R X J C [R%T,S) - [R%y,t) is a one-to-one C? diffeomorphism onto its image.

Proof. The following properties of the seed curve y : I — R? are essential to
our proof. We gather them here for the sake of convenience.
@ ly"(s)l =1.

(i) 1 -2Wu(s)k(s) < 0.

(iii) There exists an interval J C I such that for all s € J, y{(s) = 0.
Properties (i), (ii) and the definitions of Wy and k were establish in Theorem 5.1.
Suppose (iii) is not true, then together with (i) we would have y’(s) = (0,1)1
for all s € I. This would imply k(s) = y”’(s) - y'(s)* vanishes identically on
I and hence (ii) would not be possible. Therefore, by the continuity of y;, we
can extract a sub-interval J of I on which y{(s) # 0. To continue we define two
auxiliary functions € and ¥ by means of y as follows.

C:RxJ—R? C(r,s) = (y2(s) —ry((s),s),
v - 2 _ _( G(S) 2)
:C(RxJ) - R (u,v)=%Y(u,s) = u,o(s)+F(s)u+Tu .
where F, G, 0 : J] — R are given by

’

Y2(8)yy(s) _y-y
y1(s) Y1

F(s) = yi(s) +

Y3 (s)
yi(s)’

0(5) = ho(s) ~ 5Y2(E(s).

(5.6) G(s)=-—

Due to property (iii) above and to the fact that y € C 3(I), the functions T, V¥,
F, G, o are well defined and are C?(J). One can verify by a straightforward
computation that



28 D. DANIELLI, N. GAROFALO, D.M. NHIEU, ¢ S.D. PAULS

Mo L(r,s) =Y oC(r,s).

Therefore, if we show that ¥ o € : R X J — R? is one one, then IT o £ is also one
one. To this end, we will show separately that both € and ¥ are one to one. The
fact that T is one to one is easy to verify and follows from the fact that y{(s) # 0
on J. We also note that

C(RxJ)=Rx/J.
To show that ¥ is one to one, we first consider its second component: v (u,s) =

o(s)+F(s)u + (G(s)/2)u?. We have

—v(u,s) =o' (s) + F (s)u + wuz.
os 2

Although it is tedious, nevertheless one can verify by straightforward computa-
tions that the following identity holds for any s € J and any u € R:

F'(5)* =207 (5)G'(s) = 1 = 2Wo(s)k(s) + (ly" ()I* + D (Iy"(s)[* = 1) < 0.

The strict inequality above is due to properties (i) and (ii) of y. This in turn
implies that the quadratic expression in u

iv(u,s) o'(s)+F(s)u + —— G'(s) 2
os 2
does not vanish for any fixed u € R and any s € J. Hence we have

‘a v(us)‘>0 se]

that is, v (u, s) is monotone in s for any fixed u € R. We infer from this fact and

the definition of ¥ that ¥ is one to one. This completes the proof. O

Several important facts about the functions F, G, o, ¥ were established in the
proof of Lemma 5.8; we single them out here for references.

Proposition 5.9. The functions F, G, o satisfy
(5.7) F'(5)2=20'(5)G'(s) < 0.

The function ¥ : R X J — R? is invertible on its image. We let (u,s) = ¥~ (u,v).
In particular, s = s(u,v) is the second component of ¥~ 1.

These two lemmas show that every C? noncharacteristic complete noncom-
pact embedded minimal surface which is not itself a vertical plane contains a sub-
surface which can be written as an intrinsic graph. To make the presentation as
clean as possible, we prove an intermediate lemma.
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Lemma 5.10. Let S be a C* noncharacteristic complete noncompact embedded
minimal surface which is not itself a vertical plane and let J and the functions F,
G, 0, Y be the ones from the proof of Lemma 5.8, and s as in Proposition 5.9. If
@ Y(R X J) — R? is given by

@(u,v) =F(s(u,v)) +uG(s(u,v)) for(u,v) e Q=¥Y(R x]J).

Then
So = {(O,M,v) o (p(u,v),0,0) | (u,v) € Q}

is a sub-surface of S.

Proof. With the functions ¥, @, s, F, G, 0, and Q as in the statement of the
lemma, we define ® : Q — H! as follows

d(u,v) = (cp(u,v),u,v — %uqa(u,v)) .

Our intention is to show that ®(Q) = L(R x J). We begin by comparing the
second components of ® and L. Note that if

(5.8) u = y(s) —ry(s),
then

(5.9 @,v)=F(s(u,v)) +uG(s(u,v))

=F(s) + (y2(s) = ry1(s)G(s)

_ Y2(8)y3(s) o Yals)
=yi(s) + AT (y2(s) TYI(S))Y{(S) (by (5.6))
Y1) y1(s) + ¥2(8)y5(8) — y2($)ys(s) + vy (s)y5(s)

y1(s)

=y1(s) + ry5(s),

which is the first component of L. We now turn to the third component of .
Keeping in mind that for (u,v) € Q = ¥(R x J) we have

G(s) ,

v=0o(s)+F(s)u+ Tu

hence



30 D. DANIELLI, N. GAROFALO, D.M. NHIEU, ¢ S.D. PAULS

v — %u(p(u,v)
=0(s)+F(s)u + #uz - %u(p(u,v)

Yz(S)yé(S)>

Y1(s)
ey Lya(s)
) (y2(s) —ryi(s)) 27005)

- %()Q(S) ) (i (s) +7Ys(s))  (by (5.8), (5.6) and (5.9))

= hy(s) — %M(S) (YI(S) +

y2(8)y3(s)
Y1(s)

+ (yl(s) + (y2(s) —ry((s))?

= ho(s) — gy(S) -y’ (s)

which is the third component of L. O
Finally, we turn to the proof of Theorem C.

Proof of Theorem C. Since S is not itself a vertical plane, Lemma 5.3 guar-
antees the existence of a point go € S and a neighborhood N of gy such that
N can be written as a graph over the plane t = 0. Theorem 5.1 then provides
the necessary parameterization of such a neighborhood by the map £ whose do-
main is R X J. Lemmas 5.8, 5.10 and Proposition 5.9 then show that the portion
L(R X J) C § can be reparameterized to conform to Definition 1.6 hence, estab-
lishing the required 6-graphical strip. o

Combining this with Theorem C, we can now easily prove our main result of
Bernstein type, i.e., Theorem A.

Proof of Theorem A. Suppose S is a C? complete embedded noncharacteristic
minimal surface without boundary which is not a vertical plane. Then, Theorem
C shows that S contains an intrinsic graphical strip, So, and thus, by Theorem B,
So, and hence S, is not stable. O
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