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#### Abstract

In this article we establish an estimate, in terms of subelliptic $p$-capacity, for the modulus of continuity at the boundary of the solution to the Dirichlet problem associated to a class of subelliptic quasilinear equations. We infer from it the sufficiency part of a Wiener type criterion for the regularity of boundary points.


1. Introduction. Over the last decade, the study of nonelliptic equations arising from general families of non-commuting vector fields has undergone a great development. In spite of the formidable progress, there is still much to discover concerning the basic properties of solutions to these classes of equations. Consider a family of $C^{\infty}$ vector fields $X_{1}, \ldots, X_{m}$ in $\mathbf{R}^{n}, n \geq 3$, and assume that Hörmander's finite rank condition $[\mathrm{H}]$ is satisfied

$$
\operatorname{rank} \operatorname{Lie}\left[X_{1}, \ldots, X_{m}\right]=n
$$

at each $x \in \mathbf{R}^{n}$. In this note we are concerned with a class of nonlinear equations that naturally arise in the study of quasiregular mappings on stratified Lie groups, also known as Carnot groups [P]. Our purpose is to establish a quantitative estimate at the boundary for the solution to the Dirichlet problem. The model equation we have in mind is the so-called subelliptic $p$-Laplacian

$$
\begin{equation*}
\sum_{j=1}^{m} X_{j}^{*}\left(|X u|^{p-2} X u\right)=0 \tag{1.1}
\end{equation*}
$$

where $X_{j}^{*}$ denotes the formal adjoint of $X_{j}, X u=\left(X_{1} u, \ldots, X_{m} u\right)$ is the subelliptic gradient of $u$ and $1<p<\infty$ is fixed. We stress that (1.1) is the Euler-

[^0]Lagrange equation of the Sobolev functional

$$
J_{p}(u)=\int|X u|^{p} d x
$$

When $p=2$, (1.1) reduces to the Hörmander type equation

$$
\begin{equation*}
\sum_{j=1}^{m} X_{j}^{*} X_{j} u=0 \tag{1.2}
\end{equation*}
$$

A major achievement in the study of (1.2) came in 1985 with Nagel, Stein and Wainger's famous paper [NSW], in which the following estimate for the CarnotCaratheodory metric balls was proved: For every $K \Subset \mathbf{R}^{n}$ there exist positive constants $C, R_{0}$ and $Q$ such that, for any $x \in K, 0<r \leq R_{0}$, and $0<t<1$,

$$
\begin{equation*}
\left|B_{d}(x, t r)\right| \geq C t^{Q}\left|B_{d}(x, r)\right| \tag{1.3}
\end{equation*}
$$

Here and in the sequel, $B_{d}(x, r)=\left\{y \in \mathbf{R}^{n} \mid d(x, y)<r\right\}$ is the ball relative to the control distance $d$ associated to the vector fields $X_{1}, \ldots, X_{m}$. We note that (1.3) constitutes an ad hoc substitute for rescaling. The number $Q$ plays the role of a dimension in the local analysis of (1.2). It will be called the homogeneous dimension of $K$ with respect to the family $X_{1}, \ldots, X_{m}$. It is (1.3), together with the pointwise behaviour of the fundamental solutions of (1.2), found independently in [SC] and [NSW], that has made possible the development mentioned above.

Throughout the paper we will work with a different family of "balls" $B(x, r)$, which are better fitted to the subelliptic geometry. The latter are defined as properly rescaled level sets of the fundamental solution $\Gamma(x, y)$ of (1.2); see (2.3) below. Among their main features we note that they are equivalent to the metric balls $B_{d}(x, r)$, and, furthermore, they support appropriate cut-off functions.

One important motivation for the study of equation (1.1) comes from the theory of quasiregular and quasiconformal mappings on stratified, nilpotent Lie groups; see [KR1], $[\mathrm{KR} 2],[\mathrm{P}],[\mathrm{HH}]$. In this connection, a relevant question is that of the boundary behaviour of solutions to the Dirichlet problem. In this paper we give a sufficient condition, in terms of subelliptic $p$-capacity, for the regularity of a boundary point, see Theorem 3.8 below. The latter is, in fact, a corollary of Theorem 3.1 which also implies the Hölder continuity at the boundary for solutions to the Dirichlet problem.

When $m=n$ and $X_{j}=\partial / \partial x_{j}$, our result recovers the sufficient part of Wiener's criterion for the standard $p$-Laplacian, proved by Maz'ya in [M]. Our approach is based on the interesting adaptation of [M] given in [HKM]. Yet, despite the similarities, several basic questions have only recently been settled and many are still left open. We mention, for instance, the subelliptic Sobolev embedding with sharp exponents and the Harnack inequality; see [CDG1], [CDG2]. In this respect we point out that, working considerably harder, we could have
treated a wider class of equations in the spirit of the results in [GZ]. However, in order to keep the presentation as simple as possible, we have chosen to confine the discussion to the significant class (2.1).

It is worth noting that our result finds an interesting application to the class of nontangentially accessible domains with respect to the Carnot-Carathéodory metric.

The plan of the paper is as follows. In Section 2, we collect most of the results that constitute the building blocks of the paper. Section 3 contains the proof of the main theorem.

Finally, we would like to thank the referee for his/her careful reading of the paper and for several valuable comments.
2. Some preliminary results. In this section, we introduce some definitions and results that will be needed in the sequel. We consider the equation

$$
\begin{equation*}
\sum_{j=1}^{m} X_{j}^{*} A_{j}(x, X u)=0 \tag{2.1}
\end{equation*}
$$

where $A=\left(A_{1}, \ldots, A_{m}\right): \mathbf{R}^{n} \times \mathbf{R}^{m} \rightarrow \mathbf{R}^{m}$ is a measurable function satisfying the following assumptions: The mapping $x \rightarrow A(x, \xi)$ is measurable for all $\xi \in$ $\mathbf{R}^{m}$, the mapping $\xi \rightarrow A(x, \xi)$ is continuous for a.e. $x \in \mathbf{R}^{n}$ and, moreover, there exist $p \in(1, \infty)$ and $C_{0}>0$ such that

$$
\begin{align*}
& |A(x, \xi)| \leq C_{0}|\xi|^{p-1} \\
& A(x, \xi) \cdot \xi \geq|\xi|^{p} \\
& A(x, t \xi)=t|t|^{p-2} A(x, \xi)  \tag{2.2}\\
& (A(x, \xi)-A(x, \zeta)) \cdot(\xi-\zeta)>0
\end{align*}
$$

for every $x \in \mathbf{R}^{n}, \xi, \zeta \in \mathbf{R}^{m}, \xi \neq \zeta$ and $t \in \mathbf{R}-\{0\}$. Clearly, when

$$
A_{j}(x, \xi)=A_{j}(\xi)=|\xi|^{p-2} \xi_{j}, \quad j=1, \ldots, m
$$

one recovers Equation (1.1).
Solutions to (2.1) shall be interpreted in a suitable weak sense. Throughout the paper $\Omega$ will denote a bounded open set in $\mathbf{R}^{n}$ and $Q$ will be the homogeneous dimension of $\Omega$ relative to $X_{1}, \ldots, X_{m}$.

Let $S^{1, p}(\Omega)$ (respectively $\stackrel{\circ}{S}^{1, p}(\Omega)$ ) denote the completion of the set

$$
\left\{u \in \operatorname{Lip}(\Omega)\left(\operatorname{resp} . \operatorname{Lip}_{0}(\Omega)\right) \mid\|u\|_{S^{1, p}(\Omega)}<\infty\right\}
$$

in the norm

$$
\|u\|_{S^{1, p}(\Omega)}=\left[\int_{\Omega}\left(|u|^{p}+|X u|^{p}\right) d x\right]^{1 / p}
$$

We say that $u \in S^{1, p}(\Omega)$ is a (weak) solution of (2.1) if

$$
\sum_{j=1}^{m} \int_{\Omega} A_{j}(x, X u) X_{j} \varphi d x=0
$$

for each $\varphi \in \stackrel{\circ}{S}^{1, p}(\Omega)$. At this point, it is worth emphasizing the link between the metric balls $B_{d}(x, r)$ and appropriate level sets of the fundamental solution of (1.2). One of the main results in [NSW] is the following: For every bounded set $U \subset \mathbf{R}^{n}$ there exist $C>0$ and $R_{0}>0$, such that for any $x \in U$ and $0<r \leq R_{0}$,

$$
C \Lambda(x, r) \leq\left|B_{d}(x, r)\right| \leq C^{-1} \Lambda(x, r)
$$

where $\Lambda(x, r)$ is a polynomial function in $r$ with nonnegative coefficients. In particular, the degree of $\Lambda(x, r)$ is bigger than or equal to $n$ and less than or equal to $Q$. Thereby, the function $r \mapsto \Lambda(x, r) / r^{2}$ is increasing. We let

$$
E(x, r)=\frac{\Lambda(x, r)}{r^{2}}
$$

and denote by $F(x, r)$ its inverse. We now introduce the sets

$$
\begin{equation*}
B(x, r)=\left\{y \in \mathbf{R}^{n} \left\lvert\, \Gamma(x, y)>\frac{1}{E(x, r)}\right.\right\} \tag{2.3}
\end{equation*}
$$

where $\Gamma(x, y)$ is the fundamental solution of (1.2). The following facts were proved in [CGL]:

$$
\begin{align*}
& B_{d}\left(x, \frac{r}{a}\right) \subseteq B(x, r) \subseteq B_{d}(x, a r)  \tag{2.4}\\
& C d(x, y) \leq F\left(x, \Gamma(x, y)^{-1}\right) \leq C^{-1} d(x, y) \tag{2.5}
\end{align*}
$$

for every $x \in K \Subset \Omega, y$ such that $d(x, y) \leq R_{0}$, with $C, R_{0}$, and $a$ depending on $K$. We stress that despite the notation, the sets $B(x, r)$ are not balls in a metric. Nonetheless, thanks to (2.4), (2.5), they can be effectively used as such. For our purposes it is important to observe that (1.3) continues to hold with the metric balls $B_{d}(x, r)$ replaced by the sets $B(x, r)$, namely,

$$
\begin{equation*}
|B(x, t r)| \geq C t^{Q}|B(x, r)| \tag{2.6}
\end{equation*}
$$

whenever $x \in K \subset \Omega, 0<r \leq R_{0}, 0<t<1$.
The following important result, proved in [CGL], provides the strongest motivation for the introduction of the sets $B(x, r)$.

Lemma 2.1. Let $K \Subset \Omega$. There exists $R_{0}>0$ such that given any $B(x, s) \subset B(x, t) \subset K$, with $t \leq R_{0}$, one can find $\varphi \in C_{0}^{\infty}(B(x, t))$ with $\varphi \equiv 1$ in $B(x, s)$ and

$$
|X \varphi| \leq \frac{C}{t-s}
$$

Here, $C>0$ is independent of $x, s$, and $t$.

In the sequel we shall need some results from [D], [CDG1], [CDG2].
We begin with recalling the notion of metric fractional integration operator of order $\alpha \in(0, Q]$ :

$$
\begin{equation*}
I_{\alpha}(f)(y)=\int_{B_{R}}|f(\xi)| \frac{d(y, \xi)^{\alpha}}{|B(y, d(y, \xi))|} d \xi \tag{2.7}
\end{equation*}
$$

where $B_{R}=B(x, R) \subset \Omega$ and $y \in B_{R}$. The following $L^{p}$-continuity result holds.
Theorem 2.1. Let $0<\alpha<Q$ and $1 \leq p \leq \infty$.
(i) If $p>1$, then $I_{\alpha}$ maps $L^{p}\left(B_{R}\right)$ continuously into $L^{q}\left(B_{R}\right)$, with $0 \leq 1 / p-$ $1 / q \leq \alpha / Q$. Moreover, there exist $C>0$ and $R_{0}>0$ such that for any $R \leq R_{0}$, we have

$$
\left(\frac{1}{\left|B_{R}\right|} \int_{B_{R}}\left|I_{\alpha}(f)(x)\right|^{q} d x\right)^{1 / q} \leq C R^{\alpha}\left(\frac{1}{\left|B_{R}\right|} \int_{B_{R}}|f(x)|^{p} d x\right)^{1 / p}
$$

for every $f \in L^{p}\left(B_{R}\right)$.
(ii) $I_{\alpha}$ maps continuously $L^{1}\left(B_{R}\right)$ into $L^{Q /(Q-\alpha), \infty}\left(B_{R}\right)$. Moreover, there exist $C>0$ and $R_{0}>0$ such that for any $R \leq R_{0}, f \in L^{1}\left(B_{R}\right)$ and $\lambda>0$,

$$
\left|\left\{x \in B_{R} \mid I_{\alpha}(f)(x)>\lambda\right\}\right| \leq C \lambda^{-q} R^{\alpha Q}\left|B_{R}\right|^{1-q}\|f\|_{L^{1}\left(B_{R}\right)}^{q}
$$

where $q=Q /(Q-\alpha)$.
Theorem 2.1 is the first crucial step in proving the geometric Sobolev embedding.

Theorem 2.2. Let $U \subset \mathbf{R}^{n}$ be a bounded set. There exist two positive constants $C$ and $R_{0}$ such that for any $x_{0} \in U, B_{R}=B\left(x_{0}, R\right)$, with $0<R \leq R_{0}$, and any $u \in \stackrel{\circ}{S^{1,1}}\left(B_{R}\right)$ one has

$$
\left(\frac{1}{\left|B_{R}\right|} \int_{B_{R}}|u|^{k} d x\right)^{1 / k} \leq C R\left(\frac{1}{\left|B_{R}\right|} \int_{B_{R}}|X u| d x\right)
$$

where $1 \leq k \leq Q /(Q-1)$.
It is worth noting that from Theorem 2.2 one can easily infer the embedding

$$
\begin{equation*}
\stackrel{\circ}{S}^{1, p}(\Omega) \hookrightarrow L^{p Q /(Q-p)}(\Omega) \tag{2.8}
\end{equation*}
$$

for all $p \in[1, Q)$. An important consequence of (2.8) is the fact that a subset of $\mathbf{R}^{n}$ of vanishing ( $X, p$ )-capacity (see Definition 2.1. below) has also zero Lebesgue measure.

Finally, we have the following result:

Theorem 2.3. (Harnack Inequality) Let $1<p \leq Q$ and assume that $U \subset$ $\mathbf{R}^{n}$ is a bounded open set. Let $u \in S^{1, p}(U)$ be a nonnegative solution to (2.1). Then there exist $C>0$ and $R_{0}>0$ such that for each $B_{R}=B(x, R), B_{4 R} \subseteq U$ and $R \leq R_{0}$,

$$
\underset{B_{R}}{\operatorname{esssup}} u \leq C \underset{B_{R}}{\operatorname{essinf}} u
$$

From Theorem 2.3 one can infer, in a classical fashion, the Hölder continuity of solutions with respect to the $\left(X_{1}, \ldots, X_{m}\right)$-control distance:

Theorem 2.4. Let $u \in S^{1, p}(U)$ be a weak solution to (2.1), and suppose $\operatorname{esssup}_{U}|u|=M<\infty$. Then, there exist $C>0$ and $0<\alpha<1$, depending on $U$ and $M$, such that

$$
\operatorname{esssup}_{x, y \in U} \frac{|u(x)-u(y)|}{d(x, y)^{\alpha}} \leq C
$$

Let us draw some consequences of these theorems. We omit their proofs, since they are essentially a step by step imitation of classical arguments. The first one is a maximum principle for solutions of (2.1).

Theorem 2.5. Let $u \in S^{1, p}(\Omega)$ be a solution of (2.1). Then either $u$ is constant in $\Omega$ or it cannot attain its maximum or minimum in $\Omega$.

The next result is a comparison lemma for solutions of (2.1).
Lemma 2.6. Let $u$, $v \in S^{1, p}(\Omega)$ be solutions of the equation (2.1). Assume $\min (u-v, 0) \in \stackrel{\circ}{S}^{1, p}(\Omega)$. Then $u \geq v$ a.e. in $\Omega$.

Finally, the structural conditions (2.2) imply that solutions of (2.1) enjoy the quasiminimizing property, as stated in the following lemma.

Lemma 2.7. Let $u \in S^{1, p}(\Omega)$ be a solution to (2.1) and assume $u-\varphi \in$ $\stackrel{\circ}{S}^{1, p}(\Omega)$. Then

$$
\int_{\Omega}|X u|^{p} d x \leq C_{0}^{p} \int_{\Omega}|X \varphi|^{p} d x
$$

where $C_{0}$ is as in (2.2).
We now turn our attention to some fine properties of the subelliptic Sobolev spaces $S^{1, p}(\Omega)$. At this point, we introduce the notion of subelliptic $p$-capacity.

Definition 2.1. Let $K \subset \Omega$ be a compact set. We let

$$
\operatorname{cap}_{p}(K, \Omega)=\inf \left\{\int_{\Omega}|X u|^{p} d x \mid u \in C_{0}^{\infty}(\Omega), u \geq 1 \text { in } K\right\}
$$

The $(X, p)$-capacity of an arbitrary set $E \subseteq \Omega$ in $\Omega$ is

$$
\operatorname{cap}_{p}(E, \Omega)=\inf _{\substack{G \subseteq \Omega \text { open } \\ E \subseteq G}} \sup _{\substack{K \subset G \\ K \text { compact }}} \operatorname{cap}_{p}(K, \Omega) .
$$

The following definition will also be needed.
Definition 2.2. Let $B$ be any ball containing $\bar{\Omega}$.
(i) We say that $u: \Omega \rightarrow \mathbf{R} \cup\{\infty\}$ is (X,p)-quasicontinuous in $\Omega$ if for every $\varepsilon>0$ there exists an open set $G \subseteq \Omega$ such that $\operatorname{cap}_{p}(G, B)<\varepsilon$ and $\left.u\right|_{\Omega \backslash G}$ is real-valued and continuous;
(ii) A sequence of functions $\psi_{j}: \Omega \rightarrow \mathbf{R}$ is said to converge ( $X, p$ )-quasiuniformly in $\Omega$ to a function $\psi$ if for every $\varepsilon>0$ there exists an open set $G \subseteq \Omega$ such that $\operatorname{cap}_{p}(G, B)<\varepsilon$ and $\psi_{j} \rightarrow \psi$ uniformly in $\Omega \backslash G$.

The first result is a characterization of elements of $S^{1, p}(\Omega)$ in terms of $(X, p)-$ quasicontinuous functions. Its proof is a generalization to the subelliptic context of the one in $[F]$.

Theorem 2.8. Let $\left\{\varphi_{j}\right\}$ be a sequence of functions in $C(\Omega) \cap S^{1, p}(\Omega)$ and assume it is Cauchy in $S^{1, p}(\Omega)$. Then there exists a subsequence $\left\{\varphi_{k_{j}}\right\}$ converging ( $X, p$ )-quasiuniformly to a function $u \in S^{1, p}(\Omega)$.

An immediate consequence of Theorem 2.8 is the following.
Corollary 2.9 Let $u \in S^{1, p}(\Omega)$. Then there exists a (X,p)-quasicontinuous function $v \in S^{1, p}(\Omega)$ such that $u=v$ a.e.

The last result in this section is a characterization of functions in ${ }^{\circ}{ }^{1, p}(\Omega)$ in terms of $(X, p)$-quasicontinuity. In the Euclidean context it is due to Bagby [B]. We recall that a property is said to hold $(X, p)$-quasieverywhere if it holds except on a set of $(X, p)$-capacity zero and that $\Omega^{c}$ denotes the complement of $\Omega$ in $\mathbf{R}^{n}$.

Theorem 2.10. Let $u \in S^{1, p}(\Omega)$. Then $u \in \stackrel{\circ}{S}^{1, p}(\Omega)$ if, and only if, there exists a $(X, p)$-quasicontinuous function $v$ defined on all of $\mathbf{R}^{n}$ such that $v=u$ a.e. in $\Omega$ and $v=0(X, p)$-quasieverywhere in $\Omega^{c}$.
3. Boundary behaviour of Dirichlet functions. The main result in this section is an estimate, in terms of ( $X, p$ )-capacity, of the modulus of continuity at boundary points for solutions of the Dirichlet problem relative to the equation (2.1). Namely, we have the following.

Theorem 3.1. Let $1<p \leq Q$ and $f \in S^{1, p}(\Omega) \cap C(\bar{\Omega})$. Consider the solution $u$ of the Dirichlet problem

$$
\left\{\begin{array}{l}
\sum_{j=1}^{m} X_{j}^{*} A_{j}(x, X u)=0,  \tag{3.1}\\
u-f \in \stackrel{\circ}{S^{1, p}}(\Omega),
\end{array}\right.
$$

and let $x_{0} \in \partial \Omega, R_{0} \geq 0,0<r \leq \rho \leq R_{0} / 2$. Then there exists a constant $C>0$, depending only on the vector fields $X_{1}, \ldots, X_{m}$, on $\Omega$, $p$ and $C_{0}$ (here $p$ and $C_{0}$ are as in (2.2)), such that

$$
\begin{aligned}
& \operatorname{osc}\left(u, \Omega \cap B\left(x_{0}, r\right)\right) \leq \operatorname{osc}\left(f, \partial \Omega \cap \overline{B\left(x_{0}, 2 \rho\right)}\right) \\
& \quad+\operatorname{osc}(f, \partial \Omega) \exp \left(-C \int_{r}^{\rho}\left[\frac{\operatorname{cap}_{p}\left(\Omega^{c} \cap B\left(x_{0}, t\right), B\left(x_{0}, 2 t\right)\right)}{\operatorname{cap}_{p}\left(B\left(x_{0}, t\right), B\left(x_{0}, 2 t\right)\right)}\right]^{1 /(p-1)} \frac{d t}{t}\right) .
\end{aligned}
$$

We explicitly remark that existence and uniqueness of the solution to (3.1) can be proved using the theory of monotone operators, analogously to the euclidean case (see [HKM, Appendix I]).

The proof of Theorem 3.1 will be achieved in several steps. We begin with a definition.

Definition 3.1. Let $K \subset \Omega$ be a compact set and let $f \in C_{0}^{\infty}(\Omega)$ be such that $f \equiv 1$ in $K$. The solution to the Dirichlet problem (3.1) in $\Omega \backslash K$ with boundary values $f$ is called the $(A, X, p)$-potential of $K$ in $\Omega$ and is denoted by $R(K, \Omega)$.

It is easy to check that the definition is well posed, i.e., it does not depend on the choice of the function $f$.

The following capacitary estimate of level sets of a $(A, X, p)$-potential is the first basic step in the proof of Theorem 3.1.

Lemma 3.2. Let $K \subset \Omega$ be a compact set and let $u=R(K, \Omega)$. Define, for $0<\gamma<1, K_{\gamma}=\{x \in \Omega \mid u(x) \geq \gamma\}$. Then,

$$
\frac{1}{C_{0}^{p+1}} \gamma^{p-1} \operatorname{cap}_{p}\left(K_{\gamma}, \Omega\right) \leq \operatorname{cap}_{p}(K, \Omega) \leq C_{0}^{p+1} \gamma^{p-1} \operatorname{cap}_{p}\left(K_{\gamma}, \Omega\right)
$$

where $C_{0}$ is the same constant as in (2.2).

Proof. It is completely similar to that of an analogous statement in [HKM, pg. 116] for the Euclidean case. For the sake of brevity, we confine ourselves to give an outline and refer the reader to that source for further details.

We claim that the following estimate holds:

$$
\begin{equation*}
C_{0}^{-p} \int_{\{u<\gamma\}}|X u|^{p} d x \leq \gamma^{p} \operatorname{cap}_{p}\left(K_{\gamma}, \Omega\right) \leq \int_{\{u<\gamma\}}|X u|^{p} d x \tag{3.2}
\end{equation*}
$$

In order to prove the second inequality in (3.2), fix $\varepsilon>0$ and let $K \subseteq C_{1} \subseteq$ $C_{2} \subseteq \ldots \subseteq K_{\gamma}$, where the $C_{j}$ 's are compact sets. Pick $u_{j} \in C_{0}^{\infty}(\Omega)$ such that $u_{j} \equiv 1$ in $C_{j}, 0 \leq u_{j} \leq 1$ and

$$
\int_{\Omega}\left|X u_{j}\right|^{p} d x \leq \operatorname{cap}_{p}\left(C_{j}, \Omega\right)+\varepsilon
$$

Theorem 2.10 allows to show that

$$
\operatorname{cap}_{p}\left(C_{j}, \Omega\right) \leq \int_{\Omega \backslash C_{j}} \gamma^{-p}|X u|^{p} d x
$$

A limiting argument yields the second part of the claim. In order to establish the first inequality in (3.2) we observe that, by a standard functional analysis argument, there exist a subsequence $\left\{v_{k}\right\}$ of $\left\{u_{j}\right\}$ and a function $v \in \stackrel{\circ}{S}^{1, p}(\Omega)$ such that $v_{k}$ converges to $v$ in $\stackrel{\circ}{S}^{1, p}(\Omega)$ and

$$
\int_{\Omega}\left|X v_{k}\right|^{p} d x \leq \operatorname{cap}_{p}\left(C_{k}, \Omega\right)+\varepsilon
$$

This implies

$$
\int_{\Omega}|X v|^{p} d x \leq \operatorname{cap}_{p}\left(K_{\gamma}, \Omega\right)+\varepsilon
$$

By Theorem 2.8 we may assume that $v$ is $(X, p)$-quasicontinuous and $v=1$ $(X, p)$-quasieverywhere in $K_{\gamma}$. Therefore, Theorem 2.10 guarantees that $u-\gamma v \in$ $\stackrel{\circ}{S^{1, p}}\left(\Omega \backslash K_{\gamma}\right)$. An application of Lemma 2.7 concludes the proof of the claim.

Now, observe that $\min (u / \gamma, 1)-u \in \stackrel{\circ}{S}^{1, p}(\Omega \backslash K)$ by Theorem 2.10. Keeping this in mind, together with (3.2) and the structural assumptions (2.2), we obtain

$$
\begin{aligned}
\operatorname{cap}_{p}\left(K_{\gamma}, \Omega\right) & \leq \gamma^{-p} \int_{\{u<\gamma\}}|X u|^{p} d x \leq \gamma^{-p} \sum_{j=1}^{m} \int_{\{u<\gamma\}} A_{j}(x, X u) X_{j} u d x \\
& \leq \gamma^{1-p} \sum_{j=1}^{m} \int_{\Omega} A_{j}(x, X u) X_{j} \min \left(\frac{u}{\gamma}, 1\right) d x \\
& \leq C_{0} \gamma^{1-p} \int_{\Omega}|X u|^{p} d x \leq C_{0}^{p+1} \gamma^{1-p} \operatorname{cap}_{p}(K, \Omega)
\end{aligned}
$$

The first inequality in the lemma can be proved analogously.
Another crucial ingredient in the proof of Theorem 3.1 is an estimate, again in $(X, p)$-capacitary terms, of an "annular" condenser. As it is well known, such estimates play an important role in partial differential equations as well as in the study of quasiregular mappings.

Lemma 3.3. There exist two positive constants $R_{0}$ and $C$ such that, given $B(x, t r) \Subset \Omega, r<t r \leq R_{0}$,

$$
\frac{1}{C}|B(x, r)| r^{-p} \leq \operatorname{cap}_{p}(B(x, r), B(x, t r)) \leq C|B(x, r)| r^{-p}
$$

The constant $C$ depends only on $\Omega$, on the vector fields $X_{1}, \ldots, X_{m}$, on $t$ and $p$.

Proof. By Lemma 2.1, there exists a function $\psi \in C_{0}^{\infty}(B(x, t r))$ such that $0 \leq \psi \leq 1, \psi \equiv 1$ in $B(x, r)$, and $|X \psi| \leq C / r(t-1)$.

We have

$$
\operatorname{cap}_{p}(B(x, r), B(x, t r)) \leq \int_{B(x, t r)}|X \psi|^{p} d x \leq \frac{C}{r^{p}(t-1)^{p}}|B(x, t r)|
$$

Now, by (2.6),

$$
|B(x, r)|=\left|B\left(x, \frac{1}{t} t r\right)\right| \geq C t^{-Q}|B(x, t r)|
$$

and, therefore,

$$
\operatorname{cap}_{p}(B(x, r), B(x, t r)) \leq \frac{C t^{Q}}{r^{p}(t-1)^{p}}|B(x, r)|
$$

On the other hand, let $u \in C_{0}^{\infty}(B(x, t r)), u \geq 1$ in $B(x, r)$. The following representation formula holds (see [D]):

$$
|u(y)| \leq C I_{1}(|X u|)(y), \quad y \in B(x, t r)
$$

where $I_{1}$ is as in (2.7).
Invoking Theorem 2.1, we conclude

$$
\begin{aligned}
|B(x, r)| \leq \int_{B(x, t r)}|u(y)|^{p} d y & \leq C \int_{B(x, t r)}\left|I_{1}(|X u|)(y)\right|^{p} d y \\
& \leq C(t r)^{p} \int_{B(x, t r)}|X u|^{p} d y
\end{aligned}
$$

which implies

$$
\operatorname{cap}_{p}(B(x, r), B(x, t r)) \geq C t^{-p} r^{-p}|B(x, r)|
$$

This completes the proof.

We explicitly remark that, although Lemma 3.3 is a special case of more general and delicate ( $X, p$ )-capacitary estimates found in [CDG3], its short direct proof involves some tools which in the subelliptic setting are rather sophisticated.

The first important consequence of Lemmas 3.2 and 3.3 is an estimate which relates the values of a $(A, X, p)$-potential to a $(X, p)$-capacitary density formula. In the course of its proof we will need the following covering lemma, see e.g. [CW, pg. 69].

Lemma 3.4. There exist two positive constants $R_{0}$ and $K$ such that for each $r \leq R_{0}$ it is possible to find a covering $\left\{B_{d}\left(x_{j}, K r\right)\right\}$ of $\Omega$ such that the balls $\left\{B_{d}\left(x_{j}, r\right)\right\}$ are pairwise disjoint.

Remark 3.5 By means of (2.4) and (2.5), the conclusion of Lemma 3.4 continues to hold when the metric balls $B_{d}\left(x_{j}, r\right)$ are replaced by the sets $B\left(x_{j}, r\right)$ defined in (2.3). We note explicitly that there exists a number $M$, depending only on the doubling constant $C$ in (2.6), such that any $x_{0} \in \Omega$ belongs to at most $M$ balls $B\left(x_{j}, K r\right)$.

Lemma 3.6. Let $K \subset B_{r}=B\left(x_{0}, r\right) \subseteq \Omega$ be a compact set, with $2 r \leq R_{0}$, and let $u=R\left(K, B_{2 r}\right)$. Then

$$
u(x) \geq C\left(\frac{\operatorname{cap}_{p}\left(K, B_{2 r}\right)}{\operatorname{cap}_{p}\left(B_{r}, B_{2 r}\right)}\right)^{1 /(p-1)}
$$

for each $x \in B_{r}$ and for a suitable constant $C=C\left(X_{1}, \ldots, X_{m}, \Omega, C_{0}, p\right)>0$.

Proof. Let $M=\max _{\partial B_{3 / 2 r}} u, m=\min _{\partial B_{3 / 2 r}} u$. Without loss of generality, we may assume $M>0$. By virtue of the Harnack inequality (Theorem 2.3), Lemma 3.4 and Remark 3.5, we have

$$
M \leq C m
$$

An application of Lemma 3.2 implies

$$
\begin{align*}
\operatorname{cap}_{p}\left(K, B_{2 r}\right) & \leq C M^{p-1} \operatorname{cap}_{p}\left(\{u \geq M\}, B_{2 r}\right)  \tag{3.3}\\
& \leq C m^{p-1} \operatorname{cap}_{p}\left(\{u \geq M\}, B_{2 r}\right) .
\end{align*}
$$

Let us show that the set $\{u \geq M\}$ is contained in $\bar{B}_{3 / 2 r}$. By contradiction, let us assume that there exists $\bar{x} \in B_{2 r} \backslash \bar{B}_{3 / 2 r}$ such that $u(\bar{x}) \geq M$. Since $\min (M-u, 0) \in \stackrel{\circ}{S}^{1, p}\left(B_{2 r} \backslash \bar{B}_{3 / 2 r}\right)$ by Theorem 2.10, Lemma 2.6 guarantees that $M \geq u$ in $B_{2 r} \backslash \bar{B}_{3 / 2 r}$. In particular, $u(\bar{x})=M$. But this contradicts the maximum principle (Theorem 2.5). Hence,

$$
\begin{equation*}
\operatorname{cap}_{p}\left(\{u \geq M\}, B_{2 r}\right) \leq \operatorname{cap}_{p}\left(\bar{B}_{3 / 2 r}, B_{2 r}\right) . \tag{3.4}
\end{equation*}
$$

Lemma 3.3 yields

$$
\begin{equation*}
\operatorname{cap}_{p}\left(B_{r}, B_{2 r}\right) \simeq\left|B_{r}\right| r^{-p} \simeq \operatorname{cap}_{p}\left(B_{3 / 2 r}, B_{2 r}\right) . \tag{3.5}
\end{equation*}
$$

From (3.3), (3.4), and (3.5) we infer

$$
\operatorname{cap}_{p}\left(K, B_{2 r}\right) \leq C m^{p-1} \operatorname{cap}_{p}\left(B_{r}, B_{2 r}\right) .
$$

Invoking Lemma 2.6 again, we conclude

$$
u(x) \geq C\left(\frac{\operatorname{cap}_{p}\left(K, B_{2 r}\right)}{\operatorname{cap}_{p}\left(B_{r}, B_{2 r}\right)}\right)^{1 /(p-1)} .
$$

One can infer from Lemma 3.6 the following result.

Lemma 3.7. Let $x_{0} \in \partial \Omega, 0<\rho \leq R_{0} / 2$, and let

$$
v=1-R\left(\Omega^{c} \cap B\left(x_{0}, \rho\right), B\left(x_{0}, 2 \rho\right)\right)
$$

Then, for each $r \leq \rho$,

$$
v \leq \exp \left(-C \int_{r}^{\rho} \varphi_{p}\left(x_{0}, \Omega^{c}, t\right)^{1 /(p-1)} \frac{d t}{t}\right)
$$

in $B\left(x_{0}, r\right)$, where $C$ is a positive constant depending only on $X_{1}, \ldots, X_{m}, \Omega, p$ and $C_{0}$ and

$$
\varphi_{p}\left(x_{0}, \Omega^{c}, t\right)=\frac{\operatorname{cap}_{p}\left(\Omega^{c} \cap B\left(x_{0}, t\right), B\left(x_{0}, 2 t\right)\right)}{\operatorname{cap}_{p}\left(B\left(x_{0}, t\right), B\left(x_{0}, 2 t\right)\right.}
$$

Proof. Since our proof is similar to the one in [HKM, p. 120], we will omit here the lengthy details and refer to that source for a complete proof. Let $B_{\rho}=B\left(x_{0}, \rho\right)$. Fix $r \leq \rho$ and let $k \in \mathbf{N}$ be such that $2^{-k} \rho<r \leq 2^{1-k} \rho$. For $i \in \mathbf{N}$, let

$$
\begin{aligned}
v_{i} & =R\left(\Omega^{c} \cap \overline{B_{2^{1-i} \rho}}, B_{2^{2-i} \rho}\right), \\
a_{i} & =\varphi_{p}\left(x_{0}, \Omega^{c}, 2^{1-i} \rho\right)
\end{aligned}
$$

By Lemma 3.6

$$
\begin{equation*}
v_{i} \geq 1-\exp \left(-C a_{i}^{1 /(p-1)}\right) \text { in } B_{2^{1-i} \rho} \tag{3.6}
\end{equation*}
$$

Define recursively a sequence $\left\{u_{i}\right\}$ as follows:

$$
\begin{aligned}
& u_{1}=v \\
& u_{i}=\exp \left(C a_{i-1}^{1 /(p-1)}\right) u_{i-1}, \quad i=2,3, \ldots
\end{aligned}
$$

where $C$ is the constant appearing in Lemma 3.6. One can show by induction, using formula (3.6), that the following estimate holds:

$$
u_{i} \leq \exp \left(-C a_{i}^{1 /(p-1)}\right) \text { in } B_{2^{1-i} \rho}
$$

We then have

$$
v \leq \exp \left(-C \sum_{i=1}^{k} a_{i}^{1 /(p-1)}\right) \text { in } B_{2^{1-k} \rho}
$$

It is easy to infer the conclusion from this estimate.
We are now ready to prove Theorem 3.1
Proof of Theorem 3.1. Suppose, without loss of generality, $f\left(x_{0}\right)=0$. Let $\rho>0$ and let $v$ be as in Lemma 3.7. Consider the function

$$
s_{1}=v \max _{\partial \Omega} f+\max _{\partial \Omega \cap B\left(x_{0}, 2 \rho\right)} f
$$

Theorem 2.8 guarantees that $v$ can be assumed $(X, p)$-quasicontinuous in $\mathbf{R}^{n}$ and $v=1$ in $B\left(x_{0}, 2 \rho\right)^{c}$. Since $\max _{\partial \Omega} f \geq 0$, an application of Theorem 2.5 gives

$$
s_{1} \geq \max _{\partial \Omega} f \geq u \text { in } \partial B\left(x_{0}, 2 \rho\right) \cap \Omega
$$

Invoking Theorem 2.10, we recognize that $\min \left(s_{1}, u\right)-u \in \stackrel{\circ}{S}^{1, p}\left(\Omega \cap B\left(x_{0}, 2 \rho\right)\right)$. Therefore, by Lemma 2.6,

$$
\begin{equation*}
s_{1} \geq u \text { in } \Omega \cap B\left(x_{0}, 2 \rho\right) \tag{3.7}
\end{equation*}
$$

Analogously,

$$
\begin{equation*}
s_{2} \leq u \text { in } \Omega \cap B\left(x_{0}, 2 \rho\right) \tag{3.8}
\end{equation*}
$$

where

$$
s_{2}=\min _{\partial \Omega \cap \overline{B\left(x_{0}, 2 \rho\right)}} f+v \min _{\partial \Omega} f
$$

Hence,

$$
\begin{aligned}
\operatorname{osc}\left(u, \Omega \cap B\left(x_{0}, r\right)\right) & \leq \sup _{\Omega \cap B\left(x_{0}, r\right)} s_{1}-\inf _{\Omega \cap B\left(x_{0}, r\right)} s_{2} \\
& \leq \sup _{\Omega \cap B\left(x_{0}, r\right)} v \operatorname{osc}(f, \partial \Omega)+\operatorname{osc}\left(f, \partial \Omega \cap \overline{B\left(x_{0}, 2 \rho\right)}\right)
\end{aligned}
$$

The conclusion of the theorem follows immediately from Lemma 3.7.

At this point, we may introduce the notion of regular boundary point.
Definition 3.2. A point $x_{0} \in \partial \Omega$ is said to be regular if the solution $u$ of the Dirichlet problem (3.1) takes the limit value $f\left(x_{0}\right)$ in $x_{0}$ whenever $f \in$ $S^{1, p}(\Omega) \cap C(\bar{\Omega})$.

A sufficient condition for the regularity of boundary points can be deduced from the proof of Theorem 3.1.

Theorem 3.8. Let $x_{0} \in \partial \Omega$. If

$$
\begin{equation*}
\int_{0}^{1}\left[\frac{\operatorname{cap}_{p}\left(B\left(x_{0}, t\right) \cap \Omega^{c}, B\left(x_{0}, 2 t\right)\right)}{\operatorname{cap}_{p}\left(B\left(x_{0}, t\right), B\left(x_{0}, 2 t\right)\right)}\right]^{1 /(p-1)} \frac{d t}{t}=\infty \tag{3.9}
\end{equation*}
$$

then $x_{0}$ is regular.

Proof. Under the assumption $f\left(x_{0}\right)=0,(3.7)$ and (3.8) imply that $s_{1} \leq u \leq$ $s_{2}$ in $\Omega \cap B\left(x_{0}, 2 \rho\right)$. The conclusion follows from the fact

$$
s_{1}=\frac{\max }{\partial \Omega \cap \overline{B\left(x_{0}, 2 \rho\right)}} f, \quad s_{2}=\min _{\partial \Omega \cap \overline{B\left(x_{0}, 2 \rho\right)}} f
$$

in $B\left(x_{0}, r\right)$ for every $0<r \leq \rho$.

We now turn our attention to some applications of Theorems 3.1 and 3.8. We begin with a geometrical condition which guarantees the regularity of a boundary point.

Definition 3.3. $A$ set $E$ is said to have a corkscrew at $x_{0} \in \partial E$ if there exist two constants $c \geq 1$ and $r_{0}>0$ such that the ball $B\left(x_{0}, r\right)$ contains a ball $B(y, r / c) \subseteq E^{c}$ for any $r \in\left(0, r_{0}\right)$.

For instance, it is easy to check that nontangentially accessible domains (NTA), in the sense of Jerison and Kenig [JK], have a corkscrew at each boundary point. NTA domains in the subelliptic context are studied in [CG].

Theorem 3.8 yields the following regularity condition.
Theorem 3.9. If $\Omega$ has a corkscrew at $x_{0} \in \partial \Omega$, then $x_{0}$ is regular.

Proof. It suffices to show that if $\Omega$ has a corkscrew at $x_{0}$, then (3.9) holds. Let $0<r<r_{0}$ be fixed. Then $B\left(x_{0}, r\right)$ contains a ball $B\left(y, \frac{r}{c}\right) \subseteq \Omega^{c}$, with $c \geq 1$ independent of $r$. Using Lemma 3.3 and formula (2.6), we obtain

$$
\begin{aligned}
\operatorname{cap}_{p}\left(\Omega^{c} \cap B\left(x_{0}, r\right), B\left(x_{0}, 2 r\right)\right) & \geq \operatorname{cap}_{p}\left(B\left(y, \frac{r}{c}\right), B\left(x_{0}, 2 r\right)\right) \\
& \geq \operatorname{cap}_{p}\left(B\left(y, \frac{r}{c}\right), B(y, 3 r)\right) \\
& \geq C\left|B\left(y, \frac{r}{c}\right)\right| r^{-p} \\
& \geq C\left|B\left(x_{0}, 2 r\right)\right| r^{-p} \\
& \geq C \operatorname{cap}_{p}\left(B\left(x_{0}, r\right), B\left(x_{0}, 2 r\right)\right) .
\end{aligned}
$$

Hence,

$$
\frac{\operatorname{cap}_{p}\left(\Omega^{c} \cap B\left(x_{0}, r\right), B\left(x_{0}, 2 r\right)\right)}{\operatorname{cap}_{p}\left(B\left(x_{0}, r\right), B\left(x_{0}, 2 r\right)\right)} \geq C>0
$$

for $0<r<r_{0}$, and, therefore, (3.9) holds.

It is important to observe that, in general, boundary points of smooth domains in $\mathbf{R}^{n}$ are not regular. Hueber $[\mathrm{Hu}]$ has given examples of $C^{1, \alpha}$ domains in the Heisenberg group $\mathbf{H}^{n}$, with $n \geq 2$, which are not regular. In opposition to this, $C^{1,1}$ domains are regular in every $\mathbf{H}^{n}$ (see [CG]). In $[\mathrm{HaHu}]$ the authors consider an important class of model operators, namely the sublaplacians on stratified Lie groups. If $r$ denotes the number of commutators necessary to span the tangent space, then it is proved that if either the Lie algebra has three or more generators and $r \geq 3$, or it has two generators and $r \geq 5$, then there exist $C^{\infty}$ domains having at least one irregular boundary point.

In connection with Theorem 3.9 we mention that these examples fail to have a corkscrew at the point in question.

We conclude this paper addressing the question of the boundary Hölder continuity of solutions to (2.1). We introduce the notion of uniform $(X, p)$-thickness.

Definition 3.4. A set $E$ is said to be uniformly $(X, p)$-thick if there exist two positive constants $C$ and $R_{0}$ such that

$$
\frac{\operatorname{cap}_{p}\left(E \cap B\left(x_{0}, r\right), B\left(x_{0}, 2 r\right)\right)}{\operatorname{cap}_{p}\left(B\left(x_{0}, r\right), B\left(x_{0}, 2 r\right)\right)} \geq C
$$

for any $0<r<r_{0}$ and $x_{0} \in \partial E$.
We then have the following result:
Theorem 3.10. Suppose that $\Omega^{c}$ is uniformly $(X, p)$-thick with constants $C_{1}$ and $R_{0} \leq 1$. Let $u \in C(\bar{\Omega})$ be a solution to (2.1) in $\Omega$. If

$$
\begin{equation*}
|u(x)-u(y)| \leq M d(x, y)^{\delta} \tag{3.10}
\end{equation*}
$$

for all $x, y \in \partial \Omega$ and for some $M \geq 0,0<\delta \leq 1$, then there exist $M_{1} \geq 0$ and $\delta_{1}=\delta_{1}\left(Q, p, C_{0}, X_{1}, \ldots, X_{m}, \delta, C_{1}\right)>0$ such that

$$
\begin{equation*}
|u(x)-u(y)| \leq M_{1} d(x, y)^{\delta_{1}} \tag{3.11}
\end{equation*}
$$

for all $x, y \in \bar{\Omega}$.
We omit the proof of Theorem 3.10, since it can be deduced with obvious adaptations from that of the analogous result for the elliptic case, see [HKM, Thm. 6.44]. We just mention that it relies on the Harnack inequality and the ensuing Hölder continuity, and on Theorem 3.1.

We point out that it is implicit in the definition of a NTA domain that the complement satisfy the uniform ( $X, p$ )-thickness condition, see the proof of Theorem 3.9. Therefore, the next statement is an immediate consequence of Theorem 3.10.

Corollary 3.11 Assume that $\Omega$ is a NTA domain and let $u \in C(\bar{\Omega})$ be a solution to (2.1) in $\Omega$. There (3.10) implies (3.11).
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