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Abstract. Let \( u_1, u_2, \ldots, u_m \) be nonconstant uniform limits (on compact subsets) of \( A \)-harmonic functions in \( \{ x : |x| < R \} \subset \mathbb{R}^n \) where \( A \) satisfies certain elliptic structure conditions. The authors show that if there exists \( k \geq 0 \) such that (i) \( \{ x : u_i(x) < -k \} \cap \{ x : u_j(x) < -k \} = \emptyset \), (ii) \( |u_i^m - u_j^m| \leq \lambda \), and (iii) \( |u_i(0)| \leq \lambda \), for \( 1 \leq i, j \leq m \), then \( m \leq c \) where \( c \) depends only on the structure conditions and \( n \). As an application they show that their theorem provides a completely P.D.E. proof of Rickman's generalization of Pólya's theorem to quasiregular mappings.

1. Introduction

Let \( x = (x_1, \ldots, x_n) \) denote a point in Euclidean \( n \) space \( (\mathbb{R}^n) \), and put

\[
(x, y) = \sum_{i=1}^{n} x_i y_i, \quad x, y \in \mathbb{R}^n,
\]

\[
B(x, r) = \{ y : |y - x| < r \}, \quad r > 0, \quad x \in \mathbb{R}^n.
\]

Let \( E, \partial E, \) and \( |E| \) denote the closure, boundary, and Lebesgue \( n \) measure of \( E \). If \( g \) is a function on \( \mathbb{R}^n \), put \( M(r, g, x_0) = \sup_{B(x, r)} g \), \( g^+ = \max(g, 0) \) and

\[
\nabla g = \left( \frac{\partial g}{\partial x_1}, \frac{\partial g}{\partial x_2}, \ldots, \frac{\partial g}{\partial x_n} \right).
\]

Let \( L_p(\Omega), 1 \leq p \leq \infty \), be the usual space of Lebesgue measurable functions \( g \) on a domain \( \Omega \) with norm denoted by \( \|g\|_p \). Let \( W^{1,p}(\Omega) \) be the Sobolev space of functional elements with distributional gradients \( \nabla g \) and norm given by \( \|g\|_{W^{1,p}(\Omega)} = \|\nabla g\|_p + \|g\|_p \). We say that \( g \in W^{1,p}(\Omega) \) locally, provided \( g \in W^{1,p}(O) \) whenever \( O \) is an open set with \( \Omega \subseteq O \). We denote the space of functions with compact support in \( \Omega \) by \( C_0^\infty(\Omega) \), and set \( W^{1,p}(\Omega) \) equal to the closure in \( L_p(\Omega) \) of \( C_0^\infty(\Omega) \).

For fixed \( p, 1 < p < \infty \), suppose that \( A = A(x, \eta) \) is a function from \( \Omega \times \mathbb{R}^n \to \mathbb{R}^n \) with the following properties:
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For each \( \eta \in \mathbb{R}^n \), \( x \rightarrow A(x, \eta) \) is Lebesgue measurable, 
(b) For almost every \( x \in \Omega \) (with respect to Lebesgue \( n \) measure) \( \eta \rightarrow A(x, \eta) \) is continuous, 
(c) \( c_1 |(x+y)|^{n-\alpha} |\eta|^{\alpha} \leq A(x, \eta) - A(x, \xi) - A(x, \eta) \leq c_2 |(x+y)|^{n-\alpha} |\eta|^{\alpha} \), for almost every \( x \in \mathbb{R}^n \), whenever \( \xi \in \mathbb{R}^n \), \( \eta \in \mathbb{R}^n - \{0\} \), 
(d) \( |A(x, \eta)| \leq c_3 |\eta|^{\alpha} \) for almost every \( x \in \Omega \), whenever \( \eta \in \mathbb{R}^n \).

\( \nu \) is said to be a weak solution to \( \nabla \cdot [A(x, \nabla v(x))] = 0 \) in \( \Omega \), provided \( \nu \) is continuous on \( \Omega \), locally in \( W^{1,p}_0(\Omega) \) and

\[
\int_\Omega \left\{ A(x, \nabla \nu) \right\} \, dx = 0,
\]

when \( \psi \in C_{0}^{\infty}(\Omega) \). Note from (d) and Hölder's inequality that (1.1) remains true for \( \psi \in W^{1,p}_0(\Omega) \), whenever \( \Omega \) is open and \( \overline{\Omega} \subseteq \Omega \). We remark that solutions \( \nu \) as above are often called \( A \)-harmonic in the literature.

Next for fixed \( a, b, p_1, p_2 \) with \( 0 < a, b < \infty \), \( 1 < p_1 < p_2 < \infty \), let \( F(a, b; p_1, p_2; \Omega) \) denote the space of functions \( w \) on \( \Omega \) which are uniform limits (on compact subsets of \( \Omega \)) of sequences \( (u_k) \) satisfying: Each \( u_k \) is a weak solution to \( \nabla \cdot A^{(k)}(x, \nabla u_k(x)) = 0 \) in \( \Omega \); where \( A^{(k)} \) satisfies (a)–(d) with constants \( c_1(k), c_2(k), c_3(k), c_4(k) \) for \( k = 1, 2, \ldots \). In this paper we prove in Section 3:

**Theorem 1.** For fixed \( a, b, p_1, p_2 \) as above let \( u_1, u_2, \ldots, u_m \) be nonconstant functions in \( F(a, b; p_1, p_2; \Omega, [0, R]) \). Suppose for some \( \lambda \geq 0 \) that whenever \( 1 \leq i, j \leq m, i \neq j \),

(i) \( \{ x : u_i(x) < -\lambda \} \cap \{ x : u_j(x) < -\lambda \} = \emptyset \),

(ii) \( |u_i^1 - u_j^1| \leq \lambda \),

(iii) \( |u_i^j| \leq \lambda \).

Then there exists \( c_3 = c_3(n, a, b, p_1, p_2) > 0 \) such that either

\[
\sum_{j=1}^{m} m \leq c_1,
\]

or

\[
M \left( \frac{R}{100}, u_j, 0 \right) \leq c_3 \lambda, \quad 1 \leq j \leq m.
\]

Observe that \( c_3 \) in Theorem 1 is independent of \( \lambda \) and \( R \). Using this observation, we easily obtain the following Corollary (see Section 2).

**Corollary 1.** Let \( a, b, p_1, p_2 \) be as in Theorem 1 and suppose \( u_1, u_2, \ldots, u_m \) are nonconstant functions in \( F(a, b; p_1, p_2, \mathbb{R}^n) \). Suppose for some \( \lambda \geq 0 \) that (i)–(iii) of Theorem 1 are valid. Then (1.2) holds.

We note that Corollary 1 follows directly from Theorem 1, once we show \( u_1, \ldots, u_m \) are unbounded above in \( \mathbb{R}^n \). Theorem 1 and Corollary 1, with \( p_1 = p_2 = n \), have applications to quasiangular mappings. Recall that a function \( f \) from a domain \( \Omega \) into \( \mathbb{R}^n \) is said to be \( K \) quasiregular provided each of its coordinate functions are locally in \( W^{1,p}_0(\Omega) \)

\[
|Df(x)| = \sup_{|y| = 1} |Df(x)h| \leq KJ_f(x)
\]

for almost every \( x \in \Omega \). Here \( Df(x) \) is the Jacobian matrix of \( f \) while \( J_f \) is the determinant of \( Df \) (the Jacobian of \( f \)). Moreover, if \( f \neq \Omega \) in \( \Omega \) then \( u = \log |f - d| \) is locally a weak solution to (1.1)

\[
\nabla \cdot \left( A(x, \nabla u(x), \nabla u(x))^{(n-2)/2} A(x) \nabla u(x) \right) = 0
\]

in \( \Omega \), where

\[
A(x, u(x), \nabla u(x))^{(n-2)/2} = \begin{bmatrix} \cdots \end{bmatrix},
\]

when \( Df(x) \) exists and \( A(x) = \text{identity matrix} \), otherwise. In (1.5) \( Df \) denotes the transpose matrix of \( Df \). Now if

\[
A(x, \eta) = \begin{bmatrix} \cdots \end{bmatrix},
\]

where \( Df(x) \) exists and \( A(x) = \text{identity matrix} \), otherwise. Then from (1.4) with \( c_3 = c_3(n, K) \), (e) follows from the case \( p = n \) of the inequality

\[
\|y| + |w|\|^{p-2} |y - u| \leq c \|y|^{p-2} |y - u|^{p-2} |w - u| - |w - u|
\]

where \( 1 < p < \infty \), \( c = c(n, p) \) and \( y \in \mathbb{R}^n, w \in \mathbb{R}^n - \{0\} \). To get (d) from (1.8) put

\[
\theta(x) = J_f(x)^{1/n} Df(x^{-1}),
\]

when \( Df(x) \) exists, and \( \theta(x) = \text{identity matrix} \), otherwise. Then from (1.7) and (1.8) with \( y = \theta(x) \eta, = \theta(x) \xi \) we deduce (e) for \( c_3 = c_3(n, K) > 0 \) small enough. Hence \( u \in \phi F(a, b; n, n, \Omega) \) for some \( a = \phi(n, K), b = b(n, K) \).

Next we use the above facts about quasiangular mappings and Corollary 1 to prove Rickman's theorem (12): A nonconstant entire quasiangular mapping exists at most a finite number of values. To this end suppose \( f \) is a nonconstant entire quasiangular mapping which omits distinct values \( \alpha_1, \ldots, \alpha_m \). Let \( u_i = \log |f - \alpha_i| \), \( 1 \leq i \leq m \), and choose \( \delta > 0 \), \( 0 \leq \delta \leq 1 \), so small that

\[
0 \leq \delta \leq \min \{ |f(0) - \alpha_1|, |\alpha_i - \alpha_i| \} \leq \max \{ |f(0) - \alpha_1|, |\alpha_i - \alpha_i| \} \leq \delta^{-1},
\]
when \( i \neq j \), \( 1 \leq i, j \leq m \). Then from the triangle inequality and simple properties of logarithms it is easily seen that (i)-(iii) of Theorem 1 hold with \( \lambda = 2\log 2 + \log(1/4) \). Thus we can apply Corollary 1 to get \( n \leq c_1(m, R) \), which is Rickman's theorem for noncompact entire quasiregular mappings.

We note that Rickman in [15] also proved a version of Schottky's theorem for quasiregular mappings. A somewhat weaker but similar theorem can be deduced from Theorem 1 by essentially the same argument as above. We omit the details. Now suppose that \( u_1, \ldots, u_m \) are as in Theorem 1 and \( \lambda = 0 \) in (i)-(iii). Then \( m \leq c_2 \), since otherwise it would follow from (1.3), Harnack's inequality for positive functions in \( F(a,b,p_1,p_2,B(0,R)) \) (see Lemma 3) and a connectivity argument that \( u_1 = \cdots = u_m \equiv 0 \). Suppose \( m \geq 2 \), and put

\[
O_i = \{ x : u_i^+(x) > 0 \},
\]

\[
O_i^{-} = \{ x : u_i^-(x) < 0 \}, \quad 1 \leq i \leq m.
\]

Using Harnack's inequality for \( F(a,b,p_1,p_2,B(0,R)) \) again, it is easily seen that

\[
B(0,R) \cap \partial O_i = B(0,R) \cap \partial O_i^{-}, \quad 1 \leq i, j \leq m + 1.
\]

Such an equality between open sets is topologically possible, but it requires some work to construct examples since \( m \geq 2 \). In Section 3 we point out that \( m \geq 2 \) is in fact possible in Theorem 1 when \( \lambda = 0 \). However, we do not know whether there exist \( u_1, \ldots, u_m \) (\( m > 1 \)) which are \( A \)-harmonic for some \( A = A(x,\eta) \) and satisfy the conditions of Theorem 1 with \( \lambda = 0 \). A similar problem is to characterize those \( A = A(x,\eta) \) satisfying: If \( u, v \) are \( A \)-harmonic in \( B(0,R) \) with \( u(0) = 0, u^+ = v^+ \), and \( u(0) < 0 \) then \( u \equiv v \equiv 0 \). This problem is related to (but not the same as) the problem of determining those \( A \) which have the unique continuity property at 0: If \( u, v \) are \( A \)-harmonic in \( B(0,R) \) and \( u = v \) on an open set \( O \subseteq B(0,R) \), then \( u \equiv v \) in \( B(0,R) \) (see [5], [7], [18] for references and recent results in unique continuation). Another interesting question which arises from this paper is to find minimal structural assumptions on \( A \) which guarantee that the conclusion of Theorem 1 or Corollary 1 is valid when \( u_1, \ldots, u_m \) are \( A \)-harmonic and satisfy (i)-(iii).

As for the proof of Theorem 1, first observe that if \( u_1, \ldots, u_m \) satisfy (i)-(iii) with \( \lambda = 0 \), then these functions satisfy (i)-(iii) for each positive \( A \). Hence Theorem 1 for \( \lambda = 0 \) follows from Theorem 1 for \( \lambda > 0 \) and we assume throughout the proof of Theorem 1 that \( \lambda > 0 \). Second observe from the definition of \( F(a,b,p_1,p_2,B(0,R)) \) and (iii) that there exists an \( A = A(x,\eta) \) harmonic \( u \) in \( B(0,R) \) with

\[
u(0) = 0
\]
and

\[
|u(x) - u_1^+(x)| \leq 2\lambda, \quad x \in B(0,\frac{9}{10}R).
\]

Let \( p, p_1 \leq p \leq p_2 \) be the exponent in (c), (d) corresponding to \( u \) and let \( \mu \) be the unique positive Borel measure associated with \( u^+ \) as follows:

\[
\int_{B(0,R)} (A(x,\nabla u^+), \nabla \phi) dx = -\int_{B(0,R)} \phi d\mu,
\]

whenever \( \phi \in C_0^\infty(B(0,R)) \). The existence of \( \mu \) can be deduced as in [6].

For completeness we sketch a proof of (1.11) in Section 2. Let

\[
n(t,z_1) = t^{p-2} \mu(B(z_1,t)),
\]

\( t > 0 \).

Next in Section 2 we prove

**Lemma 1.** Let \( x_1 \in B(0,R/4) \cap \{ x : u(x) = 0 \} \), and \( 0 < \rho \leq R/100 \). Then there exists \( c_4 = c_4(n,a,b,p_1,p_2) > 0 \) such that

\[
(c_4)^{-1}n(p,x_1) \leq M(2p,u,x_1)^{p-1} \leq M(5p,u,x_1)^{p-1} \leq c_5n(10p,r,x_1).
\]

In Section 3 we establish

**Lemma 2.** There exists \( r < 10^{-4}R, x_2 \in B(0,R/4) \cap \{ x : u(x) = 0 \} \), and \( c_3 = c_3(n,a,b,p_1,p_2) > 0 \) such that

\[
\max \{ n(R/8,0), n(10r,x_2) \} \leq c_3n(r,z_2).
\]

We observe from (ii), (1.10), Lemma 1 with \( x_2 = z_1, \rho = r \) and Lemma 2 that

\[
M(5r,u^+_z,x_2) - 3\lambda \leq M(5r,u,x_2) \leq c_4(n(10r,x_2))^{1/(p-1)}
\]

\[
\leq c_5(n(r,z_2))^{1/(p-1)} \leq c_5c_5c_5(n(r,z_2))^1/(p-1) M(2r,u,x_2) = c_6M(2r,u,x_2) \leq c_6M(2r,u^+_z,x_2) + 3\lambda,
\]

when \( 1 \leq i \leq m \). Similarly, using (ii), (1.9)-(1.10), Lemma 1 with \( x_1 = 0 \), \( \rho = R/100 \) and Lemma 2, we get

\[
M(\frac{R}{100},u^+_z,0) - 3\lambda \leq M(\frac{R}{100},u,0) \leq c_4(n(R/8,0))^{1/(p-1)}
\]

\[
\leq c_5(n(r,z_2))^{1/(p-1)} \leq c_5M(2r,u,x_2) \leq c_6M(2r,u^+_z,0) + 3\lambda.
\]

Next in Section 3 we show that (1.12), (1.13) and essentially Harnack's inequality for \( F(a,b,p_1,p_2,B(0,R)) \) (see Lemma 3) imply the existence of \( c_7 = c_7(n,a,b,p_1,p_2) > 0 \) such that

\[
(c_7)^{-2} \left[ M\left(\frac{R}{100},u^+_z,0\right) - 2(c_7)^{2}\lambda\right] \leq (c_7)^{-2} M(5r,u,x_2) - (c_7)^2\lambda
\]

\[
\leq M(4r,u-u_1^+,x_2) \leq c_7M(3r,u,x_2) + \lambda
\]

\[
\leq c_7M(5r,u,x_2) + \lambda.
\]
holds for $1 \leq i, j \leq m$, except for at most one possible $i$. In Section 3 we also deduce from (1.14) that if (1.3) is false for some $j$, $1 \leq j \leq m$, and $c_3$ is large enough, then
\begin{equation}
(1.15) \quad c_3 \left[ \|x \in B(x_2, \delta r) : -u(x) > \frac{1}{2} M(\delta r, -u_1, \delta r) > \lambda \right] \geq r^n
\end{equation}
is valid for $1 \leq j \leq m$, with at most one exception. Here $c_3 = c_3(n, a, b, p_1, p_2)$ is a small positive constant. Since by assumption $\{ x : u_2(x) < -\lambda \}$, $1 \leq i \leq m$ are pairwise disjoint, we can then conclude from (1.15) that (1.2) and hence Theorem 1 are true.

As motivation for the proof of Theorem 1 we note that Rickman used a somewhat similar format in [12]. However Lemma 2 is simpler than its corresponding analogue (Lemma 5.1) in [12]. Also much of the proof in [12], [10] uses the "method of moduli of path families". This method uses extremal length and many facts about quasiregular mappings which are not available here. We remark that one of our goals in writing this paper was to make Rickman's generalization of Picard's theorem (which in our opinion is one of the highlights in the theory of quasiregular mappings) more accessible to a larger audience, e.g. a person who is an expert in p.d.e.'s and a nonexpert in q.r. mappings. Theorem 1 is also motivated by work of Eremenko and Sodin in [2, 3]. They showed that Nevanlinna's second fundamental theorem follows from a theorem they proved for $\delta$-subharmonic functions, and in fact this theorem was used in [2-4] to prove a conjecture of Shiffman and give a simple proof of Drasin's theorem on deficient values. Rephrasing Rickman's Theorem in the language of $A$-harmonic functions led us to conjecture Theorem 1. In a future paper we hope to obtain a generalization of the defect relation in [13] to $A$-subharmonic functions.

Finally, we would like to thank Juha Heinonen for some helpful conversations. Also the authors would like to thank Terje Kilpeläinen and Jan Mäkly for a preprint of [9] which was helpful in proving Theorem 1.

2. Preliminary reductions

In the sequel $c$ denotes a positive constant which may only depend on $n$, $a$, $b$, $p_1$, $p_2$, not necessarily the same at each occurrence. Here we list some facts about $A$-harmonic functions which will be used in the proof of Theorem 1. Let $v \geq 0$, $w \in B(y, t)$, $t > 0$, $y \in \mathbb{R}^n$ with constants $\beta = \beta(x, y)$, $\delta = \delta(x, y)$, $\epsilon = \epsilon(x, y)$, $\beta \in (c_3)$, (3), satisfying $c_1 \geq s$, $c_2 \leq \delta$ and $p_1 \leq q \leq p_2$. Then we shall often use Harnack's inequality for $A$-harmonic functions:
\begin{equation}
M(r, v, y) \leq c \left( \frac{t}{r} \right) \beta \min_{B(y, r)} v,
\end{equation}
where $0 < \tau < t$ and $\beta = \beta(n, a, b, p_1, p_2) \geq 1$. We refer the reader to [17, Theorem 3] for a proof of (2.1) when $\tau = \frac{t}{4}$. (2.1) can be deduced from this case by iteration. Using (2.1), it is easily shown that there exists $\alpha = \alpha(n, a, b, p_1, p_2)$, $0 < \alpha < 1$ such that
\begin{equation}
\begin{split}
M(v, u, y) = M(t_1, w, y) + M(t_2, -w, y) \\
\leq c(t_1/t_2)^\alpha M(t_2, w, y) + M(t_2, -w, y),
\end{split}
\end{equation}
when $0 < t_1 < t_2 < t$. To obtain (2.2) from (2.1), put $s = t$, $9t/10 = \tau$ and $v = M(s, w, y)$, $w, v = M(s, -w, y) + w$ respectively in (2.1). Adding the resulting inequalities, we find for some $\delta = \delta(n, a, b, p_1, p_2)$, $0 < \delta < 1$, that
\begin{equation}
M\left( \frac{9}{10}, s, w, y \right) + M\left( \frac{9}{10}, s, w, y \right) \leq \delta \left[ M(s, w, y) + M(s, -w, y) \right],
\end{equation}
which can be iterated to get (2.2). Similarly, if $v = M(9t/10, w, y) - w$ then from (2.1) we have with $t$ replaced by $9t/10$ and $\tau$ by $4t/5$,
\begin{equation}
M\left( \frac{9}{10}, t, w, y \right) + M\left( \frac{9}{10}, t, w, y \right) \leq c \left[ M\left( \frac{9}{10}, t, w, y \right) - w(y) \right].
\end{equation}
Thus
\begin{equation}
M\left( \frac{9}{10}, t, w, y \right) \leq (c - 1)M\left( \frac{9}{10}, t, w, y \right) - cw(y).
\end{equation}
We observe that (2.3) is also valid if $w$ is replaced by $-\omega$, since if $w = A(z, \eta)$-harmonic, then $-w = A(z, -\eta)$-harmonic. Finally observe from (n) (c) that $w + s$ is $A(z, \eta)$-harmonic for each real number $s$. From these observations and (2.1)-(2.3) we easily deduce the following lemma.

Lemma 3. Let $v \geq 0$, $w \in F[a, b, p_1, p_2, B(y, t)]$. Then $-w, w + s$ are in $F[a, b, p_1, p_2, B(y, t)]$. Also $w$ satisfies (2.1) while $w$ satisfies (2.2)-(2.3).

To prove Lemma 3 it suffices to note that our previous observations and (2.1)-(2.3) remain valid for uniform limits.

Next we sketch the proof of existence for $u$ as in (11.1). To do this we use a clever idea of Heinonen and Kilpeläinen (see [6, Theorem 3.1]). Fix $R_1 < R$ and put
\begin{equation}
K = \{ z : 0 \leq \zeta \leq u^*, -u^* \leq \omega \leq B(0, R_1) \}.
\end{equation}
Using (a)-(d) and the theory of monotone coercive operators (see Theorem 1.7 and Section 4 in Chapter 3 of [8]) we deduce the existence of $v \in K$ with
\begin{equation}
\int_{B(0, R_1)} (A(x, \nabla v), \nabla v) \, dx \leq 0
\end{equation}
whenever \( 0 \leq \phi \in \hat{W}^{1,p}_{1,0}(B(0,R_1)) \). \( v \) is said to be a solution to the obstacle problem for \( A \in B(0,R_1) \), with obstacle and boundary function equal to \( u^+ \).

Using Hölder continuity of \( u^+ \) (see (2.3)) and Moser iteration, we conclude in a standard way (see [11, Theorem 3.7]) that \( v \) is Hölder continuous in \( B(0,R_1) \) and \( A \)-harmonic in

\[
O = \{ x \in B(0,R_1) : v(x) < u^+(x) \}.
\]

Since \( v, u^+ \) are \( A \)-harmonic in \( O \) and \( v - u^+ \in \hat{W}_{1,0}(O) \) we deduce from the maximum principle for \( A \)-harmonic functions, implied by (c) in Section 1 (see [6]), that \( v \equiv u^+ \). Since \( R_1, 0 < R_1 < R \) is arbitrary we conclude that (2.4) holds with \( u = u^+ \), whenever \( 0 \leq \phi \in \hat{W}^{1,p}_{1,0}(G) \) and \( G \) is open with \( G \subseteq B(0,R) \). From (2.4) and the Riesz representation theorem we now get (1.11).

To begin the proof of Lemma 1 let \( 0 \leq \sigma \in C^\infty_0(B(x_1,t)) \) with \( \sigma \equiv 1 \) on \( B(x_1,s) \) and \( |\nabla \sigma| \leq 100(t-s)^{-1} \), \( 0 < s < t \leq 10p \). Put \( v = u, \psi = u^+ \sigma^p \) in (1.1). From (c) in Section 1 with \( \xi = 0 \) we obtain

\[
\int_{B(x_1,t)} |\nabla u^+|\sigma^p dx \leq c \int_{B(x_1,t)} (|\nabla u^+|\sigma)^p dx
\]

\[
\leq c \int_{B(x_1,t)} (A(x,u^+),\sigma^p \nabla u^+) dx = J_1.
\]

From (1.1) and (d) we observe that

\[
0 = \int_{B(x_1,t)} \langle A(x,u^+), \nabla (u^+ \sigma^p) \rangle dx = \int_{B(x_1,t)} \langle A(x,u^+), \nabla u^+ \rangle dx.
\]

From this observation, (d), Hölder's inequality and (2.5) we deduce

\[
J_1 = -c \int_{B(x_1,t)} \langle A(x,u^+), u^+ \nabla \sigma^p \rangle dx
\]

\[
\leq c \int_{B(x_1,t)} |\nabla u^+|^{p-1} |\nabla \sigma| dx \leq c L^{1-1/p} J_2^{1/p},
\]

where

\[
J_2 = \int_{B(x_1,t)} (u^+ |\nabla \sigma|)^p dx \leq c(t-s)^{-p} M(t,u,x_1)^p.
\]

From (2.6) we see that \( J_1 \leq c J_2 \). Putting this inequality, (2.5) and (2.7) together, we get

\[
\int_{B(x_1,t)} |\nabla u^+|\sigma^p dx \leq c(t-s)^{-p} M(t,u,x_1)^p.
\]

Next, let \( s = \rho, t = 3p/2 \) and put \( \phi \equiv \sigma \) in (1.11). Again from (c), (d), and Hölder's inequality we find

\[
\mu(B(x_1,\rho)) \leq \int_{B(x_1,\rho)} \langle A(x,\nabla u^+), \nabla \sigma \rangle dx
\]

\[
\leq c \int_{B(x_1,\rho)} |\nabla u^+|^{p-1} |\nabla \sigma| dx \leq c \int_{B(x_1,\rho)} |\nabla u^+|^{p-1} \rho(\rho/2)^{p-1}
\]

\[
\leq c \rho^{n-p} M(2p,u,x_1)^{p-1},
\]

where we have used (2.8) in the last inequality, with \( t = 2p, s = 3p/2 \). Thus the left hand inequality in Lemma 1 is valid.

To prove the right hand inequality in Lemma 1, we note from (2.2), (2.3) of Lemma 3 with \( w = u, y = x_1, \) that

\[
M(t,u,x_1) \leq c(t/3)^n M(t_2,u,x_1),
\]

whenever \( 0 < t_1 \leq t \leq 10p \). We now consider two cases. If \( p \geq 2 \), let \( h \) be the \( A \)-harmonic function in \( B(x_1,10p) \) with \( h - u^+ \in \hat{W}^{1,p}_{1,0}(B(x_1,10p)) \). Again, existence of \( h \) follows from the theory of monotone coercive operators. Also \( 0 \leq u^+ \leq h \) as follows from the maximum principle for \( A \)-harmonic functions (see [6]). Using these facts and (2.1) of Lemma 3 with \( v = h, t = 10p, y = x_1 \) we find that

\[
M(3p,u,x_1) \leq c(3p,h,x_1) \leq c h(x_1) \leq c h(x_2),
\]

whenever \( x \in B(x_2,5p) \). From (2.10), (2.9) with \( t_2 = 5p \) we deduce the existence of \( d_1 = d_1(n,h,p_1,p_2) > 0 \), such that

\[
M(d_1 \rho, u, x_1) \leq \frac{1}{2} \min h
\]

which implies in view of (2.10) for \( x \in B(x_1,d_1 \rho) \) that

\[
d_2 h(x_1) \leq (h - u^+) (x) \leq d_2 h(x_1),
\]

where \( d_1, d_2 \) have the same dependence as \( d_1 \). Put \( \phi = \min \{ h - u^+, d_1 h(x_1) \} \) in (1.11) and let \( L \) be the set of points where \( \nabla \phi \) exists and is nonzero. Then from (2.11), Poincaré's inequality, the fact that \( h \) is \( A \)-harmonic, and (c) in Section 1 we find

\[
(d_2 h(x_1))^n (d_1 \rho)^n \leq c \int L \phi d\sigma dx \leq c \rho^n \int L |\nabla \phi| d\sigma dx
\]

\[
\leq c \rho^n \int_L (|\nabla h| + |\nabla u^+|)^{(p-2)} |\nabla h - u^+|^2 dx
\]

\[
\leq c \rho^n \int_L (A(x,\nabla h) - A(x,\nabla u^+), \nabla (h - u^+)) dx
\]

\[
= -c \rho^n \int_L (A(x,\nabla u^+), \nabla \phi) dx = c \rho^n \int L \phi d\mu
\]

\[
\leq d_3 h(x_1)^p \mu(B(x_1,10p)).
\]
From (2.10) and the above inequality we conclude the righthand inequality in Lemma 1 for $p \geq 2$.

To prove this inequality for $1 < p < 2$, let $H = H(x, s)$ be the $A$-harmonic function in $B(x_1, s)$, $0 < s \leq 10p$, with $H - u^+ \in W^{1,p}(B(x_1, s))$. If $0 < s'' < s'$, then from (2.1) we find as in (2.10) that

$$M(s', u, x_1) \leq M(s', H, x_1) \leq \left( \frac{s'}{s''} \right)^{3/2} M(s'', u, x_1),$$

whenever $x \in B(x_1, s')$. It follows from (2.13) and (2.9), as in (2.11), that if $s''$, $0 < s'' < s'$, is chosen so that

$$c\left( \frac{s'}{s''} \right)^{3/2} \left( \frac{s'}{s''} \right)^{3/2} = 1,$$

and $c$ is large enough, then

$$d_4 H(x_1) \leq (H - u^+) \leq d_4 H(x_1),$$

for $x \in B(x_1, s'')$, where $d_4$, $d_5$ have the same dependence as $d_3$ above. Let $\phi = \min \left[ H - u^+, d_4 H(x_1) \right]$, and define $L$ relative to $\phi$ as in (2.12). Using (2.15), Poincaré's and Hölder's inequalities, we deduce as in (2.12)

$$\|d_4 H(x_1)\|^{p/2} \leq c \|\nabla \phi\|^{p/2} \leq c \|\nabla \psi\|^{p/2} (I_1 + I_2)^{1-p/2}.$$

Here

$$I_1 = \int_B \left[ (|\nabla u^+| + |\nabla H|)^{(p-2)/2} (\nabla u^+ - \nabla H) \right] dx,$$

and

$$I_2 = \int_B \left[ (|\nabla H| + |\nabla u^+|) \right] dx.$$

From (c) we have

$$I_1 \leq c \int_B \left( a(x, \nabla \psi) - a(x, \nabla u^+) \right) \psi \, dx$$

and

$$I_2 \leq c \int_B \left( |\nabla \psi| |\nabla u^+| \right) \psi \, dx.$$

Next, we note from (1.1) with $v = H, \psi = H - u^+$, and (c), that

$$\int_{B(x_1, s)} |\nabla H|^p \, dx \leq c \int_{B(x_1, s)} \left( a(x, \nabla H), \nabla H \right) \psi \, dx$$

and

$$\int_{B(x_1, s)} \left( a(x, \nabla H), \nabla u^+ \right) \psi \, dx$$

and

$$\leq c \left( \int_{B(x_1, s)} |\nabla u^+|^p \, dx \right)^{1/p} \left( \int_{B(x_1, s)} |\nabla H|^p \, dx \right)^{1-1/p}.$$

Hence

$$\int_{B(x_1, s)} |\nabla H|^p \, dx \leq c \int_{B(x_1, s)} |\nabla u^+|^p \, dx.$$
3. Proof of Theorem 1

Next we prove Lemma 2. To this end let \( \delta(x) = \frac{1}{3}R - |x| \) when \( x \in B(0, \frac{1}{3}R) \). Let \( E = \{ x : u(x) = 0 \} \cap B(0, \frac{1}{3}R) \) and put
\[
\gamma = \sup \{ n(10^{-4} \delta(x), x) : x \in E \}.
\]
Choose \( x_2 \in E \) such that
\[
n(10^{-4} \delta(x_2), x_2) \geq \frac{1}{3} \gamma
\]
and put \( r = 10^{-4} \delta(x_2) \). If
\[
y \in E = E \cap B(x_2, 10r),
\]
then clearly
\[
\frac{1}{3} \delta(x_2) \leq \delta(y) \leq 2 \delta(x_2).
\]
From compactness of \( E \) and a well known covering lemma we see there exist \( \{y_i\} \subset E \) with
\[
B(y_i, 10^{-3}r) \cap B(y_j, 10^{-3}r) = \emptyset, \quad i \neq j,
\]
and \( E_1 \subset \bigcup_{i=1}^N B(y_i, 1.7r) \). Now, \( i \leq c \), for some absolute constant \( c \), as follows from the above equality and a volume argument. Using this fact, (3.1) and (3.2) we deduce that
\[
n(10r, x_2) \leq c r^{n-1} \mu(E_1) \leq c \sum_{i=1}^N n(10^{-4} \delta(y_i), y_i) \leq c \gamma \leq c \delta n(r, x_2).
\]
Similarly, \( B(0, R/8) \cap E \) can be covered by at most \( c \) balls of radius \( 10^{-3}R \) whose centers are in \( E \). Using (3.1) again on each ball and summing we get
\[
n(R/8, 0) \leq c R^{n-1} \mu(B(0, R/8) \cap E) \leq c \delta n(r, x_2).
\]
From this inequality and (3.3) we conclude that Lemma 2 is valid.

We now prove Theorem 1. We follow the procedure outlined in Section 1. It follows from Lemmas 1 and 2 as in (1.12), (1.13) that
\[
\max \{ M(R/8, u, 0), M(10r, u, x_2) \} \leq c M(2r, u, x_2).
\]
From (ii) of Theorem 1 and (1.10) we see that \( |u_i^+ - u_i^-| \leq 3\lambda \) for \( 1 \leq i \leq m \). Using this inequality and (3.4) we get
\[
\max \{ M(R/8, u_i^+, 0), M(10r, u_i^+, x_2) \} \leq c M(2r, u_i^+, x_2) + 3\lambda.
\]
We note that (3.5) is essentially equivalent to (1.12)-(1.13). Next let \( \Lambda \) be the set of all \( i, 1 \leq i \leq m \) with
\[
-\lambda \leq u_i(x_2) \leq 3\lambda.
\]
We observe from \( u(x_2) = 0 \) (i), (ii), and (1.10) that the cardinality of \( \Lambda \) is at least \( m - 1 \). From this observation and (2.3) of Lemma 3 with \( w = u_1, y = x_2, \) and \( 50r = 9t \), we deduce for \( i \in \Lambda \)
\[
M(4r, -u_i, x_2) \leq c M(5r, u_i, x_2) + 4\lambda.
\]
Similarly, using the above observation and (2.3) of Lemma 3 with \( w = -u_i, y = x_2, \) and \( 30r = 9t \) we get for \( i \in \Lambda \)
\[
M(2r, u_i, x_2) \leq c M(3r, -u_i, x_2) + 4\lambda.
\]
We observe that (3.5)-(3.7) imply (1.14) for \( i \in \Lambda \). Also if \( M(R/100, u_i, 0) > c_0 \lambda \) for some \( j, 1 \leq j \leq m \), and \( c_0 \) is large enough, then from (3.5)-(3.7) we see that
\[
4\lambda \leq M([u_i^+, s, x_2] \leq c M([u_i^+, t, x_2],
\]
whenever \( i, k \in \Lambda, 3r \leq s, t \leq 4r \) and \( s ' \in \{ +, - \} \). For fixed \( i \in \Lambda \) choose \( y \in \partial B(x_2, 7r/3) \) with \( y_i = -M(7r/2, -u_i, x_2) \) and put
\[
w(x) = u_i(x) + M(\frac{7}{2}r, -u_i, x_2)
\]
when \( x \in B(y, \frac{1}{2}r) \). As in (2.9), we deduce from (2.2)-(2.3) of Lemma 3 that
\[
M(t, w, y) \leq c \left( \frac{1}{t} \right) M(\frac{1}{t}r, w, y), \quad 0 < t < \frac{1}{4}r.
\]
Using (3.8) we obtain
\[
M(\frac{1}{2}r, w, y) \leq c M(\frac{7}{2}r, -u_i, x_2),
\]
and thereupon from (3.9) that there exists \( c_0, 0 < c_0 \leq \frac{1}{4} \), such that
\[
M(c_0r, w, y) \leq c \left( \frac{1}{c_0} \right) M(\frac{1}{2}r, -u_i, x_2).
\]
Equivalently,
\[ u(x) \leq -\frac{1}{2}M(\frac{7}{2},-u,-x_2) \leq -\frac{1}{2}M(3x,-u,0) < -\lambda , \]
when \( x \in B(y,4r) \), thanks to (3.8). Hence, there exists \( c_0 = c_0(n,b,k,\rho,p) > 0 \) such that
\[ c_0 \left\{ x \in B(2x,4r) : -u(x) > \frac{1}{2}M(3x,-u,0) > \lambda \right\} \geq r^n , \]
which is (1.15) for \( i \in A \). From (i) we conclude first that \( m \leq c_3 \) and thence that Theorem 1 is true.

To prove Corollary 1 fix \( i \), \( 1 \leq i \leq m \) and observe as in (2.9) and (3.9) that it follows from (2.2)–(2.3) of Lemma 3 for \( 0 < r < \rho \),
\[ u \in \left( \frac{r}{\rho} \right)^m u \in \left( \frac{r}{\rho} \right)^m M(2\rho,-u,0), \]
Letting \( \rho \to \infty \), we conclude that either
\[ \lim_{\rho \to \infty} \rho^n M(\rho,-u,0) = +\infty , \]
or \( u \equiv u(0) \). Since \( u \) is nonconstant, it follows that (3.10) holds. Hence, \( M(R/100,-u,0) > c_2\lambda \) for sufficiently large \( R \), and so \( m \leq c_2 \), thanks to Theorem 1.

Finally, we point out that some examples of Rickman imply the existence of \( u_1,\ldots,u_m \), satisfying the hypotheses of Theorem 1 with \( \lambda = 0 \) and \( m > 1 \). Indeed, Rickman in [16, Theorem 1.2] constructed an example of a \( K \)-quasiregular mapping \( f \) which omits \( e^{i_1},\ldots,e^{i_m} \) (\( m > 2 \)). In fact, \( m = m(K) \to \infty \) as \( K \to \infty \). Let
\[ u = \log \left| f(x) - a_x \right| - \log \left| f(0) - a_x \right| , \]
and note from Lemmas 1-2, as in (1.12)-(1.13), that there is a sequence \( \left\{ B(2x,2r_k) \right\} \) with \( u(y_k) = 0 \),
\[ M(5r_k,-u,y_k) \leq C M(2r_k,-u,y_k) , \]
and \( M(2r_k,-u,y_k) \to 0 \) as \( k \to \infty \). Put
\[ u_{ik}^{(k)}(x) = \frac{\log \left| f(y_k + 2r_k x) - a_x \right|}{M(4r_k,-u,y_k)} , \]
when \( x \in B(0,1) \), \( 1 \leq i \leq m \), and \( k = 1,2,\ldots \). From (2.2) of Lemma 3 we see that \( u_{ik}^{(k)} \leq u(0) \) for \( 1 \leq i \leq m \) , with at most one possible exception. Also \( u_{ik}^{(k)} \in F(a,b,n,\rho,0(1)) \) for some \( a,b \) independent of \( i,k \), as follows from the fact that \( f \) is quasiregular. Using (2.2) and Ascoli’s theorem, we find that a subsequence of \( u_{ik}^{(k)} \) converges uniformly on \( B(0,1) \) to \( u_i \in F(a,b,n,\rho,0(1)) \), whenever \( i \in A \), where \( A \) has cardinality at least \( m-1 \). Clearly \( u_i \) satisfies (i)–(iii) of Theorem 1 with \( \lambda = 0 \). Moreover, \( u_i \neq 0 \), \( i \in A \), thanks to (3.11).