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Introduction

Anatolii Asirovich Gol’dberg was born on April 2, 1930, in Kiev USSR. His father
was a physician, his mother was a high school teacher. In 1933-41 they lived in
Zaporozh’e, a city by Dnieper river. With the German Army nearing Zaporozh’e in
1941, his mother escaped with him to the East of the Soviet Union. After the war his
family moved to the beautiful city of Lvov (=Lemberg, Lviv), the center of Galicia
(=Galychina).

Gol’dberg graduated from the secondary school in 1947. By that time he resolved
to become a mathematician having been strongly encouraged by Prof. Alexander
Kovan’ko. Kovan’ko was the Chairman of the Organizing Committee of the Lvov
youth mathematical competition of 1947, the so-called Mathematical Olympad, in
which Gol’dberg won the first place. That year he entered the Department of Physics
and Mathematics of Lvov University. In the 20-ies and 30-ies, while Lvov was in
Poland, a famous mathematical school was formed in Lvov University around Hugo
Steinhaus and Stefan Banach. During the Second World War this school appeared to
be completely dispersed. The chain of mathematical tradition was broken and after
the war mathematicians from various places of the Soviet Union came to work at the
Lvov University. Among them were Boris Gnedenko, Alexander Kovan’ko, Yaroslav
Lopatinskii, Ivan Sokolov, Lev Volkovyskii.

Of his student years at university, Gol’dberg recalls:

“At the university, there were Professors L.I.Volkovyskii and I.G.Sokolov who had the

greatest influence on me. This relates to both to their mathematical influence and

their civic position. It must be said that in those years a serious “price” could be paid

for such a brave civic stand. I was a troublesome student and I was twice expelled from

the Young Communist Leaugue and from the university but later reinstated. The

offenses were of a political nature: ‘bourgeois liberalism’, ‘loss of Young Communist

vigilance’ and so on.”

“During my first and second years [in the University], I took part in a seminar on

the book by Pólya and Szegö conducted by Volkovyskii and Sokolov. During my

second year the seminar divided. I went to Sokolov and began to be interested in

the constructive theory of functions. I enjoyed this activity; at that time Natanson’s

clearly written book [English translation: Natanson, I.P. Constructive Function The-

ory, Frederick Ungar Publishing Co., New York, 1964, - the authors] had appeared.

From my fellow students who went to study under Volkovyskii I learned that their
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fundamental text was R.Nevanlinna’s monograph “Eindeutige analytische Funktio-

nen” of which the only copy at Lvov was Volkovyskii’s [the Russian translation made

by Volkovyskii was printed in the extremely hard year 1941, it was indeed rare ev-

erywhere in the Soviet Union – the authors]. To study this book one had to go to

his apartment at prescribed times. Nevanlinna’s book was difficult even for senior

students and even worse for second year students who still not studied complex anal-

ysis. Having heard their complaints, I thanked my lucky stars that I had distanced

myself from that accursed book. But here Chance intervened. Looking through the

catalogue of the Lvov Regional Library I saw a card for Nevanlinna’s book in the

section “Analytic geometry”. I could not put the treasure down, ordered the book

and defected to the Volkovyskii camp.”

Volkovyskii was an analyst working in various fields of complex analysis (qua-
siconformal mappings, Riemann surfaces). Among his students, besides Gol’dberg,
were Pavel Belinskii, Ivan Danilyuk, David Potyagailo, Ivan Pesin, Yurii Rodin, Yurii
Trohimchuk. He suggested Gol’dberg to amplify the results known at the time related
to the inverse problem of the value distribution theory. It is worth mentioning that
the result obtained by Gol’dberg in his Master thesis remained the best achievement
in the subject for more than 20 years.

Having graduated (with the Soviet equivalent of MS degree) from Lvov University
in 1952, Gol’dberg got a position of secondary school teacher of Mathematics and
Physics in a small obscure village Zabolotsy (Swampy) in Galicia. He never was
a PhD student of any university since this was almost impossible for a Jew in the
Ukraine at that time.

After Stalin’s death in 1953, Gol’dberg did apply to enter Lvov University as a
PhD student. In the Soviet Union the applicant had to enclose with his application
a letter written on his behalf by the authorities and the local Communist Party
Committee from his place of work. One sentence from such a letter on Gol’dberg’s
behalf became famous; it said: “(He) does not drink; even does not drink at all”.
Nevertheless, Gol’dberg’s application was rejected. With a teaching load of more
than 30 hours per week and additional official duties, he worked on his Candidate
thesis (analogue of Ph.D. thesis) devoted to a subject which he chose. One of results
of the thesis was his famous result on the existence of meromorphic functions of finite
order with infinitely many deficient values. By the official rules it was possible (but
not easy) to pass the exams and to submit a PhD thesis for defense without being
enrolled as a student. This circumvention was often used by students of Jewish origin.

In 1955 he submitted his thesis to Lvov University. The official opponent of the
thesis was Boris Ya. Levin who highly praised Gol’dberg’s accomplishments. This
began the strong scientific contacts and personal friendship between Gol’dberg and
Kharkov scholars which continue to this day.

The successful defense of the thesis in 1955 made it possible for Gol’dberg to
get a position of Docent at the just organized Uzhgorod University. In those years
Uzhgorod was a small provincial town on the Western border of the Soviet Union,
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not very far from Lvov. In 1963, Gol’dberg received the same position in the much
higher regarded Lvov University, and in 1965 completed his Doctoral thesis, a funda-
mental opus more than 600 pages. One of main achievements of his Doctoral thesis
was the theory of integration with respect to a semi-additive measure, with numer-
ous applications to estimates of entire functions. Its successful defense at Kharkov
University made it possible for him to claim for a position at Lvov University. He got
this position in 1968 and still occupies it at present in spite of many offers to move.

In 1965 Gol’dberg began his seminar at the Mathematics Department of Lvov
University, on Tuesdays for two hours. Almost all results of Lvov mathematicians
related to the theory of entire and meromorphic functions were thoroughly considered
and discussed at the seminar.

Gol’dberg maintains strong scientific ties with many mathematicians. In addition
to numerous connections with Kharkov scholars, Gol’dberg kept his ties with late
Nikolai Govorov, with many mathematicians from Erevan, Krasnoyarsk, Novosibirsk,
Ufa, Vilnius. Many of them used to come to Lvov to talk at his seminar.

With many of his colleagues Gol’dberg keeps intensive correspondence. Besides
mathematics, his letters contain concise reports on current economical and political
developments, local news, short reminiscences, interesting historical remarks, every-
thing flavored with a wonderful humor. Gol’dberg’s talent as a remarkable storyteller
goes hand in hand with the literary quality of his letters.

In 1964 Gol’dberg married Basya B. Lekhtman. They have three sons, Alexander,
Mikhael and Victor. Gol’dberg brings up a son, Mark, from a previous marriage.

Gol’dberg’s mathematical work1

1. Meromorphic functions

One of the fundamental achievements in Analysis in the first part of this century
was the theory of value distribution of meromorphic functions created by Rolf Nevan-
linna [64], [66]. This theory studies asymptotic properties of meromorphic functions,
with special emphasis on the asymptotic distribution of their a-points. From its first
days, the Nevanlinna theory displayed internal depth, coherence and beauty. In the
same time, it gave a birth to a series of very difficult analytical problems, most of
them already formulated in [64], [66]. For many years, these “inner problems” of the
theory were in the focus of attention of analysts. Now, most of these problems have
been solved (see [15]). This subject was Gol’dberg’s primary interest, and his work
constinuted a fundamental contribution to their soutions.

1The authors have neither intension nor space to cover here all aspects of Gol’dberg’s mathe-
matical activity. In particular, important Gol’dberg’s works in entire functions on several variables
[G12, G14, G18, G26] (and paper [G13] with applications to entire solutions of non-linear partial
differential equations), in polyanalytic functions [G20, G79, G80, G82], in the asymptotic behavior
of conformal mappings [G41, G51, G77, G93, G145], and the uniqueness properties of rational and
algebraic functions [G135, G138, G147, G149] are outside this survey. Here and in what follows, the
reference [G n] pertains to the n-th number in the list of Gol’dberg’s publications given below.
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We consider functions f(z) meromorphic in the whole complex plane. Let n(r, a) =
n(r, a, f) be the number of a-points of f(z) in the disc {|z| ≤ r} counted with mul-
tiplicities, and let n1(r, a) be a number of multiple a-points of f(z) in {|z| ≤ r}; i.e.
each root of the equation f(z) = a of multiplicity p is counted p − 1 times. Let dω
be the area element on the Riemann sphere, normalized so that the total area of the
sphere equals one. Then

A(r, f) =
∫ ∫

Ĉ

n(r, a) dω(a)

is the spherical area of the f -image of the disk {|z| ≤ r}, counting multiplicity of
covering. For many reasons, it is more convenient to use the integrated characteristics

N(r, a) = N(r, a, f) =
∫ r

0

n(t, a) − n(t, 0)

t
dt+ n(0, a) log r ,

N1(r, a) = N1(r, a, f) =
∫ r

0

n1(t, a) − n1(t, 0)

t
dt+ n1(0, a) log r ,

T (r, f) =
∫ r

0

A(t, f)

t
dt =

∫ ∫

Ĉ

N(r, a) dω(a);

The last quantity is called the Nevanlinna characteristic of f(z).
The Nevanlinna proximity function

m(r, f) = m(r,∞, f) =
1

2π

∫ 2π

0
log+ |f(reiθ)| dθ ,

m(r, a, f) = m(r,∞,
1

f − a
), a 6= ∞ ,

measures how close in the average f is to a. The order and the lower order are defined
as

ρ = lim sup
r→∞

log T (r, f)

log r
, λ = lim inf

r→∞

log T (r, f)

log r
.

For entire functions, this definition coincides with the usual one in terms of the
maximum modulus. Nevanlinna’s two fundamental theorems follow:

for every a ∈ Ĉ

m(r, a, f) +N(r, a, f) = T (r, f) +O(1), r → ∞ , (N1)

and

if {a1, ..., aq} ⊂ Ĉ, then

q
∑

k=1

m(r, ak, f) +N1(r, f) ≤ 2T (r, f) +Q(r, f) (N2)
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where the remainder term

Q(r, f) =
q
∑

k=1

m(r, f ′/(f − ak)) +O(1) = o(T (r, f))

as r → ∞ outside an exceptional set of r of finite measure, and

N1(r, f) =
∑

a∈Ĉ

N1(r, a, f) = N(r, 0, f ′) + 2N(r,∞, f) −N(r,∞, f ′) .

The first fundamental theorem (N1) is an immediate corollary of the Poisson-
Jensen formula. However, the second fundamental theorem (N2) lies essentially
deeper; its original proof uses Nevanlinna’s lemma of the logarithmic derivative:

m(r, f ′/f) = O(log T (r, f) + log r), (N3)

again, as r tends to infinity outside a set of r’s of finite measure. For meromorphic
functions of finite order (N3) holds without an exceptional set.

The Nevanlinna deficiency

δ(a, f) = lim inf
r→∞

m(r, a, f)

T (r, f)
= 1 − lim sup

r→∞

N(r, a, f)

T (r, f)

characterizes exceptional behaviour of a-points of f(z). If δ(a, f) > 0, then a is a
deficient value of f ; DN (f) = {a : δ(a, f) > 0} is a set of all deficient values of f .
The quantity

ǫ(a, f) = lim sup
r→∞

N1(r, a, f)

T (r, f)

is called the ramification index of f(z) at a. fundamental theorem (N1) yields

0 ≤ δ(a, f) + ǫ(a, f) ≤ 1 , (N4)

and the second (N2) implies the deficiency relation

∑

a∈Ĉ

{δ(a, f) + ǫ(a, f)} ≤ 2 . (N5)

1.1. The first result: inverse problem of value distribution theory. Gol’dberg’s
first result [G1] (see also [G57, Chapter VII]) concerns the inverse problem of value
distribution theory. Here is a general formulation of this problem which is due to R.
Nevanlinna.

Given a finite or infinite sequence of points {ak} ⊂ Ĉ and corresponding nonneg-
ative numbers δ(ak) , ǫ(ak) such that

0 < δ(ak) + ǫ(ak) ≤ 1, k = 1, 2, . . . ,
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∑

k

{δ(ak) + ǫ(ak)} ≤ 2 .

Find a meromorphic function with assigned deficiencies δ(ak) and indices ǫ(ak) at
every ak and without other deficiencies and indices.

In 1932, R. Nevanlinna [65] solved this problem under the additional assumptions
that

(i) the number of deficient values is finite,

(ii) all deficiencies are rational numbers,

(iii)
∑

k δ(ak) = 2 (and hence all indices of multiplicity are zero).

The associated meromorphic function was constructed by Nevanlinna by means of
a special class of Riemann surfaces which he introduced, the surfaces with a finite
number of logarithmic branch points and no other singularities. Further progress was
made in 1949 by Le-Van-Thiem [47], [48]. Making use of the surfaces with periodic
ends introduced by Ullrich in 1936 [80] and Wittich’s ideas of using quasiconformal
mappings in value distribution theory [89], [90], Le-Van-Thiem solved the inverse
problem under the following assumptions:

(i) the number of deficient and ramified values is finite,

(ii) all deficiencies and indices are rational numbers,

(iii) if ǫ(ak) > 0, then δ(ak) + ǫ(ak) < 1,

(iv)
∑

k δ(ak) + ǫ(ak) = 2.

In fact, assumption (iv) is easy to drop.
Continuing these researches, Gol’dberg introduced a wider class of Riemann sur-

faces, those with almost periodic ends (see Part 2 of this survey) and carefully inves-
tigated the asymptotic behaviour of the corresponding mapping functions. It allowed
him to solve the inverse problem under the assumptions:

(i) the number of deficient values is finite (however, the number of indices might
be infinite),

(ii)
∑

k δ(ak) < 2.

The functions solving the inverse problem under these assumptions were of finite
order. It was proved much later by Drasin [14] that functions of finite order with
∑

δ(a) = 2 must have rational deficiencies. So Gol’dberg’s result, combined with
Nevanlinna result mentioned above gives the complete solution of the inverse problem
for functions of finite order with finitely many deficiencies. On the other hand,
when the number of pre-assigned deficient values is infinite, deficiencies satisfy one
additional relation in addition to (N4) and (N5), namely the sum of cubic roots of
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deficiencies is convergent (Weitsman [87]), so Gol’dberg’s result is the best possible
in some sense: none of the assumptions (i) or (ii) can be removed if one wants a
function to have finite order.

In 1974, Drasin [13] completely solved the Nevanlinna’s inverse problem. As was
just explained, the function which solves the problem has to have infinite order. In
1986, Eremenko [24] partially solved the finite-order variant of the inverse problem
with infinitely many deficiencies but his technique does not permit to prescribe in-
dices. Gol’dberg’s construction remains one of the main ingredients in Eremenko’s
example.

In fact, the inverse problem for functions of finite order is at least of the same
importance, but much harder than the unrestricted inverse problem. (One of the
reasons why one may prefer to restrict with functions of finite order is explained
below, in section 1.3.) Here is how Gol’dberg formulated it in a conversation with
one of us:

For every given ρ > 0, describe the set of functions δ : C̄ → [0, 1] with the property

that there exists a meromorphic function f of order ρ for which δ(a, f) = δ(a), a ∈ C̄.

Gol’dberg’s technique and its extensions in [16] and [24], probably, remain the
only tool available at present to attack this problem.

1.2. Structure of the set of deficient values. The Nevanlinna deficiency relation
(N5) implies that the set of deficient values DN (f) of a meromorphic function f is
at most countable. The fundamental question whether exist meromorphic functions
(and, moreover, functions of finite order) with infinite set of deficient values remained
open till 1954. Until that year, the best result (due to R. Nevanlinna [64, p.91]), stated
that a meromorphic function f of a prescribed positive order may have an arbitrary
large (however, finite) set DN (f); in addition, functions of zero order can have at
most one deficient value (Valiron [83]).

In 1954, Gol’dberg [G4] constructed an example of meromorphic functions of order
one with infinite sets of deficiencies. Moreover, he proved that, given an arbitrary
and at most countable set M ⊂ Ĉ, there exists a meromorphic function f of order
one such that M ⊂ DN(f). In 1959, modifying this construction, Gol’dberg proved
[G17]

Theorem 1. Given ρ, 0 < ρ ≤ ∞, and given an arbitrary, at most countable, subset
M of the Riemann sphere, there exists a meromorphic function of order ρ whose set
of deficient values coincides with M .

Together with the above-mentioned result of Valiron, this theorem gives the full
description of the structure of the set of deficient values of meromorphic functions of
arbitrary order ρ, 0 ≤ ρ ≤ +∞: it may be an arbitrarily given an at most countable
set if 0 < ρ ≤ +∞, and it contains at most one (arbitrary) point if ρ = 0.

Hayman [36, p.81] describes the idea of the Gol’dberg construction as follows:
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“If

f(z) =

∑

amϕm(z)

ϕ(z)
,

and if ϕm and ϕ are both large and nearly equal on certain sets Fm which are disjoint

for different m while ϕ is small outside Fm, then f(z) ≈ am on Fm.”

Hayman [36, Chapter 4] (see also [G57, Chapter IV]) showed a simpler way to realize
this principle and gave a shorter proof of Gol’dberg’s theorem.

The idea of Gol’dberg construction has been used many times in various situations.
An impressive result obtained with its help is the result by Fuchs and Hayman [31]
(see also [36, Chapter 4], [G57, Chapter IV]) on the existence of entire function of
infinite order with not only pre-assigned set of deficient values but also with pre-
assigned values of deficiencies. This result shows that Gol’dberg’s construction can
be used for solution of the inverse problem of value distribution theory. Perhaps, it
may produce another solution of the inverse problem for meromorphic functions which
will work as well for entire holomorphic curves in projective space where geometric
methods apparently do not work.

The question on the structure of the set of deficient values for entire functions of
finite order was solved by Arakelyan [4] (the full exposition appeared in [5], see also
[G57, Chapter 4, §5]) and Eremenko [23]. Making use of methods of approximation
theory, Arakelyan constructed entire functions of finite order with an infinite set
of deficient values. He proved that, given an at most countable set M ⊂ C and
given ρ > 1/2, there is an entire function f(z) of order ρ such that M ⊂ DN(f).
Combining the technique of limit sets of subharmonic functions with the technique
of quasiconformal deformations, Eremenko produced another construction of entire
functions of finite order with infinite set of deficient values. In his construction the
whole set of deficient values values is pre-assigned: M = DN (f). We recall, that the
Wiman-Valiron cosπρ-theorem implies that entire functions of order ρ ≤ 1/2 cannot
have finite deficient values.

1.3. Invariance of the deficiencies. One may hope that reasonable quantities
characterizing asymptotic behaviour of a meromorphic function f(z) depend only on
the geometric structure of the associated Riemann surface F (its precise definition
will be given in the beginning of Section 2). Since both f(z) and fh(z) = f(z + h)
map C conformally on F one may hope that δ(a, f) = δ(a, fh). However, in 1947,
Dugue observed [19] that for the function

f(z) =
exp[2πiez] − 1

exp[2πiez] + 1

δ(0, fh) = e−h(eh + e−h)−1 and δ(∞, fh) = eh(eh + e−h)−1. In 1953, Hayman [35]
has constructed an example of an entire function of infinite order such that δ(0, f) 6=
δ(0, fh) for any h 6= 0. In the opposite direction, in 1947, Valiron [82] (see also [G57,
Chapter IV]) showed that if for meromorphic function f(z)

ρ− λ < 1 (1)
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where ρ and λ are respectively order and lower order of f , then all deficient values are
invariant with respect to the shift of the origin. The questions whether the Valiron
condition (1) is the sharp one and even whether there exist meromorphic functions
of finite order with non-invariant deficiencies remained open when Gol’dberg began
his work.

In 1954, he gave complete answers to the both questions [G2]. For each ρ and λ
such that ρ−λ ≥ 1, there is a meromorphic function of order ρ and lower order λ with
non-invariant deficiencies. Thus, (1) is the best possible. Gol’dberg’s original con-
struction [G2] used quasiconformal mappings. Later, due to remark made by Levin
at the defence of Gol’dberg’s PhD Thesis, this construction was greatly simplified in
[G23] (see also [G57, Chapter IV]).

The first example of an entire function of finite (but very large) order with non-
invariant deficiencies was constructed by Miles [59]. In [G116], [G117] an entire
function of arbitrary order ρ > 5 such that 0 = δ(0, f1) < δ(0, f) was constructed.
For ρ ≤ 3/2, deficiencies of entire functions of order ρ are invariant because of (1)
combined with the cosπρ-theorem. The question thus is still open for 3/2 < ρ ≤ 5.

In the same paper [G2] (see also [G57, Chapter IV]), Gol’dberg modified Nevan-
linna’s definition of deficiency for meromorphic functions of finite order in such a way
that, keeping all essential properties of Nevanlinna’s definition, this modified defi-
ciency being invariant with respect to the shift of the origin. Let L be a class of all
Lebesgue measurable sets E ⊂ [1,∞) such that mes(E ∩ [1, r)) = O(log r), r → ∞,
and set

δ∗(a, f) = sup
E∈L

lim inf
r→∞,r 6∈E

m(r, a)

T (r, f)
.

It is readily seen that δ(a, f) ≤ δ∗(a, f), 0 ≤ δ∗(a, f) ≤ 1. The second fundamental
theorem (N2) easily implies that

∑

a δ
∗(a, f) ≤ 2. It turns out that, for meromorphic

functions of finite order, δ∗(a, f) does not depend upon the choice of the origin:
δ∗(a, fh) = δ∗(a, f). It worth to be mentioned that for many classes of meromorphic
functions of finite order δ∗(a) = δ(a). This is the case if the limit exists in the
definition of δ(a, f) or if Valiron’s condition (1) is fulfilled.

1.4. Non-asymptotic deficient values. Another shortcoming of the notion of de-
ficiency is that there is no simple connection between deficient values and asymptotic
values (or transcendental singularities of the associated Riemann surface F). During
the first decade after the creation of the Nevanlinna theory it was regarded as plausible
that all deficient values are asymptotic values [66]. After the examples of Teichmüller
[76] and Mme Schwartz [74], it turned out that this is not true. In 1953, Hayman [35]
has constructed an entire function of infinite order with a non-asymptotic deficient
value. This left open whether deficient values of an entire functions of finite order
must be asymptotic. Since by the Denjoy-Carleman-Ahlfors theorem the number
of asymptotic values of entire function of order ρ cannot exceed 2ρ, the affirmative
answer to this question would yield an old conjecture of Nevanlinna on the finiteness
of the number of deficient values for entire functions of finite order (we have already
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seen in 1.2 that this conjecture is false).
In 1957, Gol’dberg [G8] showed that for every ρ > 1 there is an entire function

of order ρ with a non-asymptotic deficient value, and thus made the Nevanlinna
conjecture essentially less plausible.

In all above-mentioned examples of functions with non-asymptotic values, defi-
ciencies were strictly less than one. The question whether there exist functions with
non-asymptotic deficient values with the maximal value of the deficiency δ(a, f) = 1
remained open. Gol’dberg constructed the first examples of this type. In 1966, he
showed [G49] (see also [G57, Chapter V]) that for every ρ , 1 < ρ ≤ +∞, there
is a meromorphic function of order ρ with a non-asymptotic deficient value a such
that δ(a) = 1. In 1978, Hayman [37] obtained the final result in this direction: for
any function ψ(r) increasing to +∞, there is a meromorphic function f such that
T (r, f) = O(ψ(r) log2 r) , r → ∞ with a non-asymptotic deficient value a such that
δ(a, f) = 1. On the other hand, in 1966, Anderson and Clunie proved [2] that if
T (r, f) = O(log2 r) , r → ∞, then each deficient value must be asymptotic.

It follows from the results of Edrei and Fuchs [20] that if f is an entire function
of finite order and δ(a, f) = 1, then a is an asymptotic value of f . It turns out
that for functions of infinite order this is not true: in 1967, Gol’dberg [G52] (see
also [G57, Chapter V]) constructed an entire function f(z) of infinite order with a
non-asymptotic deficient value a with δ(a, f) = 1.

1.5. The lemma of the logarithmic derivative. If a meromorphic function f
tends rapidly to a value a ∈ C, then it would be natural to assume that f ′ tends at
least with the same rate to zero. Since f ′ = f · (f ′/f), to justify this assumption one
needs a good upper bound for the logarithmic derivative f ′/f . Such a bound is given
by the lemma of the logarithmic derivative (see (N3)) which plays an indispensable
role in the theory of meromorphic functions and in the analytic theory of differential
equations. More exactly, Nevanlinna proved that, for every R > r,

m(r, f ′/f) < 4 log+ T (R, f) + 3 log+ 1

|cs|
+ 2 log+ 1

r
+ 4 log+R + 3 log+ 1

R− r
(2)

where cs is the first non-vanishing coefficient in the power expansion of f at the ori-
gin. Applying arguments concerning growth of monotone functions (so called Borel-
Nevanlinna lemma [64], [66], [G57, Theorem 1.2, Chapter III]), Nevanlinna deduced
from (2) that

m(r, f ′/f) < 12 + 8 log+ T (r, f) + 3 log+ 1

|cs|
+ 4 log+ r (3)

with the exception of a set of values r of finite measure which is the key ingredient
in Nevanlinna’s proof of (N3). If f(z) is of finite order, then (2) directly yields (N3)
without exceptional intervals.

Estimates (2) and (3) were refined in a number of papers, among them were
[67], [44] and many others. Making use of ideas from [42] and [67], Gol’dberg and
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Grinshtein found in [G78] a very sharp version of estimate (2). Namely, they proved
that, if f(0) = 1, then

m(r, f ′/f) < log+

{

T (R, f)

r

(

1 − r

R

)−1
}

+ 5.8501 . (4)

As shown in [G78] this estimate turns out to be sharp in several ways.
Paper [G78] was an isolated result in the subject until the end of the last decade

when formal analogies between value distribution theory and number theory (prob-
lems of Diophantine approximation) drew the attention of Ch. Osgood [68], Lang [46]
and Vojta [85]; see [85] for a “dictionary” between these two subjects. Translating
his old conjecture on rational approximation of irrational numbers to value distr-
bution theory, Lang asked in [46] for precise estimate for the remainder term Q(r)
in the second fundamental theorem (N2) and conjectured purely for formal reasons
that for an arbitrary positive continuous function φ(t) such that φ(t)/t increases and
∫∞ φ−1(t) dt <∞,

Q(r) ≤ log φ(T (r, f)) (5)

holds outside an exceptional set of finite measure. It turned out, that the best possible
error term in the lemma of the logarithmic derivative is almost the same as the best
possible error term in the second fundamental theorem. Namely, adding to (4) a
growth lemma of Borel-Nevanlinna type, Miles proved [61] estimate (5) for m(r, f ′/f)
instead of Q(r). Furthermore, given a function φ(t) such that φ(t)/t increases and
∫∞ φ−1(t) dt = +∞, he constructed an entire function f such that

m(r, f ′/f) ≥ log φ(T (r, f))

outside a set of finite measure. Approximately at the same time and also depending
heavily on (4), Hinkannen [41] proved Lang’s conjecture (5). In fact, in [41] a sharper
result was proved.

Another contribution by Gol’dberg to our understanding of the logarithmic deriva-
tive [G75] deals with meromorphic functions in the half-plane C+ = {ℑz ≥ 0}. Let
f(z) be a meromorphic function in C+. R. Nevanlinna [63] (see also [G57]) has
introduced the following characteristics: the counterparts of the proximity function

A(r, f) = A(r,∞, f) =
1

π

∫ r

1

(

1

t2
− 1

r2

)

[

log+ |f(t)| + log+ |f(−t)|
]

dt

and

B(r, f) = B(r,∞, f) =
2

πr

∫ π

0
log+ |f(reiθ)| sin θ dθ ,

the counting function

c(r, f) = c(r,∞, f) =
∑

{b: f(b)=∞, 1<|b|≤r}

sin(arg b),
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the integrated counting function

C(r, f) = C(r,∞, f) = 2
∫ r

1
c(t, f)

(

1

t2
+

1

r2

)

dt ,

and the analog of the characteristic function

S(r, f) = A(r, f) +B(r, f) + C(r, f) .

In these notations a direct counterpart of the lemma of the logarithmic derivative
would be the relation

A(r, f ′/f) +B(r, f ′/f) = o(S(r, f)) (6)

when r tends to infinity outside an exceptional set, and would imply an analog of
the second fundamental theorem (N2). Nevanlinna claimed [63] that such an analog
is in general valid but at that time did not wish to go into a detailed investigation,
and so confined himself to the case when the function f(z) is meromorphic in the
whole complex plane and has finite order. Under these restrictions he proved that
A(r, f ′/f) + B(r, f ′/f) = O(1). This result was generalized by Dufresnoy [17] and
Ostrovskii [69] (see also [G57, Chapter III]). However, (6) remained unconfirmed until
1974 when Gol’dberg has constructed an unexpected counterexample. He showed
that, for any function Φ(r) → +∞, r → ∞, there is an entire function f(z) such
that S(r, f) ≡ 0 but A(r, f ′/f)/Φ(r) → ∞. Thus (6) is not valid and, moreover, it
cannot be even modified in an appropriate way.

The analog of the second fundamental theorem (N2) for meromorphic functions
in half-plane remains unproved up to now, moreover, there is no supporting evidence.
For a weaker version of it see [G57, Chapter III].

In a recent work Grishin [34] proposed the function B(r, f) as the “right” prox-
imity function and A(r, f) + C(r, f) as the “right” counting function. Such a choice
is rather natural for the theory of analytic functions in the unit disc or in the upper
half-plane. Then counterparts of the lemma of the logarithmic derivative (N3) and of
the second fundamental theorem (N2) (in a somewhat weaker form: without a term
responsible for mulptiple points) turn out to be true. However, to prove the analog
of (N2) Grishin relies upon the potential theoretic arguments from [25].

1.6. Meromorphic functions with separated zeros and poles. In 1960,
Gol’dberg introduced [G19] (see also [G57, Chapter VI]) the class of meromorphic
functions with (p, η)-separated zeros and poles, p ∈ N, 0 ≤ η < π/(2p). It consists of
the functions f such that, for some φ, 0 ≤ φ < 2π, all zeros of f are in the union of
angles

p−1
⋃

j=0

{z : | arg z − φ− (2jπ)/p| ≤ η}

and all poles of f(z) are in the union of angles

p−1
⋃

j=0

{z : | arg z − φ− (2j + 1)π/p| ≤ η} .
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He proved in [G19] the result which for the first glance is rather unexpected:

Theorem 2. If zeros and poles of a meromorphic function f are (p, η)-separated,
then there exists finite or infinite limit

lim
r→∞

T (r, f)

rp
. (7)

In particular, (7) implies that if the lower order λ < p, then the order ρ ≤ p.
Theorem 2 has interesting consequences for meromorphic functions with radially

distributed zeros and poles. For simplicity, we restrict here ourselves by the most
interesting case of entire functions. Let f(z) be an entire function with zeros on the
system of rays

D = D(α1, ..., αn) =
n
⋃

j=1

{z : z = reiαj}

and let Gp be the convex hull of the set {eiα1 , ..., eiαn}, p ∈ N. If the origin does
not belong to Gp, then zeros of f(z) are (p, η)-separated with some positive η. Thus
Theorem 2 implies

Corollary. If, for some p ∈ N, the origin does not belong to Gp, then either ρ ≤ p,
or λ ≥ p (i.e., λ < p < ρ can never occur).

For example, if n = 1, then, for every p ∈ N, the origin does not belong to Gp

and we conclude that for entire functions with zeros on a ray ρ− λ ≤ 1. Under the
priori assumption ρ < ∞, this was first proved by Edrei and Fuchs [20]. If n = 2,
then, for every p ∈ N, at least for one of numbers p, p+ 1 the origin does not belong
to Gp. Therefore, for entire functions with zeros on two rays ρ− λ ≤ 2. These facts
were rediscovered by several authors, see e.g. [75]. For n = 3, Gleizer [32] deduced
from the Corollary that ρ ≤ 3λ + 1, and that this relation is sharp. In the general
case, Theorem 2 and its Corollary show an interesting interplay with number theory:
the growth of entire function with radially distributed zeros depends essentially on
the arithmetic nature of arguments of zeros.

Gleizer [32] and Miles [60] supplemented this Corollary by the converse statement:
given a system of rays D and positive integers p−, p+, p− ≤ p+, such that, for every
p = p−, p− + 1, ..., p+, the origin belongs to Gp, there exists an entire function f(z)
with zeros on D such that λ < p− ≤ p+ < ρ. Miles’ result was slightly weaker;
however he considered a more general case of meromorphic functions. He also proved
that under certain additional assumption the assertion of Corollary remains true if
the origin belongs to the boundary of Gp.

In [G25], Gol’dberg proved another result about meromorphic functions with sep-
arated zeros and poles. Let

κ(f) = lim sup
r→∞

N(r, 0, f) +N(r,∞, f)

T (r, f)
.
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Theorem 3. Let f(z) be a meromorphic function with (p, η)-separated zeros and
poles. If

0 < lim
r→∞

T (r, f)

rp
<∞ ,

then κ(f) = 0. If

lim
r→∞

T (r, f)

rp
= ∞ ,

then

κ(f) ≤ 2

1 + cos pη
.

See [G57, Chapter VI] for the proofs of Theorems 2 and 3, as well for related
results by Edrei, Fuchs, and Hellerstein. For further developments, see the papers by
Hellersten and Shea [39] and Miles [58].

1.7. Teichmüller’s conjecture and an inequality for functions convex with

respect to logarithm. In 1905, Wiman [88] proved that for every entire function
f(z) of order less than 1/2 there is a sequence of circles {|z| = rn}, rn → ∞, on
which f(z) tends to ∞ uniformly with respect to arg z; i.e.

lim sup
r→∞

µ(r, f) = ∞ , (8)

where µ(r, f) = min|z|=r |f(z)|. This theorem together with subsequent results by
Littlewood and Valiron were the starting point for the whole direction in the theory of
entire and meromorphic functions (“cosπρ-theorem and related extremal problems”),
see [43], [26], [38]. In 1939, Teichmüller [76] conjectured that Wiman’s theorem can be
extended onto meromorphic functions in the following form: if f(z) is a meromorphic
function of order ρ < 1/2, for which

δ(∞, f) > 1 − cosπρ , (9)

then (8) still holds, and proved this conjecture under the additional assumption that
all zeros of f(z) are positive and all poles are negative. In the general case, he proved
(8) under another assumption which is stronger than (9): δ(∞, f) > (1−cosπρ)/(1−
κ cosπρ) where κ is a positive numerical constant.

In [G4, G6] Gol’dberg proved the Teichmüller conjecture. For this purpose, he
established an extremal property of meromorphic functions with positive zeros and
negative poles.

Theorem 4. Let f(z) be a meromorphic function of genus zero,

f(z) = Czm

∏

(1 − z/ak)
∏

(1 − z/bm)
,

and let

f̂(z) = Czm

∏

(1 − z/|ak|)
∏

(1 + z/|bm|)
.

15



Then
m(r,∞, f) ≤ m(r,∞, f̂), m(r, 0, f) ≤ m(r, 0, f̂) (10)

and hence
δ(∞, f) ≤ δ(∞, f̂), δ(0, f) ≤ δ(0, f̂) .

Since µ(r, f) ≥ µ(r, f̂), the Teichmüller conjecture now follows from the particular
case proved in [76]. It is a major unsolved problem, how to extend these inequalities
to the case of genus greater then zero.

Theorem 4, in its turn, follows from a new integral inequality for convex functions
which was proved in [G6], and then was essentially improved in [G9]:

Theorem 5. Let Φ(y) be a function convex with respect to log y, for 0 < y < ∞.
Let yν(x), ν = 1, 2, . . . , n be even 2π-periodic functions of x wich do not decrease on
[0, π] and satisfy the condition 0 < m ≤ yν(x) ≤ M < ∞. Then, given arbitrary real
numbers τν , ν = 1, 2, . . . , n,

∫ π

−π
Φ{

n
∏

ν=1

yν(x+ τν)} dx ≤
∫ π

−π
Φ{

n
∏

ν=1

yν(x)} dx .

A proof of Theorem 5 may be found in [36, Chapter 4].
Theorem 5 implies an inequality which is more general than (10):

∫ π

−π
Φ(|f(reiθ)|) dθ ≤

∫ π

−π
Φ(|f̂(reiθ)|) dθ ,

which holds for an arbitrary function Φ convex with respect to log y.
Theorems 4 and 5 found a number of applications to meromorphic functions of

genus zero, see [36, Chapter 4]. Relation (8) was essentially improved in [G30, G57
(Chapter V)] as follows. For every meromorphic function f(z) of lower order λ < 1/2,
the inequality

lim inf
r→∞

µ(r, f)

T (r, f)
≥ πλ

sin πλ
(δ(∞, f) − 1 + cosπλ)

holds. This inequality is sharp.
Due to the ∗-function introduced and applied by Baernstein [8] (see also [38]), we

have now a much more powerful tool for study of extremal problems for meromorphic
functions. However, it seems that the area of applications of Theorem 5 is far from
exhausted.

1.8. Exceptional linear combinations of entire functions. Gol’dberg’s contri-
bution to the subject of holomorphic curves started with his account of H. Cartan’s
Second Main Theorem in [G23]. For many years, this remained almost the only
source of information about this theory available to Soviet mathematicians.
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His original results about holomorphic curves appear in [G60,G70]. Consider
a vector of entire functions (g1, . . . , gp). The study of zero distribution of linear
combinations

fj =
p
∑

k=1

ajkgk (11)

is a classical subject going back to Borel. A system of linear combinations is called
admissible if every p rows of the matrix (ajk) are linearly independent. If g1, . . . , gp

are linearly independent then at most p linear combinations from any admissible
system may have no zeros (Borel) and under a weaker condition that not all gk

are proportional the number of linear combinations without zeros is at most 2p − 2
(Montel).

To formulate the general result obtained by Gol’dberg and Tushkanov in [G60,G70]
we need the following definitions. Let U be a positive increasing function on [0,∞)
with the property U(2r) = O(U(r)), r → ∞. Let K2 be the field of all meromorphic
functions satisfying T (r, f) = O(U(r)), r → ∞, and let K1 be any subfield of K2.
Denote by d1 and d2 the dimensions of the linear spans of {g1, . . . , gp} over K1 and
K2 respectively, so that d1 ≥ d2.

A linear combination (11) with coefficients ajk ∈ K1 is called exceptional if

N(r, 0, fj) = o(U(r)), r → ∞ .

Theorem 6. If d2 ≥ 2, then the number of exceptional combinations in any admis-
sible system (with coefficients from K1) is at most

p+

[

p− d1

d2 − 1

]

.

The modern geometric language speaks of preimages of hyperplanes under a holo-
morphic curve F : C → Pn, rather than zeros of linear combinations Indeed, a vector
of entire functions (g1, . . . , gp) defines a holomorphic curve in Pn where n = p − 1.
Let us choose K1 = K2 = C in the Gol’dberg-Tushkanov theorem (this corresponds
to the choice U ≡ 1). Thus d2 ≥ 2 means that the curve is not constant and in fact
d := d1 − 1 is the dimension of the smallest linear hull in Pn of the image of the
curve. Then Theorem 6 implies that a curve may omit at most

[

n

d

]

+ n

hyperplanes, a result of Dufresnoy [18] (see also Green [33]). If d = n + 1 or d = 1
we obtain respectively Borel’s and Montel’s results mentioned above.

Independently, a less precise form of Theorem 6 (as well as several other results
in the same spirit) was found by Toda [78] (see also [79]).

Permitting the coefficients of linear combinations to be meromorphic functions of
restricted growth is equivalent to the study of the distribution of preimages of “slowly
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moving targets” (see, for example, [73]), a subject which now plays increasing role.
The result of Gol’dberg and Tushkanov still seems to be the most precise available
extension of Picard’s theorem of this sort.

It is interesting that in [G70] the authors notice a formal analogy with num-
ber theory (the main tool used in the paper, Borel’s theorem, has a counterpart in
transcendental number theory, Lindemann’s theorem on linear independence of ex-
ponents of algebraic numbers). This was long before another parallel with number
theory discovered by Ch. Osgood, Lang and Vojta [85] started to play so important
role in Nevanlinna theory. As Gol’dberg mentioned to the authors, a similar analogy
between Borel’s and Lindemann’s theorems was found by Narasimhan in [62], who
re-proved Borel’s result, but during the time of preparing [G60, G70] Gol’dberg did
not know about [62].

1.9. Meromorphic solutions of differential equations. The study of growth of
meromorphic solutions of (non-linear) algebraic differential equations probably began
with the work of Valiron (see, for example [81]) and Pólya [71]. Valiron proved that
entire solutuions of ho

F (y′, y, z) = 0, F is a polynomial in 3 variables, (12)

have finite order, and Pólya showed that such solutions have positive order. Later J.
Malmquist [56] proved that in fact the order of entire solutions of (12) is always a
multiple of 1/2.

The first general result on the growth of meromorphic solutions is contained in
Gol’dberg’s paper [G7]. He proved that the order of a meromorphic solution of (12)
is always finite and gave an effective estimate in terms of coefficients. The argument
used in this paper is so simple and powerful that it permits estimating the growth
of solutions even in the case when F is a polynomial only with respect to y′ and y
having transcendental meromorphic coefficients.

Since the paper [G7] was published, several new proofs of this result were given
(including Bergweiler’s contribution to this volume) but nevertheless the result re-
mains quite isolated: for algebraic equations of higher order no general results are
known about growth of meromorphic solutions. It is even not known whether entire
solutions of an algebraic differential equation of second order have any a priori growth
estimate. Some results for equations of second (and higher) order are contained in
works by Bank, Laine, Steinmetz as well as in [G86], see the recent book by Laine
[45].

In a joint paper with A. Mokhon’ko [G76] the authors extend Gol’dberg’s result
to the case when solutions are meromorphic in an angular sector.

In [21] the question of possible growth of meromorphic (in C) solutions of (12)
was solved completely: the only possible values of the order are multiples of 1/2 or
1/3. If the order is zero, then T (r, y) ∼ c log2 r, r → ∞.

2. Simply connected Riemann surfaces
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One of the main problems of the theory of meromorphic functions is the study of
connection between asymptotic properties of a meromorphic function and the geom-
etry of the associated Riemann surface. To state the problem precisely we need some
definitions.

Let σ and ρ be the Euclidean metric in C and the spherical metric in Ĉ respec-
tively. A meromorphic function f : D → Ĉ, D ⊂ C, can be split into composition of a
conformal homeomorphism followed by a local isometry in the following way. Let f∗ρ
be the pullback of the spherical metric. Then the mapping θ(z) = z from (D,σ) to
(D, f∗ρ) is a conformal isomorphism. The mapping π(z) = f(z) : (D, f∗ρ) → (Ĉ, ρ)
is a local isometry. Thus f = π ◦ θ has been factored into two parts: the part θ con-
tains information about distortion and the part π contains all topological information
about f . The mapping π may be characterized in pure topological terms: for every
point z0 ∈ D there are local coordinates ζ at z0 and w at f(z0) such that the map f
is expressed in these coordinates as w = ζn, where n ≥ 1 is an integer. Such maps are
called topologically holomorphic.2 The points where π is not locally homeomorphic
are isolated; they are called critical points and their images are called critical values.

Now, assume that R is an abstract surface and a topologically holomorphic map
π : R → Ĉ is given. Then the conformal structure can be pulled back to R via π
so that R becomes a Riemann surface. The pair (R, π) is called a “Riemann surface
spread over the sphere” or “Überlagerungsfläche”. If R is open and simply connected,
there is a conformal homeomorphism θ : D 7→ R, where D is the unit disk or the plane
C. In the first case, the Riemann surface is called hyperbolic and in the second case,
parabolic. So f = π ◦ θ is a meromorphic function in the unit disk or in the plane,
which is almost completely determined by (R, π) (up to a conformal automorphism
of D). We call the pair (R, π) the Riemann surface associated with f if f = π ◦ θ
where θ is a conformal homeomorphism of the unit disk or the plane onto R.

The central problem of meromorphic function theory (“ein Hauptproblem der
modernen Funktionentheorie”) according to Nevanlinna, Ahlfors and Teichmüller is
to find out how properties of f are determined by geometric properties of the associated
(R, π). By geometric properties they usually mean those which can be formulated
explicitly in terms of π. They may include topological properties, such as the number
of omitted values, asymptotic values, critical values, or properties formulated in terms
of the spherical metric, for example the rate of convergence of critical values to some
point. On the other hand when they speak of asymptotic properties of f , they usually
mean the properties which depend of the exhaustion of C by concentric disks with
respect to Euclidean metric; these include order, type, deficiencies and so on.

The first problem, of course, is to determine the conformal type of R ([66],
Volkovyskii [86] and Wittich [91]). But assume that it is already known that our
Riemann surface has the conformal type of the plane (that is we have a parabolic
simply connected Riemann surface F). Our next topic is how geometric properties
of F influence the behavior of the associated meromorphic function.

2We prefer this name aparently invented by Douady and Hubbard to the classic term “inner in
the sense of Stoilov”.
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2.1 Extension of the Denjoy–Carleman–Ahlfors Theorem. From now on, we
consider only parabolic simply connected Riemann surfaces.

Let F = (R, π) be a Riemann surface. Let us fix a point a ∈ Ĉ and consider the
family {U(ǫ)}ǫ>0 of open disks of spherical radius ǫ centered at a. For every ǫ > 0
choose a component V (ǫ) ⊂ C of the preimage π−1U(ǫ) in such a way that ǫ1 ≤ ǫ2
implies V (ǫ1) ⊂ V (ǫ2). Then there are two possibilities:

a) ∩ǫ>0V (ǫ) = {a point in C}, or

b) ∩ǫ>0V (ǫ) = ∅.
In the latter case we say that our choice ǫ 7→ V (ǫ) defines a singularity of the Rie-
mann surface F. Hurwitz was the first who observed that the asymptotic paths of
f correspond to the singularities of F. Each set V (ǫ) from our family is called an
ǫ−neighborhood of the singularity. A singularity is called direct if for some ǫ the
set V (ǫ) contains no preimages of the point a. Otherwise, it is called indirect. This
classification belongs to Iversen. (Gol’dberg in [G6] uses the name “critical point”
instead of “singularity”.)

One version of the Denjoy–Carleman–Ahlfors Theorem asserts that if a Riemann
surface associated to a meromorphic function f has p ≥ 2 direct singularities then

lim inf
r→∞

r−p/2T (r, f) > 0

(possibly infinite) [66].
In [G6] Gol’dberg extends this theorem by introducing a wider class of singularities

than the direct ones, for which this conclusion still holds. He calls these K-points.
To define a K-point we consider a singularity which is defined by ǫ 7→ V (ǫ). Let hǫ be
the least harmonic majorant of the bounded subharmonic function log |ψǫ ◦f | in V (ǫ)
where ψǫ is the conformal homeomorphism mapping U(ǫ) onto the unit disk, ψǫ(a) =
0, ǫ < ǫ0. If hǫ 6= 0 for all ǫ < ǫ0, we say that V (ǫ) is a K-point. It is evident that a
direct singularity is a K-point. The Denjoy–Carleman-Ahlfors Theorem extends to
K-points with the same formulation and essentially the same proof. Then Gol’dberg
shows that in the definition of K-point the words “for all ǫ < ǫ0” can be replaced
by “for some sequence ǫ → 0” thus showing that the property of a singularity to be
a K-point depends only on the structure of the Riemann surface in arbitrary small
neighborhoods V (ǫ) of this singularity.

The most important result of this paper is an explicit geometric criterion of a K-
point for a special class of Riemann surfaces. This class can be defined in the following
way: Let F = (R, π), and assume that there are two anti-conformal involutions τ1
and τ2 of R with the properties π ◦ τ1 = 1/π̄ and π ◦ τ2 = π̄. Furthermore, the
preimage of the unit disk π−1U is connected, the preimage of 0 is pointwise fixed
by τ2 and there are exactly two singularities, one over 0 and another over ∞. From
these assumptions one can deduce that R is of parabolic type and the conformal
homeomorphism θ : C → R can be chosen in such a way that f = π ◦ θ has the form

f(z) = e−δz
∞
∏

K=0

z − rk

z + rk

,
∑

k

1

rk

<∞, rk > 0, δ ≥ 0.
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This function always has growth of at most order one, normal type. It is exactly of
order one, normal type, if and only if δ > 0.

Long before, Teichmüller considered this class of meromorphic functions and asso-
ciated Riemann surfaces in [77]. He asked whether one can give a geometric condition
on the Riemann surface, which is equivalent to δ = 0. This was solved completely
in Gol’dberg’s paper [G6], where he showed that the singularities over 0 and ∞ are
K-points if and only if δ > 0 and gives the following necessary and sufficient condi-
tion for these properties in terms of critical values sk of f enumerated according the
growth of critical points of f(z):

∞
∑

k=1

1

infj≥k{− log sk}
<∞ .

This result is equivalent to complete geometric characterization (in the sense we just
explained) of Riemann surfaces associated to Blaschke products whose zeros lie on
a radius. For more general classes of Riemann surfaces, the problem of a geometric
characterization of K-points remains unsolved.

Let us explain how this problem can be reduced to a problem about inner functions
in the unit disk U. Let V (ǫ) be a neighborhood of a singularity over the point 0 and
φǫ : U → V (ǫ) be a universal covering. Then g = ψǫ◦π◦φǫ is an inner function which
means that its boundary values exist almost everywhere and belong to the unit circle.
Now, the singularity over 0 will be aK-point if and only if this inner function g is not a
Blaschke product. Another way to say the same is that 0 is not a deficient value in the
sense of Lehto [49, 50, 51]. An important special case (which always occurs in the case
when f is entire) is when V (ǫ) is simply connected. If we further assume that V (ǫ) is
a neighborhood of only one singularity (which can be always assumed if f is an entire
function of finite order) then the corresponding inner function g has only one singular
point on the unit circle, and we come to the problem of geometric characterization of
Blaschke products in the class of all such inner functions. Gol’dberg’s result solves
the problem with the additional assumptions that zeros lie on a ray.

We decided to include in this volume a translation of the relevant part of this paper
for the following reasons. It is published in a journal which is practically unavailable
not only in the West but also in the former Soviet Union. And we feel even today
that the main result is important enough to be preserved and documented.

The notion of K-singularity was extended by Heins [40] who introduced a kind
of multiplicity of a K-singularity which he called “harmonic index”. Heins further
improved the Denjoy –Carleman – Ahlfors theorem by replacing the number p of
K-singularities by the sum of their harmonic indices. he also proved that the set of
projections of direct singularities of a parabolic Riemann surface is at most countable
while the set of direct singularities themselves may be uncountable. It is not known
whether the set of projections of K-points of a parabolic surface is always at most
countable.

Geometric characterization of Blaschke products with zeros on a ray in [G6] had
a surprising application [G91] in proving an extremal property of very slowly growing
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meromorphic functions, conjectured by P. Barry [10].

Theorem 7. If f is a meromorphic function of order zero satisfying

lim inf
r→∞

N(r, 0, f) +N(r,∞, f)

log2 r
≤ σ <∞ ,

then

lim sup
r→∞

minθ |f(reiθ)|
maxθ |f(reiθ)| ≥ C(σ)

where

C(σ) =

(

∞
∏

n=1

1 − q2n−1

1 + q2n−1

)2

, q = exp(−1/(4σ)) ,

and this estimate is the best possible.

For entire funcitons, a version of this theorem (with N(r, 0, f) + N(r,∞, f) re-
placed by logM(r, f) and without condition of zero order) was obtained later by
Fenton using other tools [30].

2.2. Riemann surfaces with finitely many “ends”. In fact, there are only very
narrow classes of Riemann surfaces for which a detailed information about asymptotic
behavior of the associated function can be derived from the geometric properties of
the surface. Still these classes lead to many interesting examples in meromorphic
function theory.

In the late 20-s and early 30-s, F. and R. Nevanlinna, Ahlfors and Elfving con-
sidered Riemann surfaces which have finitely many (logarithmic) singularities and no
critical points. It was established that these surfaces are of parabolic type, and in
fact very precise statements about associated meromorphic functions f can be made.
For example, if there are p singularities then the order of f is p/2, normal type, and
deficiency δ(a, f) is the number of singularities over a divided by p/2. So deficiencies
of functions of this class are always rational and add up to 2. The simplest example
is exp z whose associated Riemann surface (the Riemann surface of logarithm) has
two singular points. It was Ahlfors who first applied to the study of such Riemann
surfaces a geometric method which was the base of all subsequent generalizations. A
rough outline of the method in its present form as described in [91] and [G57, Chapter
VII] is the following. One dissects the Riemann surface into simply connected pieces
such that conformal map of a plane region onto each piece can be found explicitly.
The non relatively compact pieces are usually called ends. For example, a logarithmic
end is the Riemann surface associated with the restriction of L ◦ exp to the upper
half-plane, where L is a fractional linear transformation. It can be shown by a topo-
logical argument that a surface with p singularities and finitely many critical points
can be partitioned into p logarithmic ends plus one compact piece.

Once conformal maps of plane regions onto end end is known the problem is to
paste them together. This is usually performed now using quasiconformal mappings.
Assume that R = ∪p

j=0R̄j, where R0 is a compact piece; Rj, j = 1, . . . , p, are the ends
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and bar means the closure in R. Assume further that we have conformal mappings
θj : Sj → Rj, where Sj are some angular sectors in the plane whose interiors are
disjoint, and their closures cover the plane minus a compact set. Then one tries to
replace θj by certain non-conformal homeomorphisms θ′j which fit together in the
sense that θ′k(z) = θ′j(z) at points z on the common part of the boundaries ∂Sk and
∂Sj. This then defines a homeomorphism θ′ : C → R, namely θ(z) = θ′j(z) if z ∈ Sj.
This explicitly constructed homeomorphism has any value only if it is in some sense
close to conformal, which depends essentially on the choice of the maps θ

′

j. If θ′ is
quasiconformal then a theorem of Grötzsch guarantees that R is of parabolic type
(otherwise, a quasiconformal mapping of the complex plane onto the unit disk would
exist).

Sometimes one can say much more, using more careful choice of θ′j and the follow-
ing distortion theorem of Teichmüller–Wittich–Belinskii. If φ is a homeomorphism
of the plane, φ(∞) = ∞, whose dilatation

p(z) =

∣

∣

∣

∣

∣

∂φ/∂z̄

∂φ/∂z

∣

∣

∣

∣

∣

tends to zero fast enough, so that

∫ ∫

|z|>1
p(z)

dxdy

|z|2 <∞,

then φ is conformal at infinity in the sense that there exists finite limit limz→∞ φ(z)/z 6=
0.

Using th scheme, more and more general Riemann surfaces were treated (most
of the results obtained before Gol’dberg’s works are contained in Wittich’s book
[91]). Ullrich [80] introduced Riemann surfaces with finitely many periodic ends. A
periodic end is the Riemann surface associated to a function of the form h = P ◦ exp
restricted to the upper half-plane, where P is a rational function. The other types of
ends considered by Künzi and others used restrictions of elliptic functions to certain
angular sectors (doubly periodic ends and 1/4-ends). Constructions using elliptic
functions were substantially generalized by Gol’dberg in [G16] where the so-called
π-ends were studied.

In [G5] (see also [G57, Chapter VII]), Gol’dberg introduced a new class of Riemann
surfaces which permitted him to give a complete solution of the inverse problem of
Nevanlinna theory for functions of finite order with finite set of deficiencies. The
crucial step made in this work was introduction of ends which are no longer explicitly
defined using some special functions.

To explain Gol’dberg’s contribution let us first consider a periodic end given by
h = P ◦exp restricted to the upper half-plane H. The function h has period 2πi so its
restriction to any strip Sk = {z : 2πk ≤ ℑz ≤ 2π(k + 1)} defines the same Riemann
surface, namely the Riemann surface, associates to the rational function P in the
plane with the slit along the positive ray. Thus the periodic end can be thought as
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the result of pasting together infinitely many copies of Riemann surfaces of a single
rational function P .

Gol’dberg considers more generally a sequence of rational functions Pk, k =
1, 2, . . .. If γ is a simple smooth curve which does not pass through the critical
values of any Pk then Rk is defined as the Riemann surface associated to Pk with a
slit along some simple curve Γk whose projection is γk. Then Rk is pasted to Rk+1 for
each k the usual way along the edges of the slits Γk. The resulting Riemann surface is
called R. If all Pk are the same we have a periodic end. If Pk are different, an explicit
conformal map of a plane region onto R cannot be found. But if the sequence Pk

satisfies some regularity conditions, a quasiconformal map of a half-plane onto R can
be found, and the asymptotic behavior of this quasiconformal map can be derived
from the properties of the sequence Pk. When these regularity conditions are satisfied
the resulting Riemann surface R is called an almost periodic end.

The value of these constructions is not limited to their role in solution of the
inverse problem of Nevanlinna theory, (see, for example [11]) and they certainly
deserve to be better known.

These two classes of Riemann surfaces (almost periodic ends and π-ends) for
long time remained the most general classes of parabolic simply connected Riemann
surfaces for which the asymptotic behavior of the associated meromorphic function
was known in detail. In 1975, another class of ends, which may be called Lindelöf ends
was introduced by Drasin and Weitsman [16] who used heavily Gol’dberg’s technique
from [G57, Chapter VII]. A Lindelöf end is the Riemann surface associated to the
restriction on a sector | arg z| < ǫ of the function L ◦ p, where L is a fractional-
linear transformation and p is the Hadamard canonical product with zeros zk = kλ >
0. By pasting together finitely many logarithmic and Lindelöfian ends, Drasin and
Weitsman constructed meromorphic functions of finite order which are believed to be
extremal for the defect relation in the class of functions of a given order.

2.3. Comb-like entire functions. An especially simple and useful class of Riemann
surfaces can be obtained in the following way. Take infinitely many copies of the
plane, call them Ck, −∞ < k < ∞ and make two slits on each copy: from −∞ to
−bk < 0 and from ak > 0 to +∞ such that bk = bk+1 for all even k and ak = ak+1

for all odd k. Then paste k + 1-th sheet to the k-th sheet along their common slit
such that each endpoint of a slit becomes a simple branch point. It was proved by
G. MacLane [55] that the resulting Riemann surface is always of parabolic type, see
also the recent paper by Vinberg [84]. In fact the associated function can be always
written in the form f(z) = exp θ(z) where θ is the conformal mapping of the upper
half-plane onto a region obtained from the plane by deleting some rays of the form
lk = {t + πik : −∞ < t ≤ ck} where −∞ ≤ ck < ∞ for each integer k (here,
c2k = log ak , c2k+1 = log |bk|). The normalization is ℜθ(iy) → +∞, y → +∞. This
defines f in the upper half-plane up to the real linear transformation of the argument
and then it can be extended to the whole plane by symmetry.

This gives the geometric characterization of the Laguerre-Pólya class of entire
functions, that is, entire functions which can be locally uniformly approximated by
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real polynomials with real zeros. The classical Laguerre-Pólya theorem [53] asserts
that f belongs to this class iff

f(z) = e−γz2+βz+αzm
∏

n

(

1 − z

zn

)

ez/zn

where all zn, α and β are real, γ ≤ 0, m is a non-negative integer, and
∑

n |zn|−2 <∞.
One can show that the Laguerre-Pólya class coincides with the class of entire functions
of the form f(z) = exp θ(z) where θ is a conformal map onto a comb domain described
above 3.

For this special class of entire functions, the general problem stated in the intro-
duction of section 2 becomes: to establish connections between the growth properties
of f and the sequence of its critical values {ck} (i.e., the sequence of branch points of
the associated Riemann surface F).

The geometric charcterization of Blaschke products with zeros on the positive ray
obtained in [G6] (see Section 2.1) implies 4 the necessary and sufficient condition on
{ck} for γ = 0 in the representation of f(z), or, what is the same, for f(z) to be a
function of at most minimal type, order 2.

The problem we are discussing is equivalent to a problem about asymptotic be-
haviour of the conformal mapping θ(z) of the upper half-plane onto a comb-like
domain. Thus one can show for example that f has exponential type and is bounded
on the real line if and only if {ck} is a bounded sequence and the corresponding
conformal map θ has an angular derivative. Using their new effective condition of
the existence of angular derivative, Gentosh, Gol’dberg and Moravetskaya [G145]
found necessary and sufficient conditions on {ck} which ensure that f(z) is an entire
function of exponential type bounded on the real axis.

Because of importance of comb-like entire functions and, especially, of their geo-
metrical parameterization by critical values in applications (Chebyshev-type extremal
problems and spectral theory of periodic and almost-periodic Sturm-Lioville opera-
tors), it would be highly interesting to have further results in this direction; for
example, to find explicit formulas for the order of f(z) in terms of the sequence {ck}.

In [G67], Gol’dberg applied comb-like functions to construct a surprising example
of entire function f of arbitrary prescribed positive order such that the counting
function n(r) of all simple solutions of f(z) = ±1 satisfies n(r) = O(logσ r), with any
given σ > 2. This example is unexpected because according to an old theorem of H.
Selberg, entire functions whose all but finitely many ±1-points are multiple has order
which is a multiple of 1/2. (Another proof of Selberg’s theorem was obtained by
Gol’dberg and Tairova in [G34] by pure geometric methods; the original proof used
differential equations and estimates of logarithmis derivatives). This example shows

3Another type of comb domains is related to a more restricted class of real entire functions with
real ±1-points [57]. For the sake of definiteness, we restrict our discussion to the classes of comb
domains and comb-like entire functions introduced above.

4It was Gol’dberg who paid our attention to this fact, which was not mentioned explicitly in
[G6].
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that Selberg’s theorem is very unstable: permitting just “a few” simple ±1-points
drastically changes the picture. Also in this example we have ε(1) = ε(−1) = 1/2
and δ(∞) = 1 so that equality holds in (N5). This is in sharp contrast with the result
of Pfluger that for entire functions

∑

δ(a, f) = 2 implies that the order is a positive
integer or infinite.

In [G132] a conjecture of one of the authors of this paper whose purpose was to
give a characterization of the class of comb-like entire functions of exponential type
belonging to Lp on the real axis in geometric terms was disproved.

3. Entire functions

The fundamental problem in the theory of entire functions is the problem of the
connection between the growth of entire function and the distribution of its zeros [53].
The basic characteristic of growth of entire functions of finite order is the Phragmén-
Lindelöf indicator. For entire function f(z) of order ρ and mean type the indicator
is defined as

h(ϕ, f) = lim sup
r→∞

r−ρ log |f(reiϕ)|, 0 ≤ ϕ < 2π .

To deal with functions of maximal or minimal type with respect to the order ρ,
0 < ρ < ∞ one should use the Valiron proximate order; i.e. a C1-function ρ(r) such
that, for r → ∞,
(i) ρ(r) → ρ;
(ii) ρ′(r)r log r → 0.

An entire function f(z) is said to have a proximate order ρ(r) if

0 < lim sup
r→∞

r−ρ(r) max
0≤ϕ<2π

log |f(reiϕ)| <∞ .

Then, the Phragmén-Lindelöf indicator is defined as

h(ϕ, f) = lim sup
r→∞

r−ρ(r) log |f(reiϕ)|, 0 ≤ ϕ < 2π .

The systematic study of the connection of the indicator with the distribution of zeros
started in the 30-ies. In the years 1936–39, Levin and Pfluger independently defined
and studied the class of entire functions of completely regular growth. For this class,
the above-mentioned link can be written as equalities which express the indicator
h(ϕ, f) through the angular density of zeros

∆(α, β, f) = lim
r→∞

r−ρ(r)n(r, α, β, f)

where n(r, α, β, f) is a number of zeros of f(z) in the sector {z : |z| ≤ r, α < arg z ≤
β}, and the limit exists for all but at most countable set of values α and β. An
account of the theory of entire functions of completely regular growth is given in the
Levin monograph [53], see also [6], [7], and [72].
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3.1. Connection between the Phragmén-Lindelöf indicator of entire func-

tion and its zero distribution. In 1962–65, Gol’dberg published a cycle of papers
[G28, G32, G33, G35, G36, G42, G45, G50] in which he studies the connection be-
tween the indicator and zero distribution in the general case of entire functions of
finite order. In the general case, this connection cannot be written in the form of
equalities; one deals with inequalities which give upper and lower bounds for the
indicator through characteristics of the distribution of zeros. The starting point of
this cycle was a theorem proved by Levin in [53, Chapter V, Theorem 12]: if f(z) is
an even canonical product of exponential type with real zeros

f(z) =
∏

n

(

1 − z2

a2
n

)

(13)

whose upper density of zeros equals

∆̄(f) = lim sup
r→∞

r−1n(r, f) ,

then
h(ϕ, f) ≤ I∆̄(f), (14)

where

I =















∫ 1/
√

(2 cos ϕ)

0 log
∣

∣

∣1 − e2iϕ

t2

∣

∣

∣ dt when |ϕ| < π/4 or |ϕ− π| < π/4

π| sinϕ| when |ϕ− π/2| ≤ π/4

(the integral can be computed, see [53, p.255]). Levin’s estimate is sharp: there is a
canonical product (13) of exponential type and with real zeros such that the equality
holds in (14) for all ϕ ∈ [0, 2π].

Let E(z, p) be the Weierstrass primary factor, and let K(t, ϕ, p) be the kernel
given by

K(t, ϕ, p) = −tp+1 d

dt
log

∣

∣

∣

∣

∣

E

(

eiϕ

t
, p

)∣

∣

∣

∣

∣

=
cos pϕ− t cos(p+ 1)ϕ

1 − t cosϕ+ t2

at the points (t, ϕ) at which both inequalities

log |E(eiϕ/t, p)| > 0 and
d

dt
log |E(eiϕ/t, p)| < 0

are satisfied, and equal to zero otherwise. Then Levin’s estimate (14) can be restated
as follows:

h(ϕ, f) ≤ ∆̄(f)
∫ ∞

0
tρ−p−1K(t, ϕ, p) dt for ρ = 1/2 . (15)

Estimate (15) was extended to entire functions of order ρ ∈ (0, 1) by Gol’dberg’s
Master Degree student Andrashko [3] and to entire functions of an arbitrary non-
integer order by Gol’dberg himself [G32]. We mention that the sharp lower bound
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for the Phragmén-Lindelöf indicator of entire function of finite order with zeros on
a ray remains unknown [70]. Another unsolved question concerns entire functions
of finite order with zeros on a ray is the problem of description of their Phragmén-
Lindelöf indicators, [70]. As Levin has told one of the authors, a similar question was
asked by Mark Krein in the 30-ies.

To obtain estimates similar to (15) in the general case, one should drop the as-
sumption that all zeros of f(z) are on one ray. Let f(z) be an entire function of
proximate order ρ(r). The upper angular density of zeros of f(z) is defined as

∆̄(X, f) = lim sup
r→∞

n(r,X, f)

rρ(r)

where X is an arbitrary subset of [0, 2π] and n(r,X, f) is a number of zeros of f(z)
in the sector {z : |z| = r, arg z ∈ X}. Then ∆̄(X, f) is a semi-additive measure,
and the problem of finding of an adequate general version of (3) leads to an integral
with respect to this semi-additive measure. Gol’dberg introduces such a new kind of
integral which is interesting on its own (for an application outside Function Theory
see [G128]).

Here we will give an equivalent definition of the Gol’dberg integral which was
obtained later by Levin, Matsaev and Ostrovskii. To make this definition more
transparent, we will consider a particular case only. Denote by U the class of all
subsets of [0, 2π). A nonnegative, everywhere finite, set-function µ(X), X ∈ U is
called a semi-additive measure if it satisfies the conditions:

(i) µ(∅) = 0;

(ii) µ(X) ≤ µ(Y ) if X ⊂ Y ;

(iii) µ(X ∪ Y ) ≤ µ(X) + µ(Y ), ∀X,Y ∈ U.

If a set-function is initially defined only on the class D of sets which are finite unions
of disjoint intervals from [0, 2π), then we can always extended it on U by setting
µ(X) = inf{µ(Y ) : X ⊂ Y, Y ∈ D}. Let M = M(µ) be the class of all nonnegative
(finitely-) additive measures ν such that

ν(X) ≤ µ(X), ∀X ∈ U .

For a non-negative function f , the Gol’dberg integral is defined as

(U)
∫

[0,2π)
f(x) dµ(x) = max

ν∈M

∫

[0,2π)
f(x) dν(x) , (16)

the maximum in the right-hand side of (16) is attained.
With the help of this integral (16) Gol’dberg proves that, for non-integer ρ,

(U)
∫

[0,2π)

∫ ∞

0
tρ−[ρ]−1K(t, ϕ− θ, [ρ]) dt dµ(θ) ≤ sup{h(ϕ, f) : f ∈ F [µ, ρ(r)]}
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≤
∫ ∞

0
(U)

∫

[0,2π)
tρ−[ρ]−1K(t, ϕ− θ, [ρ]) dµ(θ) dt (17)

where F [ρ(r), µ] is the class of all entire functions of proximate order ρ(r) such that

∆̄(X, f) ≤ µ(X) ∀X ∈ U .

The integrals in the right- and left-hand sides of (17) differ by the order of integration.
However, as examples show, they do not coincide in the general case. If µ is a
countable-additive measure, then they coincide by the Fubini theorem.

Gol’dberg shows that there is an entire function f(z) such that the lower bound

h(ϕ, f) ≥ (U)
∫

[0,2π)

∫ ∞

0
tρ−[ρ]−1K(t, ϕ− θ, [ρ]) dt dµ(θ)

holds simulteneously for all ϕ ∈ [0, 2π). Levin’s estimate (15) follows from (17).
Another corollary deduced from (17) for arbtirary entire functions of proximate order
ρ(r) → ρ, ρ is non-integer, is the estimate

h(ϕ, f) ≤ ∆̄(f)ρ
∫ ∞

0
tρ−1M(1/t, [ρ]) dt , M(t, p) = max

|z|=t
log |E(z, p)| (18)

which is also sharp: there is an entire function f(z) of a prescribed proximate order
such that equality holds in (18) simulteneously for all ϕ ∈ [0, 2π).

Gol’dberg also obtained estimates of similar kind for entire functions of integral
order. Besides, he considered more general problem to estimate the indicator and the
lower indicator through the upper and lower angular densities of zeros.

Making use of Azarin’s theory of limit sets of subharmonic functions, Fainberg
[27] (see also [7]) found another approach to Gol’dberg’s results. She obtained a sharp
upper bound for h(ϕ, f) using a double Gol’dberg integral with respect to some semi-
additive measure defined on [0, 2π)× [0,∞) (instead of the repeated integral in (17)).

3.2. Phragmén-Lindelöf indicators of Hermitian-positive entire functions.

Entire functions f(z) represented in the form

f(z) =
∫ ∞

−∞
eizu dP (u) , (19)

where P is a probability measure on the line and the integral converges absolutely in
C, are of a considerable interest for probablility theory and, in particular for its part
dealing with decompositions of random variable into the sum of independent random
variables, see [54].

In the works [G103, G115], the problem of description of Phragmén-Lindelöf indi-
cators of entire functions of the form (19) was completely solved. First, observe that
all non-constant entire functions of this form have a growth at least of order 1 and
mean type.

Hence, denote by I[ρ], 1 ≤ ρ < ∞, the class of real functions h(ϕ) satisfying the
conditions:
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(i) h(ϕ) is 2π-periodic ρ-trigonometrically convex function;

(ii) the function h(ϕ+ π/2) is even;

(iii) max{h(ϕ) : 0 ≤ ϕ < 2π} = max{h(π/2), h(−π/2)} > 0;

(iv) h(ϕ) ≤ h(π/2)(sinϕ)ρ, for 0 ≤ ϕ ≤ π; and h(ϕ) ≤ h(−π/2)| sinϕ|ρ, for −π ≤
ϕ ≤ 0.

Theorem 8.

(i) If f(z) is an entire function of proximate order ρ(r) → ρ ≥ 1, then h(ϕ, f) ∈ I[ρ];
in addition, if

lim
r→∞

(ρ(r) − 1) log r = +∞ , (20)

then h(±π/2) ≥ 0.
(ii) Given ρ, 1 ≤ ρ < ∞, a proximate order ρ(r) → ρ, and a function h(ϕ) ∈ I[ρ],
there is an entire function f(z) of proximate order ρ(r), represented in the form (19)
and such that h(ϕ, f) ≡ h(ϕ). In addition, if ρ = 1 and (20) holds, then h(±π/2) ≥ 0.

The first statement of the theorem is not difficult, hovewer, the second one is deep
and technical 5. If we assume in addition that the measure P in the representation
(19) is supported on the semi-axis [0,∞), then in the description of the Phragmén-
Lindelöf indicators a more narrow class appears in place of I[ρ]. In the definition of
this class we must replace conditions (iii) by h(−π/2) > 0 and (iv) by h(ϕ) = 0 for
0 ≤ ϕ ≤ π, and h(ϕ) ≤ h(−π/2)| sinϕ|ρ for 0 ≥ ϕ ≥ −π.

The connection between the Phragmén-Lindelöf indicator of a function of the form
(19) and behaviour of the measure P still remains mistly. However, the case of order

5The proof of Theorem 8 utilized a new fact of an independent interest related to the theory of
entire functions of completely regular growth in the Levin-Pfluger sense.

It immediately follows from the definition that the class of entire functions of completely regular
growth of a fixed proximate order ρ(r) is closed with respect to multiplication. Nevertheless, it is
easy to construct examples showing that this class is not closed with respect to addition. Let f1, f2

be two functions of completely regular growth of a proximate order ρ(r). Which can be the size of
the set

E(f1, f2) = {a ∈ C : f1 + af2 does not have completely regular growth} ?

In [G103], it is proved that E(f1, f2) is of logarithmic capacity zero. This result was improved
in [G105] where it was shown that E(f1, f2) is H-set in the sense of Hyllengren. Another result
obtained in [G105] says: there are entire functions of completely regular growth having uncountable

many Valiron deficient values. A little bit later, using the methods of Drasin’s paper [12], Eremenko
[22] characterized the set of Valiron deficient values of entire functions of completely regular growth.

A related question posed in [G103] was the starting point for Favorov who developed in [28] a the-
ory of holomorphic curves in Banach spaces (see also his subsequent paper [29]). Making use of this
theory, Favorov proved in [28] the following: Let fn be a sequence of entire functions of completely

regular growth of the same proximate order ρ(r) such that, for all ϕ, h(ϕ) = supn hfn
(ϕ) < ∞.

Then there is a sequence bn > 0 such that the entire function f(z) =
∑

n bnfn(z) is of completely

regular growth with respect to the proximate order ρ(r) and has indicator h(ϕ). We do not know a
simple proof of this result.
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ρ = 1 is trivial since functions of the class I[1] must have the form h(ϕ) = c1 sinϕ,
as 0 ≤ ϕ ≤ π, and h(ϕ) = c2 sinϕ, as 0 ≥ ϕ ≥ −π, where constants c1, c2 are related
to the measure P in a simple way.

The class I[ρ] for ρ > 1 contains indicators h such that h(0) = h(π) < 0. Thus, for
every proximate order ρ(r) → ρ > 1, there are entire functions f(z) of the form (19)

rapidly decreasing along the real axis, so that |f(x)| = O
(

exp(−c|x|ρ(x))
)

, |x| → ∞,
c > 0.

A related study appears in [G127], where the authors considered Phragmén-
Lindelöf indicators of entire functions of finite order represented by the Dirichlet
series

f(z) =
∑

k

a(λk) exp(zλk), 0 ≤ λ1 < λ2 < . . . < λk ↑ ∞, a(λk) ∈ C .

A. E.: Purdue University, West Lafayette, IN 47907 USA
I. V.: Inst Low Temperature Physics, Prospekt Lenina 46, Kharkov 310164 Ukraine;

Bilkent University, 06533 Bilkent, Ankara, Turkey
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