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Abstract

We consider transcendental meromorphic functions for which the
zeros, 1-points and poles are distributed on three distinct rays. We
show that such functions exist if and only if the rays are equally spaced.
We also obtain a normal family analogue of this result.
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1 Introduction and results

Our starting point is the following result.

Theorem A. There is no transcendental entire function for which all zeros
lie on one ray and all 1-points lie on a different ray.

This was proved by Biernacki [6, p. 533] and Milloux [20] for functions
of finite order; see also [3]. The restriction on the order can be omitted by a
later result of Edrei [9]. This result yields that if all zeros and 1-points of an
entire function f lie on finitely many rays, then f has finite order.

The following normal family analogue of Theorem A was proved in [4,
Theorem 1.1]. Here D denotes the unit disk.

∗Supported by NSF grant DMS-1665115
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Theorem B. Let L0 and L1 be two distinct rays emanating from the origin
and let F be the family of all functions holomorphic in D for which all zeros
lie on L0 and all 1-points lie on L1. Then F is normal in D\{0}.

The purpose of this paper is to consider analogues of these results for
meromorphic functions, with poles being distributed on some further ray.
First we note that there exist meromorphic functions for which zeros, 1-
points and poles lie on three distinct rays. Such a function is given by the
following example. Recall here that the Airy function Ai is an entire function
which satisfies the differential equation Ai′′(z) = zAi(z); see, e.g., [24, §9.2].

Example 1.1. Let

f(z) = eπi/3
Ai(e2πi/3z)

Ai(e−2πi/3z)
. (1.1)

Then all zeros of f are on the ray {reiπ/3 : r > 0}, all poles of f are on
{re−iπ/3 : r > 0} and all 1-points of f are on the negative real axis.

We will verify at the beginning of Section 2 that the function f defined
in Example 1.1 has the properties stated there.

We note that in Example 1.1 the rays are equally spaced. If the rays are
not equally spaced, then we have analogues of Theorems A and B.

Theorem 1.1. Let L0, L1 and L∞ be three distinct rays emanating from
the origin. If the rays are not equally spaced, then there is no transcendental
meromorphic function for which all but finitely many zeros lie on L0, all but
finitely many 1-points lie on L1 and all but finitely many poles lie on L∞.

Theorem 1.2. Let L0, L1 and L∞ be three distinct rays emanating from
the origin and let 0 ≤ r < R ≤ ∞. Let F be the family of all functions
meromorphic in {z ∈ C : r < |z| < R} for which all zeros are on L0, all
1-points are on L1 and all poles are on L∞.

Then F is normal if and only if the rays are not equally spaced.

One can deduce Theorem A from Theorem B by considering the family
{f(rz) : r > 0}. Given any transcendental entire function f , this family is not
normal at some point in C \ {0}. This approach does not suffice to deduce
Theorem 1.1 from Theorem 1.2, since there are meromorphic functions f
for which the family {f(rz) : r > 0} is normal in C \ {0}. Such functions
were called Julia exceptional functions by Ostrowski [25, Kapitel II] who
studied them in detail. They are also called normal functions. Lehto and
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Virtanen [19] introduced this terminology for functions meromorphic in a
domain G, but in the case that G = C\{0} it reduces to the property stated
above; see also [11, 12] for a discussion of normal functions.

The differential equation satisfied by the Airy function implies that the
function f given by (1.1) satisfies the differential equation

S(f)(z) = −2z,

where

S(f) =

(
f ′′

f ′

)′
− 1

2

(
f ′′

f ′

)2

=

(
f ′′′

f ′

)′
− 3

2

(
f ′′

f ′

)2

denotes the Schwarzian derivative.
The following result says that – in some sense – all meromorphic functions

for which zeros, 1-points and poles are distributed on three rays are related
to the function of Example 1.1.

Theorem 1.3. Let L1, L2 and L3 be three equally spaced rays and let f be
a transcendental meromorphic function. Then there exist distinct values a1,
a2 and a3 such that all but finitely many aj-points are on Lj if and only if

S(f)(z) = e3θizR(z3), (1.2)

where θ is the argument of one of the rays Lj and R is a real rational function
satisfying 0 < R(∞) <∞.

If L is a linear fractional transformation, then S(L◦f) = S(f). One may
choose L such that a1, a2 and a3 are mapped to 0, 1 and ∞.

The rational functions Q for which the equation S(f) = Q has a meromor-
phic solution f have been classified by Elfving [10, Kapitel IV]; see also [7],
[17, Theorem 6.7] and [18].

An example of a rational function R with poles such that (1.2) has a
solution f for which all (and not only all but finitely many) zeros, 1-points
and poles are on the rays will be given in Remark 4.2.

Nevanlinna [23] raised the following interpolation problem: Given points
c1, . . . , cq on the Riemann sphere and q sequences (z1,k)k∈N, . . . , (zq,k)k∈N in C,
when does there exists a meromorphic function f such that the cj-values are
precisely the points zj,k? For q = 2 such a function exists by the Weierstraß
factorization theorem, so the problem addresses the case that q ≥ 3. Theo-
rems 1.1 and 1.3 may also be considered as a contribution to this problem of
Nevanlinna.
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2 Proof of Theorem 1.2

As we will use Example 1.1 in one direction of the proof, we begin by verifying
the properties of this example.

Verification of Example 1.1. The zeros of the Airy function are all nega-
tive [24, §9.9]. This implies that all zeros of f are on {reiπ/3 : r > 0} and all
poles of f are on {re−iπ/3 : r > 0}. By [24, Equation 9.2.12] we have

Ai(z) + e−2πi/3 Ai(e−2πi/3z) + e2πi/3 Ai(e2πi/3z) = 0.

This implies that

f(z)− 1 =
eπi/3 Ai(e2πi/3z)− Ai(e−2πi/3z)

Ai(e−2πi/3z)

= e−πi/3
e2πi/3 Ai(e2πi/3z) + e−2πi/3 Ai(e−2πi/3z)

Ai(e−2πi/3z)

= −e−πi/3 Ai(z)

Ai(e−2πi/3z)
.

Hence the 1-points of f are all negative.

Let D(a, r) denote the closed disk of radius r around a point a. The
following result was proved in [4, Theorem 1.3] and [5, Proposition 1.1].

Lemma 2.1. Let D be a domain and let L be a straight line which divides D
into two subdomains D+ and D−. Let F be a family of functions holomorphic
in D which do not have zeros in D and for which all 1-points lie on L.

Suppose that F is not normal at z0 ∈ D ∩L and let (fk) be a sequence in
F which does not have a subsequence converging in any neighborhood of z0.
Suppose that (fk|D+) converges. Then either (fk|D+)→ 0 and (fk|D−)→∞
or (fk|D+)→∞ and (fk|D−)→ 0.

Let z0 be as before and let r > 0 with D(z0, r) ⊂ D. Then for sufficiently
large k there exists a 1-point ak of fk such that ak → z0 and if Mk is the
line orthogonal to L which intersects L at ak, then |fk(z)| 6= 1 for all z ∈
Mk ∩D(z0, r) \ {ak}.
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The following lemma is a simple consequence of Harnack’s inequality for
the disk; see [2, Harnack’s Inequality, 3.6]

Lemma 2.2. Let D ⊂ C be a domain and let K ⊂ D be compact. Then
there exists C > 1 such that for any positive harmonic function u : D → R
we have

max
z∈K

u(z) ≤ C min
z∈K

u(z).

Lemma 2.3. Let D be a domain and let L be a straight line. Let ξ ∈ D \ L
and let K be a compact subset of D. Then there exists C > 0 such that if
f : D → C is a holomorphic function satisfying |f(ξ)| > 2 which has no zeros
in D and for which all 1-points lie on L then log |f(z)| ≤ C log |f(ξ)| for all
z ∈ K.

Proof. Without loss of generality we may assume that L = R and Im ξ > 0.
Suppose that the conclusion is not true. Then there exists a sequence (fk) of
functions holomorphic in D which satisfy the hypotheses of the lemma and
a sequence (ζk) in K such that

log |fk(ζk)|
log |fk(ξ)|

→ ∞. (2.1)

Since the fk have no zeros and 1-points in D \R, the sequence (fk) is normal
in D \ R.

Suppose first that the sequence (fk) is normal in D. If |fk(ξ)| 6→ ∞, then
there exists a subsequence of (fk) which tends to a limit function holomorphic
in D. This contradicts (2.1). Thus |fk(ξ)| → ∞ and hence fk|D → ∞. But
then for large k the functions uk given by

uk(z) :=
log |fk(z)|
log |fk(ξ)|

(2.2)

are positive harmonic functions in some connected neighborhood of K, and
a contradiction to (2.1) is now obtained from Lemma 2.2.

We may thus assume that (fk) is not normal in D. In fact, with

D+ := {z ∈ D : Im z > 0} and D− := {z ∈ D : Im z < 0}

we may assume (fk) converges in D+ but that there exists a ∈ D ∩ R such
that no subsequence of (fk) converges in any neighborhood of a. It follows
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from Lemma 2.1 that either (fk|D+)→ 0 and (fk|D−)→∞ or (fk|D+)→∞
and (fk|D−) → 0. The first possibility is ruled out since we assumed that
ξ ∈ D+ and |fk(ξ)| > 2. Thus

(fk|D+)→∞ and (fk|D−)→ 0. (2.3)

We may assume that ζk → ζ0 ∈ K. Lemma 2.2 implies that the functions
uk given by (2.2) are bounded on any compact subset of D+, with a bound
depending on this compact subset, but not on k. Together with (2.1) this
yields that ζ0 ∈ R. Without loss of generality we assume that ζ0 = 0. Choose
ε > 0 such that D(0, 10ε) ⊂ D. We may assume that D(0, 10ε) ⊂ K.

Put

K+
ε := {z ∈ K : Im z ≥ ε} and K−ε := {z ∈ K : Im z ≤ −ε}.

Then by Lemma 2.2 the functions uk are uniformly bounded on K+
ε . This

means that there exists M > 1 such that log |fk(z)| ≤ M log |fk(ξ)| and
hence

|fk(z)| ≤ |fk(ξ)|M for z ∈ K+
ε . (2.4)

By (2.3) we also have

|fk(z)| > 1 for z ∈ K+
ε . (2.5)

and
|fk(z)| < 1 < |fk(ξ)|M for z ∈ K−ε , (2.6)

provided k is large enough.
On the other hand, we have |fk(ζk)| > |fk(ξ)|M for large k by (2.1). Since

ζk → ζ0 = 0 we also have |ζk| < ε for large k. By the maximum principle,
there exists a curve αk connecting ζk with the circle {z : |z| = 5ε} such that

|fk(z)| ≥ |fk(ζk)| > |fk(ξ)|M > 1 for z ∈ αk. (2.7)

It follows from (2.4), (2.6) and (2.7) that

αk ⊂ D(0, 5ε) \ (K+
ε ∩K−ε ) = {z : |z| ≤ 5ε, | Im z| < ε}.

It is no loss of generality to assume that αk connects ζk with a point on the
right arc of the boundary of the latter set; that is, αk connects ζk with the
arc {z : |z| = 5ε, | Im z| < ε, Re z > 0}; see Figure 1.
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Figure 1: The curves αk and βk and the domainsGk (top) andH (bottom).

It follows from (2.3) that no subsequence of (fk) is normal at any point
of D ∩ R. We may thus apply Lemma 2.1 for any z0 ∈ D ∩ R. Since
D ∩ R ⊃ [−10ε, 10ε] we may, in particular, choose z0 = 3ε/2 or z0 = 7ε/2.
Doing so we find that if k is sufficiently large, then there exist 1-points ak and
bk of fk satisfying ε < ak < 2ε and 3ε < bk < 4ε such that if Mk and Nk are
the lines orthogonal to R which intersect R in ak and bk, respectively, then we
have |fk(z)| 6= 1 for z ∈Mk ∩D(0, 10ε) \ {ak} and z ∈ Nk ∩D(0, 10ε) \ {bk}.
This implies that

|fk(z)| > 1 for z ∈ (Mk ∪Nk) ∩D(0, 10ε) ∩D+ (2.8)

and |fk(z)| < 1 for z ∈ (Mk ∪Nk) ∩D(0, 10ε) ∩D−.
The curve αk intersects both lines Mk and Nk. Let βk be the subcurve
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of αk which begins at the last intersection point of αk with Mk and ends at
the first intersection point of αk with Nk. Note that by (2.7) the starting
point uk of βk lies on Mk ∩ {z : 0 < Im z < ε} while the end point vk lies on
Nk ∩ {z : 0 < Im z < ε}.

We consider the domain Gk bounded by the arc {z : |z| = 5ε, Im z ≥ ε},
the horizontal line segments

{x+ iε : −
√

24ε ≤ x ≤ ak} and {x+ iε : bk ≤ x ≤
√

24ε},

the vertical line segments

{ak + iy : Imuk ≤ y ≤ ε} and {bk + iy : Im vk ≤ y ≤ ε},

and the curve βk; see Figure 1.
We want to show that the harmonic measure of βk in the domain Gk at

the point 2iε is bounded away from 0. This will be done by comparing it
with the harmonic measure of the line segment γ := {x − iε : 2ε ≤ x ≤ 3ε}
in the domain H which is bounded by the horizontal line segments γ,

{x+ iε : −
√

24ε ≤ x ≤ 2ε} and {x+ iε : 3ε ≤ x ≤
√

24ε},

the vertical line segments

{2ε+ iy : − ε ≤ y ≤ ε} and {3ε+ iy : − ε ≤ y ≤ ε},

and the arc {z : |z| = 5ε, Im z ≥ ε}; see Figure 1.
For a bounded domain G and a compact subset A of ∂G, let ω(z, A,G)

be the harmonic measure of A at a point z ∈ G. We want to show that

ω(2iε, γ,H) ≤ ω(2iε, βk, Gk). (2.9)

In order to do so we note that (see [26, Corollary 4.3.9])

ω(z, βk, Gk) ≥ ω(z, βk ∩H,Gk) ≥ ω(z, βk ∩H,Gk ∩H) (2.10)

for all z ∈ Gk ∩H.
Another standard harmonic measure estimate (see [5, Lemma 2.6]) yields

that
ω(z, βk ∩H,Gk ∩H) ≥ ω(z, γ,H)
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for all z ∈ Gk ∩H. Combining this with (2.10) we obtain (2.9).
By (2.5), (2.7) and (2.8) we have

|fk(z)| > 1 for z ∈ ∂Gk (2.11)

and large k. Since βk ⊂ αk we have

|fk(z)| ≥ |fk(ζk)| for z ∈ βk (2.12)

by (2.7). Using the Two-Constant Theorem [26, Theorem 4.3.7] we deduce
from (2.11) and (2.12) that

log |fk(z)| ≥ ω(z, βk, Gk) log |fk(ζk)| (2.13)

for all z ∈ Gk.
Combining (2.13) with (2.4) and (2.9) we find that

M log |fk(ξ)| ≥ log |fk(2εi)|
≥ ω(2εi, βk, Gk) log |fk(ζk)|
≥ ω(2εi, γ,H) log |fk(ζk)|.

This contradicts (2.1).

Proof of Theorem 1.2. Suppose first the the rays L0, L1 and L∞ are equally
spaced. Let f be the function of Example 1.1. Then there exists θ ∈ R
such that either g(z) := f(eiθz) or g(z) := 1/f(eiθz) defines a meromorphic
function g for which all zeros are on L0, all 1-points are on L1 and all poles
are on L∞. Thus for each k ∈ N the function gk defined by gk(z) = g(kz) is
contained in F . It is easy to see that {gk : k ∈ N} is not normal at any point
on any of the rays L0, L1 and L∞. Thus F is not normal there.

Suppose now that F is not normal. The rays L0, L1 and L∞ divide
A := {z : r < |z| < R} into three sectors which we denote by S0, S1 and S∞.
Here S0 is the sector “opposite” to L0; that is, the sector bounded by L1 and
L∞. Similarly, S1 and S∞ are the sectors opposite to L1 and L∞, respectively.

By Montel’s theorem, F is normal in S0 ∪ S1 ∪ S∞ = A \ (L0 ∪L1 ∪L∞).
Thus our assumption that F is not normal implies that F is not normal at
some point in A∩ (L0∪L1∪L∞). Without loss of generality we may assume
that F is not normal at some point z1 ∈ A ∩ L1. Let (fk) be a sequence in
F which does not have a subsequence converging in any neighborhood of z1.
Since F is normal in S0 and S∞, we may assume that (fk) converges in S0
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and S∞. Lemma 2.1 implies that either (fk|S0) → 0 and (fk|S∞) → ∞ or
(fk|S0)→∞ and (fk|S∞)→ 0.

This implies that (fk) is not normal at some point of A ∩ (L0 ∪ L∞).
Assuming without loss of generality that (fk) is not normal at some point
z0 ∈ A∩L0, we deduce from Lemma 2.1, applied to 1−fk instead of fk, that
either (fk|S1) → 1 and (fk|S∞) → ∞ or (fk|S1) → ∞ and (fk|S∞) → 1. The
latter possibility contradicts our previous finding that either (fk|S∞) → ∞
or (fk|S∞) → 0. Altogether we thus have (fk|S0) → 0, (fk|S1) → 1 and
(fk|S∞)→∞; that is,

fk(z)→


0 for z ∈ S0,

1 for z ∈ S1,

∞ for z ∈ S∞.
(2.14)

Let now ξ ∈ S∞. Then |fk(ξ)| → ∞ as k → ∞. Hence we may assume
that |fk(ξ)| > 2 for all k ∈ N. Lemma 2.3 yields that the functions uk defined
by

uk(z) :=
log |fk(z)|
log |fk(ξ)|

(2.15)

are locally bounded in T1 := S0 ∪ S∞ ∪ (L1 ∩ A). Note that the uk are also
harmonic in T1. Passing to a subsequence if necessary we may thus assume
that there exists a function u harmonic in T1 such that

uk(z)→ u(z) for z ∈ T1. (2.16)

Similarly, put

vk(z) :=
log |fk(z)− 1|

log |fk(ξ)|
. (2.17)

Then the vk are harmonic in T0 := S1 ∪ S∞ ∪ (L0 ∩ A). Since |fk(ξ)| → ∞
we have |fk(ξ) − 1| → ∞ and log |fk(ξ)| ∼ log |fk(ξ) − 1| as k → ∞. Using
Lemma 2.3 again we see that the functions

z 7→ log |fk(z)− 1|
log |fk(ξ)− 1|

and hence the vk are locally bounded in T0. Passing to a subsequence if
necessary we thus find that there exists a function v harmonic in T0 such
that

vk(z)→ v(z) for z ∈ T0. (2.18)
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Moreover,
u(z) = v(z) for z ∈ T0 ∩ T1 = S∞. (2.19)

We now consider the functions wk defined by

wk(z) := uk(z)− vk(z) =
1

log |fk(ξ)|
· log

∣∣∣∣ fk(z)

fk(z)− 1

∣∣∣∣ . (2.20)

These functions wk are harmonic in T∞ := S0 ∪ S1 ∪ (L∞ ∩ A). We have
wk → u in S0 and wk → −v in S1. It follows that there is a function w
harmonic in T∞ such that

wk(z)→ w(z) for z ∈ T∞ (2.21)

and

w(z) =

{
u(z) for z ∈ S0,

−v(z) for z ∈ S1.
(2.22)

Let now S ′∞ and S ′′∞ be the two preimages of S∞ under z 7→ z2. Analogously
we define S ′0, S

′′
0 , S ′1 and S ′′1 . We may assume that these sectors are arranged

in the cyclic order S ′∞, S
′
0, S

′
1, S

′′
∞, S

′′
0 , S

′′
1 .

We now define a function h : A→ R as follows:

h(z) =



v(z2) = u(z2) for z ∈ S ′∞,
u(z2) = w(z2) for z ∈ S ′0,
w(z2) = −v(z2) for z ∈ S ′1,
−v(z2) = −u(z2) for z ∈ S ′′∞,
−u(z2) = −w(z2) for z ∈ S ′′0 ,
−w(z2) = v(z2) for z ∈ S ′′1 .

(2.23)

Here the two expressions used in the definition are equal by (2.19) and (2.22).
It follows from (2.14) that u(z) ≥ 0 for z ∈ S∞ while u(z) ≤ 0 for z ∈ S0.

Since u(ξ) = 1 we see that u is non-constant and thus u(z) > 0 for z ∈ S∞
while u(z) < 0 for z ∈ S0. Analogously we see that v(z) > 0 for z ∈ S∞
while v(z) < 0 for z ∈ S1. This implies that

h(z)

{
> 0 for z ∈ S ′∞ ∪ S ′1 ∪ S ′′0 ,
< 0 for z ∈ S ′0 ∪ S ′′∞ ∪ S ′′1 .

(2.24)
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Let L be any ray separating two of the sectors S ′∞, S ′0, S
′
1, S

′′
∞, S ′′0 and S ′′1 .

Thus L is one of the preimages of L0, L1 or L∞ under z 7→ z2. Let σL
be the reflection in L. The reflection principle for harmonic functions [26,
Theorem 1.2.9] implies that h(σL(z)) = −h(z). This implies that all sectors
S ′∞, S ′0, S

′
1, S

′′
∞, S ′′0 and S ′′1 have the same opening angle. It follows that

S0, S1 or S∞ all have opening angle 2π/3. Thus the rays L0, L1 or L∞ are
equally spaced.

3 Proof of Theorem 1.1

As mentioned in the introduction, normal functions cannot be dealt with
by Theorem 1.2. The results of Ostrowski [25] already mentioned imply in
particular that normal functions have order 0. The following result actually
covers functions of order less than 1.

Proposition 3.1. Let L0, L1 and L∞ be three distinct rays emanating from
the origin. Then there is no transcendental meromorphic function of order
less than 1 for which all but finitely many zeros lie on L0, all but finitely
many 1-points lie on L1 and all but finitely many poles lie on L∞.

To prove this proposition, we will use the following lemma. This lemma
may be known, but since we are not aware of any reference, we include a
detailed proof.

Lemma 3.1. Let a, b, p, q ∈ C\{0} and suppose that 1, p and q are distinct.
Then there exists δ ∈ (0, π) such that for some arbitrarily large n ∈ N the
points 1, apn and bqn lie in a sector opening angle δ.

Trivially, there is a half-plane (that is, a sector of opening π/2) contain-
ing 1, apn and bqn. The point is that δ is strictly less than π/2.

To prove Lemma 3.1, we will use several other lemmas.

Lemma 3.2. Let A,B ∈ ∂D such that Re(A+B) > 0. Then 1, A and B lie
on an arc of ∂D of length at most arccos(Re(A+B)− 1).

Proof. The hypothesis implies that A 6= −1 and B 6= −1. We may assume
that ImB ≥ 0, since otherwise we can pass to the complex conjugates of
A and B. We may thus write A = eiα and B = eiβ with α ∈ (−π, π) and
β ∈ [0, π). Then

Re(A+B) = cosα + cos β = 2 cos
α + β

2
cos

β − α
2

. (3.1)
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Suppose first that α < 0. Then −π < α+β < π and thus cos((α+β)/2) > 0.
Hence cos((β − α)/2) > 0 so that 0 ≤ |α + β| ≤ β − α < π. Hence

Re(A+B) ≥ 2 cos2
β − α

2
= 1 + cos(β − α).

As the arc on ∂D which connects A with B and contains 1 has length β−α,
the conclusion follows.

Suppose now that α ≥ 0. We may suppose that α ≤ β. Then there is an
arc on ∂D of length β which contains 1, A and B. Now (3.1) yields that

Re(A+B) ≥ 2 cos2
α + β

2
= 1 + cos(α + β).

Thus β ≤ α+β ≤ arccos(Re(A+B)−1), and again the conclusion follows.

For a sequence (zn)n∈N in C, we define the average

av((zn)n∈N) := lim
n→∞

1

n

n∑
k=1

zk,

provided that the limit exists. For c ∈ C and ξ ∈ ∂D \ {1} we have

av((cξn)n∈N) = lim
n→∞

1

n
c

n∑
k=1

ξn = lim
n→∞

1

n
c
ξ − ξn+1

1− ξ
= 0.

Taking the real part yields for c = eiγ and ξ = eiτ that

av((cos(γ + nτ))n∈N) =

{
0 if τ 6≡ 0 (mod 2π),

cos γ if τ ≡ 0 (mod 2π).
(3.2)

We will use the following lemma.

Lemma 3.3. Let (xn)n∈N be a bounded real sequence satisfying av((xn)) = 0.
If av((x2n)) exists, then

lim sup
n→∞

xn · lim sup
n→∞

|xn| ≥ av((x2n)).

Proof. Let α, β > 0 and suppose that xn ≤ α and |xn| ≤ β for all large
n ∈ N, say for n ≥ N . Then (xn − α)2 ≤ −(α + β)(xn − α) for all n ≥ N
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and thus

1

n

n∑
k=N

x2k − 2α
1

n

n∑
k=N

xk + α2n−N + 1

n
=

1

n

n∑
k=N

(xk − α)2

≤ −(α + β)
1

n

n∑
k=N

(xk − α) = (α + β)α
n−N + 1

n
− (α + β)

1

n

n∑
k=N

xk.

It follows that av((x2n)) + α2 ≤ (α + β)α and hence that

av((x2n)) ≤ αβ,

from which the conclusion follows.

Proof of Lemma 3.1. Since the conclusion depends only on the arguments of
a, b, p and q, we may assume that |a| = |b| = |p| = |q| = 1. We write a = eiα,
b = eiβ, p = eiφ and q = eiψ, with α, β, φ, ψ ∈ (−π, π]. Since 1, p and q are
distinct we have

φ 6= 0, ψ 6= 0 and φ 6= ψ. (3.3)

We will apply Lemma 3.3 with

xn := Re(apn + bqn) = cos(α + nφ) + cos(β + nψ). (3.4)

It follows from (3.2) that av((xn)) = 0. We have

x2n = cos2(α + nφ) + cos2(β + nψ) + 2 cos(α + nφ) cos(β + nψ)

= 1 +
1

2
cos(2α + 2nφ) +

1

2
cos(2β + 2nψ) + cos(α + β + n(φ+ ψ))

+ cos(α− β + n(φ− ψ))

Suppose first that 2φ 6≡ 0 (mod 2π) and 2ψ 6≡ 0 (mod 2π). Equivalently,
φ 6= π and ψ 6= π. It follows from (3.2) and (3.3) that

av((x2n)) =

{
1 if φ 6= −ψ,
1 + cos(α + β) if φ = −ψ.

Thus av((x2n)) > 0 unless φ = −ψ and α+β ≡ π (mod 2π). Postponing this
exceptional case, and noting that lim supn→∞ |xn| ≤ 2 by (3.4), we deduce
from Lemma 3.3 that there exist arbitrarily large n ∈ N such that xn ≥
av((x2n))/4. Lemma 3.2 implies that for such n the points 1, apn and bqn are
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contained in an arc of length arccos(av((x2n))/4 − 1). In this case we may
thus take δ = arccos(av((x2n))/4− 1).

Suppose now that 2φ ≡ 0 (mod 2π). Then φ = π and thus φ 6= −ψ.
Hence

av((x2n)) = 1 +
1

2
cos(2α) > 0,

and the conclusion follows as before. The case that 2ψ ≡ 0 (mod 2π) and
thus ψ = π is analogous.

It remains to consider the case that φ = −ψ and α + β ≡ π (mod 2π).
Then q = p and b = −a. Thus apn and bqn are symmetric with respect to the
imaginary axis so that Im(apn) and Im(bqn) have the same sign. If δ with
the properties claimed does not exist, we thus must have

min{|apn + 1|, |bqn + 1|} = min{|apn + 1|, |apn − 1|} → 0.

Thus the only accumulation points of the sequence (apn) are ±1. This implies
that p = ±1 and q = ∓1, contradicting the hypothesis that 1, p and q are
distinct.

Lemma 3.4. Let F , G and H be transcendental entire functions for which
the arguments of the Taylor coefficients tend to 0. Let p, q, r ∈ ∂D be distinct.
Then F (pz), G(qz) and H(rz) are linearly independent.

Proof. Let

F (z) =
∞∑
n=0

αnz
n, G(z) =

∞∑
n=0

βnz
n and H(z) =

∞∑
n=0

γnz
n.

The hypothesis says that

argαn → 0, arg βn → 0 and arg γn → 0 (3.5)

as n→∞. Suppose now that

aF (pz) + bG(qz) + cH(rz) = 0,

with a, b, c ∈ C. If c = 0, then we easily obtain a = b = 0. Thus suppose
that c 6= 0. Without loss of generality we may assume that c = 1. We may
also assume that r = 1. It follows that

αnap
n + βnbq

n + γn = 0 (3.6)
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for all n ≥ 0. Lemma 3.1 implies that there exists arbitrarily large n such
that the arguments of apn, bqn and 1 lie in an interval of length at most δ.
It thus follows from (3.5) that the arguments of αnap

n, βnbq
n and γn lie in

an interval of length less than π. This contradicts (3.6).

Lemma 3.5. Let F be an entire function of the form

F (z) = P (z)
∞∏
k=1

(
1 +

z

xk

)
,

where (xk) is a sequence of positive numbers tending to ∞ and where P is
a polynomial with positive leading coefficient. Then the arguments of the
Taylor coefficients of F tend to 0.

Proof. Let

∞∏
k=1

(
1 +

z

xk

)
=
∞∑
n=0

anz
n, P (z) =

d∑
n=0

bnz
n and F (z) =

∞∑
n=0

cnz
n.

Then

cn =
d∑

k=0

bkan−k. (3.7)

It is well-known and easy to prove that an > 0 and a2n > an−1an+1 for all
n ∈ N. (More generally, the sequence (an) is totally positive; see [1].) Thus
an+1/an is decreasing. Since F is entire, this implies that an+1/an → 0.

Dividing (3.7) by an−d we find that

cn
an−d

= bd +
d−1∑
k=0

bk
an−k
an−d

→ bd.

as n→∞. Since an−d > 0 and bd > 0 we conclude that arg cn → 0.

Proof of Proposition 3.1. Let f be a transcendental meromorphic function
of order less than 1 for which all but finitely many zeros lie on L0, all but
finitely many 1-points lie on L1 and all but finitely many poles lie on L∞.
Without loss of generality we may assume that f(0) ∈ C \ {0}. Let Π0, Π1

and Π∞ be the canonical products of the zeros, 1-points and poles. Then

f = f(0)
Π0

Π∞
and f − 1 = C

Π1

Π∞
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for some constant C. It follows that

f(0)Π0 = CΠ1 + Π∞. (3.8)

Let −p, −q and −r be the points where the rays L0, L1 and L∞ intersect ∂D.
Then Π0 can be written in the form Π0(z) = aF (pz) where F satisfies the
hypothesis of Lemma 3.5 and a ∈ C \ {0}. Similarly, Π1(z) = bG(pz) and
Π∞(z) = cH(pz) for entire functions G and H satisfying the hypothesis of
Lemma 3.5, and b, c ∈ C \ {0}. Equation (3.8) says that F (pz), G(qz) and
H(rz) are linearly dependent. This contradicts Lemma 3.4.

Proof of Theorem 1.1. Let f be a transcendental meromorphic function for
which all but finitely many zeros lie on L0, all but finitely many 1-points lie
on L1 and all but finitely many poles lie on L∞. Proposition 3.1 implies that
f has order at least 1. The results of Ostrowski [25] already quoted yield
that the family {f(rz) : r > 0} is not normal in C \ {0}. The conclusion now
follows from Theorem 1.2.

4 Proof of Theorem 1.3

Let g : [r0,∞)→ R be a positive increasing function and λ ≥ 0. A sequence
(rk) tending to ∞ is called a sequence of Pólya peaks (of the first kind) of
order λ for g if for every ε > 0, we have

g(trk) ≤ (1 + ε)tλg(rk) for ε ≤ t ≤ 1

ε
(4.1)

for all large k. If instead of (4.1) we have

g(trk) ≥ (1− ε)tλg(rk) for ε ≤ t ≤ 1

ε

for all large k, then (rk) is called a sequence of Pólya peaks of the second
kind (of order λ for g).

Put

ρ∗ := sup

{
p ∈ R : lim sup

r,t→∞

g(tr)

tpg(r)
=∞

}
(4.2)

and

ρ∗ := inf

{
p ∈ R : lim inf

r,t→∞

g(tr)

tpg(r)
= 0

}
. (4.3)
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Then

0 ≤ ρ∗ ≤ lim inf
r→∞

log g(r)

log r
≤ lim sup

r→∞

log g(r)

log r
≤ ρ∗ ≤ ∞. (4.4)

The upper and lower limits in (4.4) are called the order and lower order of g.
For a meromorphic function f the order and lower order are obtained by
taking for g(r) the Nevanlinna characteristic T (r, f).

The following result is due to Drasin and Shea [8].

Lemma 4.1. Let g : [r0,∞)→ R be a positive increasing function and λ ≥ 0.
Then the following are equivalent:

(a) ρ∗ ≤ λ ≤ ρ∗.

(b) g has Pólya peaks of the first kind of order λ.

(c) g has Pólya peaks of the second kind of order λ.

We will also use the following standard result about positive harmonic
functions.

Lemma 4.2. Let u be a positive harmonic function in the right half-plane
which extends continuously to iR \ {0}, with u(iy) = 0 for y ∈ R \ {0}. Then
u(z) = Re(az + b/z) with a, b ≥ 0.

To prove this result, we note that [2, Theorem 7.26] yields that u has
the form aRe z+P (z) where P is a Poisson integral for the right half-plane.
Applying [2, Theorem 7.19] to u(z) − aRe z shows that P has the form
P (z) = Re(b/z).

Lemmas 4.1 and 4.2 will be used to prove that the Schwarzian S(f)
is rational. In order to prove that S(f) is not only rational, but has the
form (1.2), we need results of Elfving [10] and Nevanlinna [21] concerning
meromorphic functions with rational Schwarzian derivative. These results
were proved by Nevanlinna for the case of a polynomial Schwarzian derivative
and extended to rational Schwarzian derivatives by Elfving.

The first result we need is the following.

Lemma 4.3. Let Q be a rational function satisfying Q(z) ∼ azd as z →∞,
with d ∈ N and a ∈ C \ {0}. Let f be a meromorphic function satisfying

S(f) = Q. (4.5)

Then f has order (d+ 2)/2.
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We will see that in our case the order of f is 3/2 so that d = 1. Thus
Q(z) ∼ az as z → ∞. It is no loss of generality to assume that a < 0. The
asymptotics of f are then described by the following result.

Lemma 4.4. For j ∈ {1, 2, 3}, let Lj = {rei(2j−1)π/3 : r > 0}. The rays Lj

divide C into three congruent sectors. Let Vj be the sector opposite to Lj.
Let c > 0 and let Q be a rational function satisfying

Q(z) ∼ −cz as z →∞.

Let f be a meromorphic function satisfying (4.5).

Then there exist distinct values a1, a2, a3 ∈ Ĉ := C ∪ {∞} such that
f(z) → aj as |z| → ∞ in any closed subsector of Vj. These values aj are
logarithmic singularities, and f has no other asymptotic values.

For each j ∈ {1, 2, 3}, the function f has infinitely any aj-points, and
given ε > 0, all but finitely many aj-points are contained in the sector of
opening angle ε bisected by Lj.

Moreover, a meromorphic function F satisfies S(F ) = Q if and only if F
is of the form F = L ◦ f with a linear fractional transformation L.

Replacing f by L ◦ f with a linear fractional transformation L we can
replace the values a1, a2 and a3 by three other distinct values, in particular
by the values 0, 1 and ∞.

The following result is due to Gundersen [14, Theorem 3]. Here a mero-
morphic function f is called real if f(x) ∈ R∪ {∞} for all x ∈ R. Otherwise
it is called nonreal.

Lemma 4.5. Let A be a nonreal polynomial of degree n, put

F (z) =
A(z)− A(z)

2i
,

and let p denote the number of distinct real zeros of F . Let w be a nontrivial
solution of

w′′ + Aw = 0. (4.6)

Then the number k of real zeros of w is finite and we have k ≤ p + 1. In
particular, k ≤ n+ 1.

If A is a polynomial, then every solution w of (4.6) is entire. It follows
from Lemma 4.5 that if there is a solution of (4.6) which has infinitely many
real zeros, then A is real.
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If w1 and w2 are linearly independent solutions of (4.6), then f := w1/w2

satisfies
S(f) = 2A. (4.7)

Conversely, every solution f of (4.7) is a quotient of two linearly independent
solutions of (4.6). Thus we find that if f satisfies (4.7) for some polynomial A
and if f has infinitely many real zeros, then A is real. Since S(L ◦ f) = S(f)
for every linear fractional transformation L we see that if a meromorphic
function f satisfying (4.7) has infinitely many real a-points for some a ∈ Ĉ,
then A is real.

It turns out that this remains valid for rational functions A.

Lemma 4.6. Let Q be a rational function and let f be a meromorphic func-
tions satisfying S(f) = Q. If f has infinitely many real a-points for some

a ∈ Ĉ, then Q is real.

As explained above, this result follows from Lemma 4.5 if Q is a polyno-
mial. However, the proof extends to the case that Q is rational. We note
that in order to prove Lemma 4.6 for rational Q it does not suffice to ex-
tend Lemma 4.5 to the case that A is rational and w is meromorphic, since
for rational A the solutions of (4.6) may be multi-valued, but the quotient
of two multi-valued solutions may be single-valued. However, the proof of
Lemma 4.5 given in [14] also extends to multi-valued functions.

The proof of the following lemma uses Lommel’s method to prove that
the zeros of Bessel functions are real; see [27, p. 482].

Lemma 4.7. Let r > 0, γ > −2 and 0 < α < π with (2 + γ)α < π. Let
u and A be holomorphic in S := {z : |z| > r, | arg z| < α} and suppose that
u′′ + Au = 0. Suppose also that both u and A are real on the real axis and
that there exists c > 0 such that

A(z) ∼ czγ as z →∞, z ∈ S. (4.8)

Then there exists x1 > r such that all zeros of u in {z : | arg(z − x1)| < α}
are real.

Proof. A classical result of Kneser [16, Section 6] implies that u has arbi-
trarily large positive zeros. (Kneser’s result says that this is the case if there
exists δ > 0 such that x2A(x) ≥ 1/4 + δ for all large x.)
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It follows from (4.8) that argA(z) = γ arg z + o(1) as z → ∞. Since
argA(x) = γ arg x = 0 for x > r this actually implies that

argA(z) = (γ + o(1)) arg z as z →∞, z ∈ S. (4.9)

If x1 is large and | arg z| < α, then |x1 + z| is also large. Thus (4.9) yields
that

arg
(
z2A(z + x1)

)
= 2 arg z + (γ + o(1)) arg(z + x1)

as x1 →∞. Since | arg(z+x1)| < | arg z|, it now follows from the hypotheses
γ > −2 and (2 + γ)α < π that

Im
(
z2A(z + x1)

)
> 0 for z ∈ S with Im z > 0, (4.10)

provided x1 is sufficiently large.
Put v(z) := u(x1 + z) and B(z) := A(x1 + z), with a large zero x1 of u.

Then v′′ +Bv = 0 and v(0) = 0. Let a, b ∈ S − x1 = {z − x1 : z ∈ S}. Then

d

dt
(a v′(at)v(bt)− b v(at)v′(bt)) = a2v′′(at)v(bt)− b2v(at)v′′(bt)

= −
(
a2B(at)− b2B(bt)

)
v(at)v(bt).

(4.11)

Let now ξ ∈ S1 := {z : | arg(z − x1)| < α} be a non-real zero of u. Then ξ is
also a zero of u. We may assume that Im ξ > 0. With a := ξ − x1 ∈ S and
b := ξ − x1 ∈ S we have v(a) = v(b) = 0. It follows from (4.11) that

0 =

∫ 1

0

(
a2B(at)− b2B(bt)

)
v(at)v(bt)dt

= 2i

∫ 1

0

Im
(
a2B(at)

)
|v(at)|2dt.

(4.12)

By (4.10) we have

Im
(
a2B(at)

)
=

1

t2
Im
(
(ta)2A(at+ x1)

)
> 0.

This contradicts (4.12). Thus all zeros in the sector S1 lie on the positive
axis.

Remark 4.1. Considering u(−z) instead of u(z) we see that Lemma 4.7 re-
mains valid if we put S := {z : |z| > r, | arg z − π| ≤ α} and assume that
there exists c > 0 such that A(z) ∼ −czγ as z →∞ in S.
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Proof of Theorem 1.3. Suppose first that there exist a1, a2 and a3 such that
all but finitely many aj-points are on the ray Lj. We may assume that a1 = 0,
a2 = 1 and a3 =∞, since otherwise we can replace f by L◦f with a suitable
linear fractional transformation L. We switch to the notation previously used
by putting L0 = L1, L1 = L2 and L∞ = L3.

Let
n(r) := n(r, 0) + n(r, 1) + n(r,∞).

and let ρ∗ and ρ∗ be defined by (4.2) and (4.3), with g(r) replaced by n(r).
Since f has at most two Borel exceptional values [13, Chapter 3, Theo-

rem 2.2], the order of n(r) is equal to that of f . Since f has order at least 1
by Proposition 3.1, Lemma 4.1 yields that ρ∗ ≥ 1.

For a sequence (rk) tending to ∞, we consider the sequence (fk) defined
by fk(z) = f(rkz). We will prove the following:

(a) If (fk) is normal in C \ {0}, then (rk) has a subsequence which is a
sequence of Pólya peaks of order 0 for n(r).

(b) ρ∗ ≤ 3/2.

(c) If (rk) is a sequence of Pólya peaks for n(r) of finite non-zero order λ,
then λ = 3/2.

Since ρ∗ ≥ 1 we can deduce from (b), (c) and Lemma 4.1 that ρ∗ = ρ∗ = 3/2.
This implies that n(r) and hence f have order 3/2. Moreover, it follows from
(a) that if (rk) is a sequence tending to∞, then the sequence (fk) cannot be
normal in C \ {0}.

To prove (a), let (fk) be normal in C \ {0}. Passing to a subsequence if
necessary, we may assume that (fk) converges, say fk(z)→ φ(z) in C \ {0}.
Let 0 < ε < 1 and let Kε be the number of zeros, 1-points and poles of φ in
{z : ε/2 < |z| < 2/ε}. For large k we then have

n(rk/ε)− n(εrk) ≤ Kε.

For ε ≤ t ≤ 1/ε and large k it follows that

n(trk) ≤ n(rk/ε) ≤ n(εrk) +Kε ≤ n(rk) +Kε ≤ (1 + ε)n(rk)
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as well as

n(trk) ≥ n(εrk) ≥ n(rk/ε)−Kε ≥ n(rk)−Kε ≥ (1− ε)n(rk).

Thus (rk) is a sequence of Pólya peaks for n(r) of order 0 of both the first
and second kind.

To prove (b), we note that f has order at least 1 and thus is not normal
by Ostrowski’s result [25]. Hence there exists a sequence (rk) such that (fk)
is not normal in C \ {0}. We will proceed as in the proof of Theorem 1.2,
but this time S0 will be the sector in C which is opposite to L0, and not
its intersection with the annulus A. Similarly, S1 and S∞ are sectors in C,
and so are the sectors Ta, S

′
a and S ′′a with a ∈ {0, 1,∞}. For example,

T1 := S0 ∪S∞ ∪L1 \ {0}. As the rays L0, L1 and L∞ are equally spaced, the
sectors S0, S1 and S∞ have opening angles 2π/3.

As in the proof of Theorem 1.2 we define uk, vk and wk by (2.15), (2.17)
and (2.20). Passing to a subsequence of (rk) if necessary we find as in the
proof of Theorem 1.2 that these sequences converge in the appropriate sec-
tors; that is, we have (2.16), (2.18) and (2.21). With h defined by (2.23) we
find again that (2.24) holds.

Lemma 4.2 yields that u has the form u(z) = Re(eiτ (az3/2+b/z3/2)) where
a, b, τ ∈ R with a, b ≥ 0. Since

uk(ξ/rk) =
log |fk(ξ/rk)|
log |fk(ξ/rk)|

=
log |f(ξ)|

log |f(rkξ)|
→ 0

we deduce that b = 0. This implies that h has the form

h(z) = Re(cz3) (4.13)

for some c ∈ C \ {0}.
It follows from (2.16) and (4.13) there exists a sequence (ck) in C such

that
log f(rkz) ∼ ckz

3/2 for z ∈ T1. (4.14)

Now f(rkz) = 1 if and only if log f(rkz) = 2πim for some m ∈ Z. This
implies that if 0 < δ < ε < 1, then

n(trk, 1)− n(δrk, 1) ∼ |ck|
2π

(
t3/2 − δ3/2

)
for ε ≤ t ≤ 1

ε
.
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Putting

ak = n(δrk, 1)− |ck|δ
3/2

2π
and bk =

|ck|
2π

we find that there exists a sequence (εk) tending to 0 such that

n(trk, 1)− ak ∼ bkt
3/2 for εk ≤ t ≤ 1

εk
.

The same reasoning can be made for zeros and poles and this yields that

n(trk)− Ak ∼ Bkt
3/2 for εk ≤ t ≤ 1

εk
(4.15)

for suitable Ak, Bk ∈ R with Bk > 0. Noting that n(εkrk) ≥ 0 we deduce
from (4.15) that

Ak ≥ −(1 + o(1))Bkε
3/2
k .

Together with (4.15) this implies that if 1 ≤ t ≤ 1/εk, then

2t3/2n(rk)− n(trk) = 2t3/2 (Ak + (1 + o(1))Bk)− Ak − (1 + o(1))t3/2Bk

= (2t3/2 − 1)Ak + (1 + o(1))t3/2Bk

≥
(
−(1 + o(1))(2t3/2 − 1)ε

3/2
k + (1 + o(1))t3/2

)
Bk

≥ 0

for large k. Thus
n(trk)

t3/2n(rk)
≤ 2 for 1 ≤ t ≤ 1

εk

for large k. This implies that ρ∗ ≤ 3/2.
To prove (c), let (rk) be a sequence of Pólya peaks (of the first kind) for

n(r) of order λ > 0. It follows from (a) that (fk) is not normal. Thus we
may assume that (4.15) holds.

Let M > 1 > ε > 0. By the definition of Pólya peaks we have

n(εrk) ≤ (1 + ε)ελn(rk),

for large k. Together with (4.15) this yields that

(1− ε)Bkε
3/2 ≤ n(εrk)− Ak
≤ (1 + ε)ελn(rk)− Ak
≤ (1 + ε)ελ (Ak + (1 + ε)Bk)− Ak.
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Hence (
1− (1 + ε)ελ

)
Ak ≤

(
(1 + ε)2ελ − (1− ε)ε3/2

)
Bk.

Similarly, (
1− (1 + ε)Mλ

)
Ak ≤

(
(1 + ε)2Mλ − (1− ε)M3/2

)
Bk.

The last two inequalities imply that

(1 + ε)2ελ − (1− ε)ε3/2

1− (1 + ε)ελ
≥ Ak
Bk

≥ (1− ε)M3/2 − (1 + ε)2Mλ

(1 + ε)Mλ − 1
.

Suppose now that λ < 3/2. Then for small ε the left hand side is less
than 1, while for large M the right hand side is greater than 1. This is a
contradiction. This implies that there are no Pólya peaks of the first kind of
order less than 3/2.

The same arguments arguments can be made for Pólya peaks of the second
kind. This yields there are no Pólya peaks of the second kind of order greater
than 3/2. Lemma 4.1 yields that ρ∗ = ρ∗ = 3/2, meaning that all Pólya peaks
of the first or second kind have order 3/2. This completes the proof of (c).

As explained above, it follows from (a), (b) and (c) that if (rk) tends to∞,
then (fk) is not normal in C \ {0}. Moreover, f and n(r) have order 3/2.

Next we show that f has only finitely many critical points; that is, f ′

has only finitely many zeros and f has only finitely many multiple poles.
Suppose that f has infinitely many critical points. Then one of the sectors
T0, T1 and T∞ contains a closed subsector which contains infinitely many
critical points. Without loss of generality we may assume that this holds
for T1; say (zk) is a sequence of critical points contained in a closed subsector
T ′1 of T1 such that rk := |zk| → ∞. As the sequence (fk) is not normal, we
may assume that (4.14) holds. Differentiating we obtain

rkf
′(rkz)

f(rkz)
∼ 3

2
ckz

1/2 for z ∈ T1.

This contradicts the assumption that T ′1 contains a critical point of modu-
lus rk. Hence f has only finitely many critical points. This implies that the
Schwarzian S(f) has only finitely many poles so that N(r, S(f)) = O(log r).

Since f has finite order, the lemma on the logarithmic derivative (see [13,
Section 3.1] or [15, Section 2.2]) yields that m(r, S(f)) = O(log r). It follows
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that
T (r, S(f)) = N(r, S(f)) +m(r, S(f)) = O(log r)

so that S(f) is rational.
Let Q := S(f). Since f has order 3/2, Lemma 4.3 yields that there exists

a ∈ C \ {0} such that Q(z) ∼ az as z → ∞. With out loss of generality we
may assume that a is negative, say a = −c with c > 0.

Lemma 4.4 implies that the set {L1, L2, L3} of rays considered there co-
incides with the set {L0, L1, L∞}. As L2 is the negative real axis, Lemma 4.6
implies that Q is real.

Let ω = e2πi/3 and put f1(z) := f(ωz). Then S(f1)(z) = ω2Q(ωz).
Lemma 4.6 implies that ω2Q(ωz) is also real.

Writing

Q(z) = −cz +
0∑

j=−∞

cjz
j

we have

ω2Q(ωz) = −cz +
0∑

j=−∞

cjω
2+jzj.

It follows that both cj and cjω
2+j are real for all j ≤ 0. This implies that

cj = 0 if c 6= 1 (mod 3). Hence Q has the form Q(z) = −zR(z3) where
R(∞) = c > 0. Thus f satisfies (1.2).

It remains to prove the converse direction. Thus suppose that R is a real
rational functions satisfying 0 < R(∞) < ∞ and that (1.2) has a meromor-
phic solution. Then, as remarked after Lemma 4.4, the equation (1.2) also
has a meromorphic solution f with the asymptotic values 0, 1 and ∞.

Without loss of generality we may assume that e3θi = −1. Putting
Q(z) := −zR(z3) we thus have S(f) = Q. In view of Lemma 4.4 we may
assume without loss of generality that all but finitely many 1-points of f are
contained in a small sector bisected by L2 = (−∞, 0].

The functions f(z) and 1/f(z) have the same asymptotic values in the
sectors Vj. Since both functions have Schwarzian derivative Q, and thus by
Lemma 4.4 differ only by a linear fractional transformation, this yields that
they are actually equal; that is,

1

f(z)
= f(z). (4.16)
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It follows from (4.16) that the 1-points of f are symmetric with respect to
the real axis.

We may write f = w1/w2 where the wj satisfy w′′j + Awj = 0 with
A = Q/2. We have f = 1 if and only if w := w1 − w2 = 0. Thus the
zeros of w are also symmetric with respect to the real axis. This implies that
w(z) = cw(z) where c = eiγ for some γ ∈ R. Thus u := eiγ/2w is real on the
real axis. Choosing α < π/3 we deduce from Lemma 4.7 and Remark 4.1 all
but finitely many zeros of u are negative.

It follows that all but finitely many 1-points are contained in the negative
real axis L2. The proof that the other two rays L1 and L3 contain all but
finitely many zeros and poles follows with the same argument.

Remark 4.2. The main objective of the papers of Nevanlinna [21] and Elf-
ving [10] cited above was to study Riemann surfaces with finitely many
branch points. They showed that such surfaces correspond to meromorphic
functions with rational Schwarzian derivative.

Elfving described such surfaces (and functions) in terms of line complexes
(also called Speiser graphs). We do not give the definition of a line complex
here, but refer to [13, Section 7.4] and [22, Section XI.2]. Two line complexes
are sketched in Figure 2. The left one was also considered by Elfving [10,
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Figure 2: Two line complexes.

Section 2, Abb. 3]. The function corresponding to this line complex has three
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logarithmic singularities and three critical points, and the critical values cor-
responding to these three critical points coincide with the three logarithmic
singularities.

Elfving [10, Section 47] considered how symmetry of the line complex
is reflected in the function; see also [21, Section 42]. For the line com-
plexes given in Figure 2, and the associated meromorphic functions f , it
follows [10, p. 59] that S(f) has the form (1.2) with rational functions R
satisfying R(∞) ∈ C \ {0}. In addition, the mirror symmetry of the line
complexes implies that R is real.

For the left line complex in Figure 2, the function f has only three (simple)
critical points. Hence S(f) has three (double) poles. Thus R has only one
(double) pole p and hence the form

R(z) = −c+
a

z − p
+

b

(z − p)2
. (4.17)

We recall that Elfving [10, Kapitel IV] determined for which rational func-
tions Q the equation S(f) = Q has a meromorphic solution f . It can be
deduced from his result that if R is given by (4.17), then (1.2) has a mero-
morphic solution if and only if b = −27p/2 and c = (4a2 + 36a+ 45)/72p.

We may assume that −c = R(∞) < 0 and that f has logarithmic sin-
gularities over 0, 1 and ∞, with the 1-points close to the negative real axis,
corresponding to the branch of the line complex which extends to the left.
The simple 1-points then correspond to the double edges of the line complex
on this branch, and there is one double 1-point corresponding to the diamond
at the end of this branch. Since 1-points are symmetric with respect to the
real axis, it follows that all 1-points must lie on the negative real axis.

Thus there are rational functions R with poles such that (1.2) has a
solution f for which all (and not only all but finitely many) zeros, 1-points
and poles lie on three rays.

For the right line complex in Figure 2 the situation is different. As-
sume again that the 1-points are distributed along the negative real axis,
corresponding to the branch of the line complex which extends to the left.
The center of the hexagon on this branch corresponds to a negative 1-point.
However, there are also further 1-points corresponding to double edges of the
hexagons on the other branches. So it may happen that not all but only all
but finitely many zeros, 1-points and poles lie on the rays.

Putting more than one hexagon on the branches stretching to ∞, or
replacing the hexagons by (4n + 2)-gons for some n > 1, we find that the
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rational function R in (1.2) may have arbitrarily high degree.

Remark 4.3. In the proof of Theorem 1.3, we have used Lemma 4.7 to prove
that zeros, 1-points and poles are on the respective rays. Alternatively, we
could have used the symmetry of the associated line complex, similarly to
the reasoning in Remark 4.2.
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Uniformisierung. Acta Soc. Sci. Fennicae. Nova Ser. A 2 (1934), no. 3,
1–60.

[11] Alexandre Eremenko, Normal holomorphic curves from parabolic regions
to projective spaces. arxiv:0710.1281.

[12] Alexandre Eremenko, Normal holomorphic maps from C∗ to a projective
space. Houston J. Math. 39 (2013), no. 4, 1349–1357.

[13] Anatoly A. Goldberg and Iossif V. Ostrovskii, Value distribution of
meromorphic functions. Translations of Mathematical Monographs, 236.
American Mathematical Society, Providence, RI, 2008.

[14] Gary G. Gundersen, On the real zeros of solutions of f ′′ + A(z)f = 0
where A(z) is entire. Ann. Acad. Sci. Fenn. Ser. A I Math. 11 (1986),
no. 2, 275–294.

[15] W. K. Hayman, Meromorphic Functions. Clarendon Press, Oxford,
1964.

[16] Adolf Kneser, Untersuchungen über die reellen Nullstellen der Integrale
linearer Differentialgleichungen. Math. Ann. 42 (1893), 409–435.

[17] Ilpo Laine, Nevanlinna theory and complex differential equations. De
Gruyter Studies in Mathematics, 15. Walter de Gruyter, Berlin – New
York, 1993.

[18] Ilpo Laine and Tuomas Sorvali, Local solutions of w′′ + A(z)w = 0
and branched polymorphic functions. Results Math. 10 (1986), no. 1–2,
107–129.

[19] Olli Lehto and K. I. Virtanen, Boundary behaviour and normal mero-
morphic functions. Acta Math. 97 (1957), 47–65.

[20] H. Milloux, Sur la distribution des valeurs des fonctions entières d’ordre
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dungspunkten. Acta Math. 58 (1932), no. 1, 295–373.

30



[22] Rolf Nevanlinna, Eindeutige analytische Funktionen. Springer-Verlag,
Berlin – Göttingen – Heidelberg, 1953.
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