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Abstract. Consider the electromagnetic scattering of a time-harmonic plane wave by
an open cavity which is embedded in a perfectly electrically conducting infinite ground
plane. This paper is concerned with the numerical solutions of the transverse electric
and magnetic polarizations of the open cavity scattering problems. In each polariza-
tion, the scattering problem is reduced equivalently into a boundary value problem of
the two-dimensional Helmholtz equation in a bounded domain by using the transpar-
ent boundary condition (TBC). An a posteriori estimate based adaptive finite element
method with the perfectly matched layer (PML) technique is developed to solve the
reduced problem. The estimate takes account both of the finite element approximation
error and the PML truncation error, where the latter is shown to decay exponentially
with respect to the PML medium parameter and the thickness of the PML layer. Nu-
merical experiments are presented and compared with the adaptive finite element TBC
method for both polarizations to illustrate the competitive behavior of the proposed
method.
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1 Introduction

The phenomena of electromagnetic scattering by open cavities have attracted much at-
tention due to the significant industrial and military applications in such areas as antenna
synthesis and stealth design. The underlying scattering problems have been extensively
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studied by many researchers in the engineering and applied mathematics communities.
We refer to the survey [20] and the references cited therein for a comprehensive account
on analysis, computation, and optimal design of the cavity scattering problems.

In applications, one of particular interests is the radar cross section (RCS) analysis,
which aims at how to mitigate or amplify a signal. The RCS is a quantity which measures
the detectability of a target by radar system. Deliberate control in the form of enhance-
ment or reduction of the RCS of a target is of high importance in the electromagnetic
interference, especially in the aircraft detection and the stealth design. Since the prob-
lems are imposed in open domains and the solutions may have singularities, it presents
challenging and significant mathematical and computational questions on precise mod-
eling and accurate computing for the cavity scattering problems in order to successfully
implement any desired control of the RCS. This paper concerns the numerical solutions
of the open cavity scattering problems. We intend to develop an adaptive finite element
method with the perfect matched layer (PML) technique to overcome the difficulties.

The PML technique was first proposed by Bérenger for solving the time-dependent
Maxwell equations [7]. Due to its effectiveness, simplicity and flexibility, the PML tech-
nique is widely used in computational wave propagation [14, 15,24, 25,29]. It has been
recognized as one of the most important and popular approaches for the domain trun-
cation. Under the assumption that the exterior solution is composed of outgoing waves
only, the basic idea of the PML technique is to surround the domain of interest with a
layer of finite thickness of a special medium, which is designed to either slow down or
attenuate all the waves propagating into the PML layer from inside of the computational
domain. As either the PML parameter or the thickness of the PML layer tends to infinity,
the exponential convergence error estimate was obtained in [17,19] between the solution
of the PML problem and the solution of the Helmholtz-type scattering problem. The
convergence analysis of the PML problems for the three-dimensional electromagnetic
scattering was studied in [6,8,9,21].

In practice, if we use a very thick PML layer and a uniform finite element mesh, it
requires very excessive grids points and hence involves more computational cost. In
contrast, if we choose a thin PML layer, it is inevitable to have a rapid variation of the
PML medium property, which renders a very fine mesh in order to reach the desired
accuracy. On the other hand, the solutions of the open cavity scattering problem may
have singularities due to the existence of corners of cavities or the discontinuity of the
dielectric coefficient for the filling medium. These singularities slow down the speed of
convergence if uniform mesh refinements are applied. The a posteriori error estimate
based adaptive finite element method is an ideal tool to handle these issues.

A posteriori error estimators are computable quantities in terms of numerical solu-
tions and data. They measure the error between the numerical solution and the exact
solution without requiring any a priori information of the exact solution. A reliable a
posteriori error estimator plays a crucial role in an adaptive procedure for mesh modifi-
cation such as refinement or coarsening. Since the work of Babuska and Rheinboldt [4],
the study of adaptive method based on a posteriori error estimator has become an active
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research topic in scientific computing. Some relevant work can be found in [1,2,5,10,11]
on the adaptive finite element method. We refer to [12,13,22,23] for studies on the scat-
tering problems by using the a posteriori error estimate based adaptive finite element
method.

Motivated by the work of Chen and Liu [12], we develop an adaptive procedure,
which combines the finite element method and the PML technique, to solve the open
cavity scattering problems. Specifically, we consider the electromagnetic scattering of
a time-harmonic plane wave by an open cavity embedded in an infinite ground plane.
The ground plane and the cavity wall are assumed to be perfect electric conductors.
The cavity is assumed to be filled with some inhomogeneous medium, which may pro-
trude out of the cavity to the upper half-space in a finite extend. The upper half-space
above the ground plane and the protruding part of the cavity is assumed to be filled with
some homogeneous medium. By assuming invariance of the cavity in the x3 direction,
we consider two fundamental polarizations: transverse magnetic (TM) and transverse
electric (TE) polarizations, where the three-dimensional Maxwell equations can be re-
duced to the two-dimensional Helmholtz equation. We restrict our attention to the nu-
merical solutions of the TM and TE polarizations. In each polarization, the scattering
problem is reduced equivalently into a boundary value problem of the two-dimensional
Helmholtz equation in a bounded domain by using the transparent boundary condition.
Computationally, the PML technique is utilized to truncate the infinite half-space above
the ground plane and the homogeneous Dirichlet boundary condition is imposed on the
outer boundary of the PML layer. The a posteriori error estimate is deduced between the
solution of the original scattering problem and the finite element solution of the truncated
PML problem. The a posteriori error estimate takes account both of the finite element dis-
cretization error and the truncation error of the PML method. The PML truncation error
has a nice feature of exponential decay in terms of the PML medium parameter and the
thickness of the layer. Based on this property, the proper PML medium parameter and
the thickness of the layer can be chosen to make the PML error negligible compared with
the finite element discretization error. Once the PML region and the medium property
are fixed, the finite element discretization error is used to design the adaptive strategy.

We point out a closely related work [28], where an adaptive finite element method
with transparent boundary condition (TBC) was developed for solving the open cavity
scattering problems. Since the nonlocal TBC is directly used to truncate the open domain,
it does not require a layer of artificially designed absorbing medium to enclose the do-
main of interest, which makes the TBC method different from the PML approach. But the
TBC is given as an infinite series and needs to be truncated into a sum of finitely many
terms in computation. Due to the simplicity in the implementation of the PML method,
this work provides a viable alternative to the adaptive finite element TBC method for
solving the open cavity scattering problems. Numerical experiments are presented and
compared with the adaptive finite element TBC method for both polarizations to illus-
trate the competitive behavior of the adaptive finite element PML method.

The outline of this paper is as follows. In Section 2, we introduce the problem for-
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mulation, where the governing equations are given for the TM and TE polarizations.
Sections 3 and 4 are devoted to the analysis of the TM and TE polarizations, respectively.
Topics are organized to address the variational problem, the PML problem and its con-
vergence, the finite element approximation, the a posteriori error analysis for the discrete
truncated PML problem, and the adaptive finite element algorithm. In Section 5, some
numerical examples are presented to illustrate the performance of the proposed method.
The paper is concluded with some general remarks in Section 6.

2 Problem formulation

Let us first specify the problem geometry which is shown in Fig. 1. Denote by D CR? the
cross section of an x3-invariant cavity with a Lipschitz continuous boundary 0D = SUT,
where S refers to as the cavity wall and I is the opening of the cavity. We assume that
the cavity wall S is a perfect electric conductor and the opening I' is aligned with the
perfectly electrically conducting infinite ground plane I'y. The cavity may be filled with
some inhomogeneous medium, which can be characterized by the dielectric permittivity
€ and the magnetic permeability . Moreover, the medium may protrude from the cavity
into the upper half-space. In this case, the cavity is called an overfilled cavity. Let B and
B, be the upper half-discs with radii R and p, where p > R > 0. Denote by I'} and I'J the
upper semi-circles. The radius R can be chosen large enough such that the upper half-
disc B} can enclose the possibly protruding inhomogeneous medium from the cavity.

The infinite exterior domain R?\Bjy is assumed to be filled with some homogeneous
medium with a constant dielectric permittivity €y and a constant magnetic permeability
Ho-

Since the structure is invariant the x3-axis, we consider two fundamental polar-
izations: transverse magnetic (TM) polarization and transverse electric (TE) polariza-
tion. The three-dimensional Maxwell equations can be reduced to the two-dimensional

Figure 1: Schematic of the open cavity scattering problem.
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Helmholtz equation under these two modes. In the TM polarization, the magnetic field
is transverse to the x3-axis and the electric field has the form E(x1,x2) = (0,0,u(x1,x2)) T,
where the scalar function u satisfies

{Au+x2u:0 in R2UD,

(2.1)
u=0 on FgUS,

where x = w(eu)'/? is the wave number and w >0 is the angular frequency. In the TE

polarization, the electric field is transverse to the x3-axis and the magnetic field takes the
form H(x1,x2)=(0,0,u(x1,x2)) ", where u satisfies

(=2 —0 inTR2
{V (k*Vu)+u=0 inR5UD, 2.2)

Jd,u=0 onT,US,

where v is the unit outward normal vector to r,u S.
Consider the incidence of a plane wave

ui(xl/XZ) — ei(k1x17k2x2)/
which is sent from the above to impinge the cavity. Here ki = xosinf, ko = xpcosf, 6 €
(—7/2,7/2) is the angle of the incidence, and xg = w (eopio)'/? is the wavenumber in the
free space. Due to the perfectly electrically conducting ground plane, the reflected field
in the TM polarization is

' (x1,x3) =~ 42,

while the reflected field in the TE polarization is

ur (x1/x2) — ei(k1x1 -‘rkzXz) .
Let the reference field u™f be the superposition of the incident field and the reflected field,
i.e., uf =yl 4y The total field u consists of the reference field u™f and the scattered field
us, ie.,
u=u"4us

In addition, the scattered field u® is required to satisfy the Sommerfeld radiation condition

lim rl/z(arus—ixous) =0. (2.3)

r=|x|—o0

3 TM polarization

In this section, we consider the TM polarization. First the transparent boundary condi-
tion is introduced to reduce the open cavity problem into a boundary value problem in a
bounded domain. Next the variational problem is described, and the PML problem and
its convergence are discussed. Then the finite element approximation and the a posteri-
ori error estimate are studied. Finally the adaptive finite element method with PML is
presented for solving the discrete PML problem.
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3.1 The variational problem

It can be verified from (2.1) that the scattered field u® satisfies the Helmholtz equation
At +xZu*=0 inR2\Bj. (3.1)

Based on the radiation condition (2.3), we know that the solution of (3.1) has the Fourier
series expansion

us(r )—im(a sin(n¢)+bycos(ng)), r>R (3.2)
’(P _n:0Hr(11)(K() ) " (P ! (P ' - '

where H, () is the Hankel function of the first kind with order . Noting the fact u=0 and
u™ =0 on Iy, we have u5(r,0) =u5(r,71) =0, which implies b, =0 and (3.2) reduces to

< g (xr
us(r,¢) — Z M

D aysin(ng), r>R. (3.3)
n=1 Hn (Ko

Taking the partial derivative of (3.3) with respect to r and evaluating it at =R yields

1)’ )

*(R,¢) =k Z R) apsin(ng). (3.4)

an(

Let L2, (T}):={ueL?(T}):u(R,0)=u(R,7)=0}. For any u € L3,,(T'}), it has the Fourier
series expansion

(o] 2 7T
R,¢)=) aysin(ng), a,= ;/0 u(R,¢p)sin(n¢g)de.
n=1

Define the trace function space Hsy,(I'}) :={u € L\, (T}): 1]l g, (r) < o0}, where the
H$y;(T'x) norm is given by

0 1/2
HuHHb r+ (Z 1"'” |ﬂn’2> .

It is clear that the dual space of Hy,(T'}) is Hy (I) with respect to the scalar product
in L3(T}) given by
(u,0)p+ :/TE udds.

Introduce the DtN operator

o ry(1)
(Prvu) (R, ) =10 Y wansin(mp) onT}. (3.5)

n=1 H?’l (KOR
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It is shown in [27] that the boundary operator Zryi: Hiz (T ) — Hpyy 2(T'%) is continuous.

Using (3.4)-(3.5), we obtain the transparent boundary condition for the scattered field u°:
o, u°=%Brvu® onTj,
which can be equivalently imposed for the total field u:
o, u=PBrmu+f onlyg,

where f = o, uref — Bryuref.
Let Q=B UD. The open cavity scattering problem can be reduced to the following
boundary value problem:

Au+x*u=0 in Q,
u=0 onTl,US,
o u=%Bmu+f onlyg,

which has the variational formulation: find u € H§(Q)={u€ H'(Q): u=00onT,US} such
that

atm (1,0) = (f,0)r+ VYoe Hi(Q), (3.6)

where the sesquilinear form aty(+,+) : H'(Q) x H(Q) — C is defined by

arm (u,v) :/

. (Vu-Vo—x*ut)dx— (B, v)ps (3.7)

The following result states the well-posedness of the variational problem (3.6). The proof
can be found in [27].

Theorem 3.1. The variational problem (3.6) has a unique weak solution in HL(Q), which satisfies
the estimate

lll i) <Cl A g2
where C >0 is a constant.

It follows from the general theory in Babuska and Aziz [3, Chapter 5] that there exists
a constant C > 0 such that the following inf-sup condition holds:

sup latm (u,0)|

H >Cllullpqy YueHs(Q). (3.8)
0£veHL(Q) 0ll ()
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3.2 The PML problem

Let OPML={x€RR?% : R< |x| <p} be the PML region which encloses the bounded domain
() in the upper half—space Denote by (), = B+ UD the computational domain in which
the truncated PML problem is formulated.

Define the PML parameters by using the complex coordinate stretching

fz%ﬁﬂﬂdhﬂﬁ@) (39)

where a(r) =1+i0(r). In practice, o is usually taken as a power function

{Q 0<r<R,
o(r)=

Uo(ziﬁ)m, r>R,

where 07 is a positive constant and m > 1 is an integer. It can be seen from (3.9) that

B(r)=1-+io(r), ﬂnzlf%@mt

In the polar coordinates, the gradient and divergence operators can be written as
1 1 1
Vuzarue,—i—;aq,ueq,, v-u:;a,(ru,)+;a¢u¢, (3.10)

where u=u,e,+ugey and e, = (cosp,sing) ', e, = (—sing,cos$) '. By the chain rule and
(3.9), a simple calculation yields

dr 1
osu=2a ——0rl. A1

= u(dr) a(r) t 3-11)
Combining (3.10) and (3.11), we introduce the modified gradient operator

~ 1
Vu=—09,ue,+
a(r)

1
B(r )8¢ue¢

It is easy to verify

Ay 1 rB(r) y 1 1 y :i ' y
A= R af(a(r) o >+rﬁ(r)a"’<rﬁ(r) % > ap Yy AV,

A= ﬁggcosqu_ sm2¢ (%—%)Sm(])cosq)
(%_%)Smgbcosq) %51 24)_|_ ()COS ¢

Hence we obtain the PML equation for the scattered field u

where

B(r)
s PML.

V- (AVuSPME) 4 iZaBus™E =0 in R% \B_+,
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s,PML

where u is required to be uniformly bounded as r = |x| — co. In practice, the open

domain R%. \ﬁ needs to be truncated into a bounded domain. Replacing r with 7 in (3.3)
and noting the exponential decay of the Hankel functions with a complex argument, we

can observe that the scattered field u>"™L decays exponentially in R% \ﬁ Hence it is
reasonable to impose the Dirichlet boundary condition
usPML—=0 on T/
py
We obtain the truncated PML problem

V- (AVU™E) +i?apuP™E=F  in Q,,
uP™L —( onT,US, (3.12)

PML _ uref

u onI";“,

where

re V- (AVu) +2apu  in QPML,
o otherwise.

Introduce another DtN operator By : Hif2 (T ) — Hpyy (I') which defined as follows:
given { € HI{2(T),

PmE=0rC |-,
where & € H' (QPML) satisfies

V- (AVE)+x%afZ=0 in QML

¢=¢ onT},

¢=0 onT,UT {‘;
Using the boundary condition

ar (MPML _ uref) ’T; _ r%?TM(MPML _ uref),

and noting A=1I, a =B =1 in (), we reformulate (3.12) equivalently into the following
boundary value problem:

AuPML 442y PML — in Q,
u™L —( onT,US, (3.13)
u™l = ZryuP™ML 4+ f - onT},
where f =9,u™f — Zrvu. The weak formulation of the problem (3.13) is to find uPML ¢
Hi(Q) such that
drm (™, 0) = (f,0)r;  VoeH§(Q), (3.14)

where the sesquilinear form amy(+,+) : H (Q) x H(Q) — C is defined as

arm(u,v) :/

5 (Vu-Vo—x*uo)dx— <=@TM”/U>rg )



1514 Y. Chen, P. Li and X. Yuan / Commun. Comput. Phys., 29 (2021), pp. 1505-1540

3.3 Convergence of the PML problem
Consider a boundary value problem of the PML equation in QML
V- (AVw)+xiapw=0 in QML

w=0 onT,UT}, (3.15)
w=gq onTl}.

Define Hy(Q"™") = {ue H'(Q™"): u=00on T{UT' g UT} }. Given g€ H%ﬁ(rl‘j), the weak
formulation of (3.15) is to find w € H' (Q"MF) such that w=0on T,UT'};, w=g on I'; and
b(w,0)=0 VYoeHi(OQMD), (3.16)

where the sesquilinear form b(-,-): H'(Q™L) x H1(QPML) - C is

(u,0) / / ( 0, U0y v—l—’B JpUdp0— Kozx,Bruv> drd¢.

As is discussed in [16], in general, the uniqueness of (3.16) can not be guaranteed due
to the possible existence of eigenvalues which form a discrete set. Since our focus is on
the convergence analysis, we simply assume that the PML problem (3.16) has a unique
solution in the PML region.

For any u € H!(QML), define

. 1/2
1 1 1
H”H*QPML—[// < —HTU rloyul>+ < —Hia);|a¢u]2—|—(1—|—(7?7)1<(2)r|u]2>drd<p] .

1402

It is easy to show that the norm ||-||, qeve is equivalent to the usual H'(QP™)-norm.
An application of the general theory in [3, Chapter 5] implies that there exists a positive
constant C depending on QPML and xj such that

wp 12040

>Cllull, ome Yu€ HY(QML). (3.17)
07£ve H (QPML) o[l v '

The following results play an important role in the convergence analysis. The proof is
similar to that of [12, Theorem 2.4] for solving the obstacle scattering problem and is
omitted here for brevity.

Theorem 3.2. There exists a constant C >0 independent of xo,R,p, and oo such that the following
estimates are satisfied:

]~ Vel 2y < CCH(14+x0R) [axo 190 2 - (3.18)
1020l 12y < Cé_1(1+K0R)2’“0szfJHH%ﬁ(r;), (3.19)

where C is given in (3.17) and xy =1+i0yp.
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Following the idea in [19], for any function f € H%ﬁ(l"fg), we introduce the propaga-
tion operator Pryi: HHZ(T) — H%ﬁ(F;) defined by

Fni(p)=3 1 ;“ S fsin(ng), o= [ SR g)sin(n9)dp

As shown in [12], the operator 1 : H%ﬁ(rfg) — H%ﬁ (T

o ) is well defined and satisfies
the estimate

S (5 1_1372 1/2
|2 Pllgn <e O flpers Yok (3.20)

Lemma 3.1. For any f € Hi{?(T};), we have

i . —3(0) (1- )"

Proof. For any f € H%I@(FE), it follows the definitions of &y and $ry that
(%TM_@TM)f:arwh“E/
where w € H! (QPML) satisfies

V- (AVw)+xiapw=0 in QML
w=0 onT,UT},
w=2m(f) onT}.

Using (3.19)-(3.20) yields

10r0]l 125y < CC (A +x0R)? o | Pem () 2 1
1/2

—x0S(p)(1- 5
0 W) HfHH;I(}(r;)f

<CC 1 (14xoR)?|ag|%e
which completes the proof. O

Theorem 3.3. For sufficiently large 0 >0, the PML problem (3.14) has a unique solution u"™" ¢
H(QY). Moreover, we have the following estimate:

A s (1 B 1/2
||u—uPML||H1(Q)§CC‘1(1+K0R)2!1X0!2€ Koo(p)( W) ||“PML_”refHH%{\}(r;)'
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Proof. The existence of a unique solution can be shown by following the same arguments
in [13, Theorem 2.4]. Furthermore, by (3.6) and (3.14), we have for any ¢ € H % (Q) that

uPML PML

)

fr@)rs —arm(u™", ¢)

f=Fo)ri +(f,0)r —a(@™",9)
(B — B u", @) i (u™
(

%TM %TM) (uPML _ uref)’q)>r£’

am(u—u ", @) =arm(u, @) —arm(u

’q)) _aTM(uPML

(
(
( P)
(

which completes the proof after using Lemma 3.1 and (3.8). O

3.4 Finite element approximation

Define Hi(Q) ={u € H'(Qy): u=00nT,US}. The weak formulation of (3.12) is to find
u™L e H1(Q,) and uPME =y on I'; such that

b(u"™b,0)=— | Fodx VoeHj(Q,), (3.21)
Qp
where Hl( p) ={u€H(Q): u=0on T{USUT, } and the sesquilinear form b(-,-):
H'(Q,) x H'(Q,) —C is given by

b(u,v) :/ (AVu-Vo—rx*afut)dx. (3.22)
QP
Let M), be a regular triangulation of (), where 1 denotes the maximum diameter of all
the elements in M),. To avoid being distracted from the main focus of the a posteriori
error analysis, we assume for simplicity that l":{ is polygonal to keep from using the
isoparametric finite element space and deriving the approximation error of the boundary
Iy
[
Let V}, be the a conforming finite element space, i.e.,

V,= {Uh EC(OP) : Uh|K€Pm(K), VKGM;[},
where m is a positive integer and P,,(K) denotes the set of all polynomials of degree no

more than m. The finite element approximation to the variational problem (3.21) is to find
uy € Vi, with u, =u'f on l";r such that

(uh,¢h / F¢hdx Vl[]h S VS hr (323)

where Vs, ={v, €Vj,:v,=00onT,US}.
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For sufficiently small h, the discrete inf-sup condition of the sesquilinear form b can
be established by an argument of Schatz [26]. It follows from the general theory in [3]
that the truncated variational problem (3.23) admits a unique solution. Since our focus is
the a posteriori error analysis and the associated adaptive algorithm, we assume that the
discrete problem (3.23) has a unique solution u;, € V},.

3.5 A posteriori error analysis

For any triangular element K € Mj,, denote by h its diameter. Let B, denote the set of all
the edges that do not lie on d(),. For any e € By, h, denotes its length. For any K € M},
we introduce the residual

Ry (u)=V-(AVulx)+x*aBulk.

For any interior edge e, which is the common side of triangular elements K;,K, € M, we
define the jump residual across e as

Jo=—(AVup|k, -v1+AVup|g, 12),

where v; is the unit outward normal vector on the boundary of Kj, j=1,2. Let

B RK(uh) if Ke M;NQ,
ST Ric(up—ue) i Ke M,nQPML,

For any triangle K € M;,, denote by #x the local error estimator as follows:

1/2

< 1
mx=maxw(x) (lRelf+5 5 10 2TellEs)
ecdKNBy,
where the rescaling function
1 ifxeQ),
w(x)= il 212
| e_my(l_W) if x € QPML,
For any ¢ € H'(Q), let ¢ be its extension in Q"ML such that
V- (AV@)+x3apg=0 in QML
=0 onTlyg, (3.24)
¢=0 onT UL}

Repeating essentially the proofs of those in [12, Lemmas 4.1 and 4.4], we may obtain the
following two results on the extension.
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Lemma 3.2. For any ¢, € H(Q™L), the following identity holds:
(Brng )1 = (Brm, P)r+

Lemma 3.3. Forany ¢ € H'(Q), let  be its extension in H'(QPML) according to (3.24). Then
there exists a constant C >0 independent of xo,R,p and oy such that

el 7Vl 2y < O (1xoR) aol 9 e .

- ) \1/2
where y(r) = eKOw(lf\#)

The following lemma is needed in order to present the error representation formula.

Lemma 3.4. Forany ¢ € H'(QY), let § be its extension in H' (Q),) according to (3.24). Then we
have for any ¢ € Hy (Q),) that

/QPML (AVCvgﬁ—K%[XﬁCgB) dx=— <‘@TMC/ §0>l“fg

Proof. Multiplying the first equation of (3.24) by & € H}(Q),), using the integration by
parts, and noting A=1 on I"IJQ, we deduce

Joa AV VE-raBolidx= [ | (AVg)uids=— [ a,98ds

where v is the outward normal vector to I'} pointing to the outside of Q). Taking the
complex conjugate on both sides of the above equation yields

/Q (AVE- V- Gupip)dx=— /r s
It follows from the definition of Zry: HV2(T) — H~Y/2(T'}) that
0 Plrs =Bru¢.
Combining the above two equations leads to
= 2 = _ Z; e
[ (AVE VG —15025)dx =~ (Pr ;-
By Lemma 3.2, we have
= 2x = _ 7
[ (AVEVi—aprE)dx=— (1, o),

which completes the proof. O
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The following lemma gives the error representation formula.

Lemma 3.5 (error representation formula). For any ¢ € HY(Q), let ¢ be its extension in
H(Q,) according to (3.24). For any ¢y € Vs ;,, the following identity holds:

arn (1=t ) =(Brwt (g, — ™) = Bt (uy, =), @) —b(1, 9 — 1)

—/QPML (V-(AVumf) +K%¢x,8uref) (¢—@yp)dx.
Proof. 1t follows from (3.6) that

atm (u—up, @) =arm(u, @) —armv(un, @)
= (f,@)r; —0(un, @— @) +b(un @) = b, o) —arm(un, ¢).  (3.25)

Using (4.18) and the integration by parts, we obtain

PML
:—/QPML (V- (AVU™h) +rdapu™) gpdx

= (V-(AVuref) +K(2,1x,8ur‘3f) (¢—@y)dx

QPML

ref = 2 ref =
+/QPML (AVU™ .-V §+rgapu™ §)dx

b(uh,(ph)z—/Q F(phdx

+ [ dupds. 3.26
| durgds (3:26)
By the definition of the sesquilinear form (3.22), we have
— . 5 2 = . = 2 =
b(uh,go)—/Q(AVuh Vy—x"afuy ) d:c—k/QPML (AVu,-Vo—igapu,)dx.  (3.27)
It is easy to get from (3.7) that
arnv (up, ) :/Q (AVuh-ng—Kztx,Buhqb) dx— <%’TMuh,q)>r;. (3.28)
Using (3.26)-(3.28) yields
b(up, @) —b(up, @n) —arm(upn, @) :_/QPML (V- (AVU™) +rgapu') (¢— pp)dx
ref = 2 ref\ =
+/QPML (AV (up—u™) -V §—afic” (u —u™") @) dx

ref
_/r]tavu gods—l—(%’TMuh,(p)r;,
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which together with Lemma 3.4 implies
b(up, @) —b(uy, @n) —arm(un, @)
=— /QPML (V- (AVU™) + 13 fu™h) (§— @y )dx
+ (Brmiy — Prmiiy, P)r;+ (=9, u™ 4+ By, Pr;- (3.29)
Substituting (3.29) into (3.25), we have
arn (1 — ity @) = ("™ — Brnu™, @) - —b(1, 9 — 1)
—/QPML (V- (AVU) +1Gapu™) (¢ — ¢p,)dx
+ <=%TM1/lh — @’TMuh, ¢>FE + (—ayuref + @TMuref, ¢>FE
= (B (uy,— ™) — Brna (wy— 1), @) p+ = by, 90— @)
—/QPML (V- (AVU™) +-1Gapu™) (¢ — ¢),)dx,
which completes the proof. O

Let IT;: H{(Q,) — Vs, be the Clement-type interpolation operator. It can be verified
that the operator enjoys the following estimates: for any ve H§(Q,),

[0 —T10]|12(x) < Chx | VOl gy, [[0=T10l 120 < Ch2 VO 2(e),

where K and ¢é are the union of all elements in M), having nonempty intersection with
K€ My, and the side e, respectively.

The following theorem presents the a posteriori error estimate and is the main result
for the TM polarization.

Theorem 3.4. Let u and uy, be the solutions of (3.6) and (3.23), respectively. There exists a
constant C depending only on the minimum angle of the mesh M, such that the following a
posterior error estimate holds:

1/2
=l <CCH(1xR) (T 2)
KeM,,
- —RS(p)(1-£5)12
+CCT (1R PaofPe I g~
Proof. Taking ¢, =1I1;,¢ and using Lemma 3.5, we have
arn (1 — 1ty @) =(Brwa (= u™") — Brna (1 — ™), @)y — b (g, 9~ 1)

- /Q (VA AV ) (5 TTp)dx
Z:Il —|—Iz—|—I3.



Y. Chen, P. Li and X. Yuan / Commun. Comput. Phys., 29 (2021), pp. 1505-1540 1521

It follows from Lemma 3.1 that
I =( B (1 — ") — By — ™), @)
w3 (p) (1- %)
A-1 2112, % 03(0) 1=z f
<CC™ (1+xoR)"|aol e P = e 1ol gy

Using the integration by parts yields

L+lz= ) </KRI<(M;1—Mmf)(¢—Hh(P)dX+ ) %/Ie(i)—nh@)dS)

KeMunQ ecoKNB, < v¢

1
£ T ([ Rem)@-Tugids ¥ 3 [Llo-The)ds).
KeM,narme \/K ecoKnB, < 7¢

It follows from the Cauchy-Schwarz inequality, the interpolation estimates and
Lemma 3.3 that

1/2
Y Hhi/21e!|%z(e)> Vol

ecdKNBy,

NI~

L+1<C ) <HhKRKH%2(K)+
KeM,,

<C Y. nxlw 'Vl 2k
KeM,

1/2
gcc—1(1+KR)< y 1712<> ol
KeM,,

Using the inf-sup condition (3.8) and combining the above estimates, we get

a u—uy,
ittty <C  sup ’ff(”—“")
0£geHl()  IPIHN(Q)

1/2
<CC 1 (14«R) ( ) 1712<>

KeM,,
1/2
A ~003(p) (1- &5 ¢
+CC 1(1+K0R)2’0(0]2€ 0 ( W) ||, —u'® HH%IG(F;;);

which completes the proof. O

3.6 Adaptive FEM algorithm

It can be seen from the Theorem 3.4 that the a posteriori error estimate consists of two
parts: the finite element approximation error ¢, and the truncation error of the PML
method eppr,, where

2

1/2 (A R 1/2

2 —x0S(p)(1-£5)V f

€h=< ) 771<> , €pML=¢€ o2 |y —u™® HH%{}(TE)'
KeM,,
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Table 1: The adaptive finite element PML method for TM polarization.

(1) Given the tolerance e >0 and the parameter 7€ (0,1).

(2) Choose 0y and p such that epyg <1078,

(3) Construct an initial triangulation M), over (), and compute error estimators.
(4) Whileg,>edo

®) refine M, according to the strategy
(6) if 7 > T max 7k, refine the element KeMy;
KeM,,
(7) obtain a new mesh denoted still by Mj,;
(8) solve (3.23) on the new mesh M}, and compute the error estimators.

(9) End while.

In the implementation, we may first choose 0y and p to make sure that the PML error
epmr is small enough, for instance eppp, < 1078, such that the PML error is negligible
compared with the finite element approximation error. Next we design the adaptive
strategy to modify the mesh according to the estimate ¢;,. Table 1 shows the algorithm of
the adaptive finite element PML method for solving the open cavity scattering problem
in the TM polarization.

4 TE polarization

In this section, we consider the TE polarization. Since the discussions are similar to the
TM polarization, we briefly present the parallel results without providing the details.
4.1 Variational problem

It can be verified from (2.2) that the scattered field u* satisties the Helmholtz equation
A +x3u*=0 inRR2\B;. (4.1)
By the radiation condition (2.3), the solution of (4.1) has the Fourier series expansion

o py(1)
ub(r,p)=Y_ M(ansm(ngb) +bycos(ng)), r>R. (4.2)
n=0 H,(Z )(KOR)
Using the fact 9,u=0and 9,u™ =0 on T, we have dg1°(r,0) =94u*(r,71) =0. Hence a,=0
and (4.2) reduces to

oo (1)
us(r,¢) = Z %Kor))bncos(ngb), r>R, 4.3)

n=0 Hr(ll) (KoR
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which gives

() X
5(R,¢) —KQZ%OR))@ZCOS(H(P).
(R,

Let L2, (T}) :={u € L*(T{): 9pu(R,0) =
Fourier series expansion

7) =0}. PFor any u € L3 (T}), it has the

)= ;)bncos(nq)),

where

1 /7 2 [T
bo=— / u(R9)dg, by== /0 (R, ¢)cos(nd)de.

TJo
Define the trace function space Hig(I'}) :={u € L3 (T}): HuHH_er(rE) < o0}, where the
H::(T}) norm is given by

o 1/2
||1/l||Hc 1"+ (Z 1—|—11 |b |2> .

It is clear that the dual space of H{y(T'}) is Hyg (I') with respect to the scalar product in
L?(T'}) given by
<u,v>rg :/TE udds.

We introduce a DtN operator on I'}:

(1)
(#reu) (R,¢) =Ko Z w

n=0 Hn KOR

by cos(ng). 4.4)

It is shown [27, Lemma 3.1] that the DtN operator %rg: Hi2(T;) — Hyg/? (') is contin-
uous. Using the boundary operator (4.4), we obtain the transparent boundary condition
for the TE polarization:

arus = %TEMS on FE,

which can be equivalently written for the total field u:
o,u=%Brgu+g only,

where g= o, uref — Brpuret.
In the TE polarization, the open cavity scattering problem can be reduced to the fol-
lowing boundary value problem:

V- (x72Vu)+u=0 inQ,
o,u=0 onTl,US,
oy =ABreu+g onTlyg,
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which has the variational formulation: find u € H'(Q) such that
are(u,v) = <Ka2g,v)r; Voe HY(Q). (4.5)

Here the sesquilinear form arg(-,-): H(Q)) x H'(Q) — C is given by

arg(u,v) :/

5 (K’ZVu -Vo—ut)dx— <K62,@TEL£,U>F;£.

The following theorem concerns the well-posedness for the variational problem (4.5) and
the proof can be found in [20].

Theorem 4.1. The variational problem (4.5) has a unique weak solution in H'(QY), which satisfies
the estimate
ol s S N8

The general theory in Babuska and Aziz [3, Chapter 5] implies that there exists a
constant C >0 such that the following inf-sup condition holds:

sup |ate (u,v)]

>Cllullpq) YueH(Q). (4.6)
0£veH(Q) ||U||H1(Q)

4.2 The PML problem

Using the complex coordinate stretching (3.9), we may similarly obtain the truncated
PML problem in the TE polarization:

V- (k2AVUPME) 4o pu™E =G in Q,
(AVuPML) .y =0 onT,US, 4.7)

PML _ uref

u on F;r,

where

e { V- (kg AV U +apu  in QML
0 otherwise.
A DtN operator Zrg: Hif*(T) — Hpa/2(T}) is defined as follows: given f € Hif2(T%),
Pref =08,
where & € H' (QPML) satisfies

V- (k2AVE)+apE=0 in QPML,
c=f onT},
&=0 on l";r,
(AVE)-v=0 onT.
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By imposing the boundary condition
9, (MPML _ uref) — QTE (MPML _ uref) on FIJ{F/

the problem (4.7) can be reformulated as

V- (xk2AVUME) 4 apu™L =0 in Q,

(AVuPML) .y =0 on T US, (4.8)
0,u"ML — QTEMPML +8 on FE,
where ¢ = 0,u"f — Z1gu™f. The weak formulation of the problem (4.8) is to find u"™" ¢
H'(Q) such that
arg (uP™ML ) = <K0’2gA,v>rE vYoc H'(Q), 4.9)

were the sesquilinear form arg(-,-): H'(Q) x H'(Q)) — C is defined as

ﬁTE(u,v):/Q(K’ZAVM-Vﬁ—a,Buz?) dx—(xg%%%w,vh;

4.3 Convergence of the PML problem

Consider a Dirichlet boundary value problem of the PML equation in the PML layer
(PML.

V- (kg ?AVw)+apw=0 in Q"ML

w=0 onI"?{', (4.10)
w= rr '

q onT}],
(AVw)-v=0 onTy,

where g € H? (T9)

Define H}QP(QPML) ={ve H'(Q™"):9=00nT} and T} }. The weak formulation of
(4.10) reads as follows: given q € H1£*(T 7, find w € H'(Q™) such that w =0 on g,
w=qgonT] and

b(w,0)=0 VoeHg,(Q™"), (4.11)

(u,v) / / ( < 0,10, v+ﬁ a¢ua¢v> —aﬁruﬁ) drdé.

Here we also assume that the PML problem (4.11) admits a unique weak solution.
For any u € H!(QML), define

1+Ua o (1001 N 172
H”H*QPML—[// ( T+o 2 r|o,u| +(m>;]8¢u| +(1400)xgr|u|” ) drdg| .

where
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It is easy to see that [|-||, qrve is an equivalent norm on H! (Q™T). By using the general
theory in [3, Chapter 5], there exists a positive constant C such that

wp  15040)

> CHL{H %, (OPML Yue H}QP(QPML).
0/£0€ H} (QPML) HUH*,QPML

The constant C depends on the domain QPML and the wave number .

The following results concern the estimates of the solution for the boundary value
problem (4.10) and are crucial for the convergence analysis. The proof is essentially the
same as that in [12, Theorem 2.4] and is omitted for brevity.

Theorem 4.2. There exists a constant C>0 independent of xo,R,p, and oo such that the following
estimates are satisfied:

el = Vol 2 ey < CC g (1410 R) o1 71725 (4.12)
”a’w”HT‘B}I“(F;) <CC 'y 2(14x0R)?|ag ’2H(7,|HT—,31/2(F;)' (4.13)

where ag =1+1i0y.
Similarly, for any function f € H%}/Ez (T'%), we introduce the propagation operator Z1g:

HYA(TH) — H%]/EZ(I";“) as follows:

Pre(f) ng%ﬂcos(”ﬁb)/

where

fo= [ FR)dg, fu=2 [ F(Rp)cos(np)dg.

As discussed in [12], the operator Pyg: H%]/EZ(F;) —>H%é2(1";r) is well defined and satisfies
the estimate

—Kko (P 1713—2 1z
175 sy se V0T e, VozR @1

Lemma 4.1. For any f € HH?(T'}), the following estimate holds:

R2

1/2
A A1 —K %(ﬁ) 1-=5
1(re— Bre) fll 172y < CC g 2 (1+10R ) o [Pe (1-5%) 1z g (415)

Proof. For any f € Hi{*(T't), we have

(«@TE—«@TE)fZarwhg, (4.16)
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where w € H! (QPML) satisfies

V- (kg ?AVw)+apw=0 in Q"ML

w=0 on I"IJ{,
w = L@TE (f) on I“;’,
(AVw)-v=0 onT,.

It follows from (4.13)-(4.14) that
19r20]] 124y SCC ey (1+x0R)? |0 | 2re () | o

- 2 —xod(p) (1-3)"
<CC 1k, 2(1+xoR)? | |%e g HfHH%{vf(r;)/

which completes the proof. O

Below is the main result of this subsection.

Theorem 4.3. For sufficiently large oy >0, the PML problem (4.8) has a unique solution u"™Lt e

H'(Q,). Moreover, the following estimate holds:
PML -2 —1 2 2 _KO%(ﬁ)(l_%)l/z PML_ ref
[ =1 <CC Yy 241y 'R)?|ao|%e p ||u u HH%{V%(F;)'

Proof. By (4.5) and (4.9), for any ¢ € H'(Q)), we have

PML PML

P)
PML’q))

,¢) =ate(u, ) —arg(u

Ko 8z§">r+—”TE(”

atg(u—u
=(
=k 2(8=8) 9)r; + (15578, @)rs —a(u™", )
= (g > (e — @TE)uref,(ph;—I—ﬁTE(uPML,(p)—aTE(uPML,(p)
= (g *(re — re) (™" ) )y,

which implies the desired estimate by using Lemma 4.1 and (4.6). O

4.4 Finite element approximation
Let b(-,-): H'(€),) x H'(Q,) — C be the sesquilinear form given by
b(u,0) :/ (k 2AVu-Vo—apud)dx
0

0

Define Hy(Q,) ={uc H'(Qp): u=00nT} }. The the weak formulation of (4.7) is to find
u™L e H1(Q,) and uPME=y™f on I} such that

b(uPML,v):—/ Godx VZ)GH;(QP). (4.17)
QP
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Let V, be a conforming finite element space of H' (Qp), ie,
Vh:{vh EC(OP) : Uh|K€Pm(K), VKGM;[}.
Denote
Vor={vn€Vj:v,=0o0n I’;r}.

The finite element approximation to the variational problem (4.17) is to find uj, € V}, with
up,=u"f on l";r such that

b(uh,vh) = _/Q Go,dx Vo, € Vp,h' (4.18)
0

4.5 A posteriori error analysis
For any K € M}, we introduce the residual
Ri(u):=V-(k 2AVulx)+apu|k.

Let B, denote the set of all the edges that do not lie on oT';". For any interior edge e, which
is the common side of triangular elements K;,K; € M}, we define the jump residual across
e as

Jo:=— (KﬁzAVuh |K1 ‘U1 +K72Avuh|[<2 “12),

where v; is the unit outward normal vector on the boundary of Kj, j=1,2. If e=0KN (FgUS)
for some K € My, then define the jump residual

Jo:=2(k 2AVuy|x-v).

2o [ Rew) if Ke M,NQ,
TV Relup—uref)  if Ke Mj,NQPML,

For any triangle K € M;,, denote by 5k the local error estimator as follows:

> 1 1/2
= 2 1/27 12
UK—TSI?W(X)(HhKRKHLZ(K)_"EZHhe ]EHLZ(6)> ,

ecK

where _
1 ifxeQ),

2

w(x): 71{0(\\97(17‘;?

)1/2
| le if xe QML

For any ¢ € H!(QgR), let ¢ be its extension in Q"ML such that
V- (kg ?AV@)+aBy=0 in QPME,

T+,
g’ Of "R (4.19)

on F‘j,
V@) v=0 on I.

S
Il
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The proofs of Lemmas 4.2 and 4.3 are essentially the same as those in [12, Lemmas 4.1
and 4.4], while the proof of Lemma 4.4 is also similar to Lemma 3.4.

Lemma 4.2. Forany ¢ € H'(Q), let ¢ be its extension in H'(QPML) according to (4.19). Then
there exists a constant C >0 independent of xo,R,p and oy such that

el 7l ey < CC g (1 k0R) ol vz

N r2 1/2
K[)(\W(lfm)

where y(r)=e
Lemma 4.3. For any ¢, € H(Q™L), we have

(Breg, ) = (P1e}, §).

Lemma 4.4. For any ¢ € H'(Q)), let ¢ be its extension in H'(Q),) according to (4.19). For
ZeH{(Qy), the following identity holds:

/Q (kg ?AVE-V§—apEP) drx=— (x> Pre, @)r.
The following result present the error representation formula for the TE polarization.

Lemma 4.5 (error representation formula). For any ¢ € HY(Q), let ¢ be its extension in
H(Q,) according to (4.19). The for any ¢y, €V, the following identity holds:

arg (1 —up, @) = (k> B (1 —u™) x> B (up— ™), @) s —b(uy, 9 — )
-2 ref ref\rz -
—/QPML (V- (kg > AVU™) +apu™) (§— ¢y )dx.
Proof. 1t follows from (4.5) that

aTE (u - Mh,q)) =aTg (u,qo) —ﬂTE(Mh,q))
=(k28,@)rs —b(un,9—gp)
+b(up, @) —b(un, ¢n) —are(un, ¢). (4.20)

By the definition of the sesquilinear form b, we have
b(up, @) :/Q (x 2AVuy,-Vo—aBuy@)dx
0

:/(‘)(Kszvuh‘vﬁb_“,Buhqb) dx-}—A)PML (KOfZAVuh.VgT)—a‘Buhq:)) dx.

We also get from the definition of the sesquilinear form arg that

ﬂTE(”h,(P)Z/Q(K*ZAVMh'V(P—“,B”h(P) dx— (Ko > Bretin, ) -
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Using (4.17) and the integration by parts yields

b(uh,q)h):— quhdx

QPML
= (OPML (v (K0—2Avuref) +0€,3Mref) ((ﬁ— gﬁh)dx

-2 ref x7 = ref =
+/QPML(KO AV -V §—apu™ §)dx

+/1"; Ko 20y ™ pds.
Combining the above equations leads to
b(uy, @) —b(up, @n) —ate(uy, @)
= [ (T AV) ) (5 i)
+ (K()_ZAV(uh—umf)-Vgﬁ—zxﬁ(uh—umf)(ﬁ)dx

QPML

_/1"+ K()_zavurefgbds+ <K0_2e%TEuh/§0>rE'

R

By Lemma 4.4, we have

b(up, @) —b(up, @) —are(un, @)
— [ (V- (2 AV B (G- i)
+ (Ko 2 (Pre — Bre)n, @) ry — (165 Q™ = Brgu'™), @), (4.21)

Substituting (4.21) into (4.20), we obtain
arg (u— 1y, @) = (Ko 2 B (uy — ™) x5 > Brg (up— ™), 9) r — b (1, 9 — 1)
—/QPML (V- (x5 2 AVU™) +apu™) (§— ¢1,)dx,
which completes the proof. O

The following theorem presents the a posteriori error estimate and is the main result
for the TE polarization.

Theorem 4.4. Let u and uy, be the solution of (4.5) and (4.18), respectively. Then there exists a
positive constant C depending only on the minimum angle of the mesh M, such that the following



Y. Chen, P. Li and X. Yuan / Commun. Comput. Phys., 29 (2021), pp. 1505-1540 1531

the a posteriori error estimate holds:

1/2
1t —up |l <CC Ky (1+KR)< Z 1712<>
KeM,
R2

_ —x0S(p) (1-£5)172 f
+CC 1 2(1+K0R) |Déo|2 0 Io[? Huh—ure HH%]/zz(rE)

Proof. Taking ¢, =1I1;,¢ and using Lemma 4.5, we have

g (1=, @) =iy > B (1 — ™) — g > B (s, —u'™), 9) r — b (a3, 9 — 1)

- /Q (V- (5 AV +apu) (- ) dx
=L+ +1s.

By Lemma 4.15, we get

L= ‘ (1 2 B (uy— ™) — g > B (1 — ™), @) 4

5)(1— K2 y1/2
<CC g2 (1+0R)ao e Ty — s e
It is easy to see that
L+I= (/ Ri(up) (¢—11;@)dx+ ) 2/]e ¢— Hh(P)d5>
KeMmQ e€dK

b ([ Reumw -t ¥
KeM,;nOPML

/ Je(p— thv)d5>

eeaKﬂB

It follows from the Cauchy-Schwarz inequality, the interpolation estimates, and
Lemma 4.2 that

1/2
- 1
ttl<C ¥ (IncRelboty X IR, ) Vel
KeM, ccIKNB,
<C Y nxllw 'Vl 2
KeM,

1/2
<cet2inr)( T ) ol
KeM,,
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By the inf-sup condition (4.6), we obtain

sl <C  sup "“,'f(H—‘h@
0£peHi() IIPIH ()

1/2
gcé—1x52(1+xR)< Y 1712<>
KeM,
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+CC g 2 (14 x0R)ao e T ag — e,

which completes the proof. O

As can be seen from the Theorem 4.4, the a posteriori error estimate also consists
of two parts: the finite element approximation error and the PML error which decays
exponentially with respect to the PML parameters. In practice, we may choose the PML
parameters appropriately such that the PML error is negligible compared with the finite
element approximation error. The algorithm of the adaptive finite element PML method
for the TE case is similar to that of the method for the TM polarized open cavity scattering
problem described in Table 1.

5 Numerical experiments

In this section, we present some numerical examples to demonstrate the performance
of the adaptive finite element PML method. The method is validated and compared
with the adaptive finite element method with the transparent boundary condition (TBC)
which is proposed in [28]. In the following examples, the PML parameters are p = 3R,
0p=20and m=2.

The physical quantity of interest associated with the cavity scattering is the radar
cross section (RCS), which measures the detectability of a target by a radar system [18].
When the incident angle and the observation angle are the same, the RCS is called the
backscatter RCS. The specific formulas can be found in [28] for the backscatter RCS on
both polarized wave fields.

51 Examplel

We consider a benchmark example for the TM polarized wave fields [18]. The cavity has
a rectangular shape with width A and depth 0.25A. Fig. 2 shows the geometry of the cav-
ity and the PML setting. The wavenumber in the free space is ko = 3271 and wavelength
A =2m/xg=1/16. The PML layer is a semi-annulus region and is imposed above the
cavity with R=1/2A. Two cases are considered in this example: an empty cavity with no
fillings inside of the cavity and a cavity filled by a lossy medium with the electric permit-
tivity e=4+1 and the magnetic permeability y=1. First, we compute the backscatter RCS
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Figure 2: Example 1: (left) the cavity geometry; (right) the backscatter RCS for both cases by using the
adaptive PML method and the adaptive TBC method.
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Figure 3: Example 1: (left) the adaptive mesh after 3 iterations with a total number of nodal points 1259;
(right) the quasi-optimality of the a posteriori error estimates for both of the adaptive PML and TBC methods.

by using the adaptive finite element PML method and TBC method. For both methods,
the adaptive mesh refinements are stopped once the total number of nodal points are
over 15000. The backscatter RCS is shown as red solid lines and blue circles in Fig. 2 for
the adaptive PML method and adaptive TBC method, respectively. It is clear to note that
the results obtained by both methods are consistent with each other. Using the incident
angle 0 = 71/4 as a representative example in case 1, we present the adaptively refined
mesh after 3 iterations with a total number of nodal points 1259 in Fig. 3. As expected,
the mesh is refined near the two corners of the cavity and keep relatively coarse near the
outer boundary of the PML layer, since the solution has singularity around the two L-
shaped corners and is smooth and flat in the PML region, particularly in the part which
is close to the outer boundary of the PML layer. The a posteriori error estimates for case 1
at incident angle 6 =7t /4 are plotted in Fig. 3 to show the convergence rate of the method.
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Figure 4: Example 1: the ratio of DoF, between the physical domain and the whole computational domain.

It indicates that the meshes and the associated numerical complexity are quasi-optimal,
ie., €, = O(DoF, 1/2) holds asymptotically, where DoFy, is the degree of freedom or the
total number of nodal points for the mesh M,,. As a comparison, the a posteriori error
estimates are also plotted for the adaptive TBC method in the red dashed line. Clearly,
the method also preserves the quasi-optimality. It can be observed that the TBC method
gives a smaller error than the PML method does for the same number of nodal points.
There are two reasons: the TBC method does not require an artificial absorbing layer to
enclose the physical domain which may reduce the size of the computational domain;
the a posteriori error estimates may not be sharp for both methods as the lower bounds
are not given. But the PML method is simpler than the TBC method from the imple-
mentation point of view. The PML method only involves the local Dirichlet boundary
condition while the TBC method has to handle the nonlocal TBC. Fig. 4 plots the ratio
of DoF;, between the physical domain and the whole computational domain. It shows
that the physical domain asymptotically accounts for 70% of the total number of nodal
points which illustrates that most of the nodal points are concentrated inside the physical
domain and the a posteriori error estimate is effective for the PML method.

5.2 Example 2

In this example, we also consider the TM polarization. The backscatter RCS for a coated
rectangular cavity with width 2.4A and depth 1.6A is computed. The each vertical side of
the cavity wall is coated with a thin layer of some absorbing material. Fig. 5 illustrates
the geometry of the cavity and PML setting. The coating on both sides has thickness
0.024A and is made of a homogeneous absorbing material with a relative permittivity
€r =124-0.144i and a relative permeability y, =1.74+3.306i. This example has a multi-
scale feature and is an interesting benchmark example to test the adaptive method. We
take the same stopping rule as that in Example 1: the adaptive method is stopped once
the number of nodal points is over 15000. Fig. 5 plots the backscatter RCS by using



Y. Chen, P. Li and X. Yuan / Commun. Comput. Phys., 29 (2021), pp. 1505-1540 1535

20

35F T =

- . | 10
25 K N,

o

151

\
/
10l0g10(a /)

AN
o

05 1

051
-20 [

-15¢

-1.2 -06 0 06 12 -30 L L L L L L L L
0 10 20 30 40 50 60 70 80 90
0
Figure 5: Example 2: (left) the cavity geometry; (right) the backscatter RCS by using the adaptive PML method
and the adaptive TBC method.

[N PML
10 o ——-¢,TBC
A N i slope-1/2

LSS >
v SV N
20 <7
VANAV‘ >

4

H1 error
/
/

10° 10*
Number of nodal points

Figure 6: Example 2: (left) the adaptive mesh after 2 iterations with a total number of nodal points 1263;
(right) the quasi-optimality of the a posteriori error estimates for both of the PML and TBC methods.

the adaptive PML and TBC methods, where the red solid line stands for the results of
the PML method and the blue circles stand for the results of the TBC method. Clearly,
these two methods are consistent with each other. Using a representative example of
incident angle 6 =7t/4, we present the refined mesh after 2 iterations with 1263 DoF;, and
the a posteriori error estimates in Fig. 6. It is clear to note that the method can capture
the behavior of the numerical solution in the two thin absorbing layers and displays
the quasi-optimality between the meshes and the associated numerical complexity, i.e.,
e = O(DoF, 1/2) holds asymptotically. As a comparison, we also show the a posteriori
error estimates of the adaptive TBC method in the red dashed line. The quasi-optimality
is also observed for the adaptive TBC method. Fig. 7 shows the ratio of DoF), between the
physical domain and the whole computational domain. Again, we see that most nodal
points are concentrated in the physical domain,r which illustrates the effectiveness of the
adaptivity.
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Figure 7: Example 2: the ratio of DoF;, between the physical domain and the whole computational domain.

5.3 Example 3

This example is still concerned with the TM polarization but some part of the structure
for the cavity sticks out above the ground plane. The width and depth of the base cavity
is 1.2A and 0.8A, respectively. There are two thin rectangular PEC humps in the middle of
the cavity. Their width is %)\ and height is %)\ and %A, respectively. The geometry of the
cavity is shown in the left hand side of Fig. 8. The backscatter RCS is computed by using
the adaptive PML and the adaptive TBC method. We also use the red solid line for the
PML method and blue circles for the TBC method. Using the incident angle 6 =7/4 as an
example, we show the refined mesh after three iterations with the number of nodal points
1261 and the a posteriori error estimates in Fig. 9. The adaptive PML method is able to
refined meshes around the corners of the cavity where the solution has a singularity. The

quasi-optimality is also obtained for the a posteriori error estimates. As a comparison,
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Figure 8: Example 3: (left) the cavity geometry; (right) the backscatter RCS by using the adaptive PML method
and the adaptive TBC method.
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Figure 10: Example 3: the ratio of DoF;, between the physical domain and the whole computational domain.

we show the a posteriori error estimates for the adaptive TBC method in the red dashed
line. The observation of the a posteriori error estimates for both methods is the same as
that in Examples 1 and 2. Finally, Fig. 10 shows the ratio of DoF; between the physical
domain and the whole computational domain. Once again, the example confirms the
effectiveness of the adaptive method.

5.4 Example 4

In this example, we consider the TE polarized cavity scattering problem. The cavity is a
rectangle with a fixed width 0.025 m and a fixed depth 0.015 m. The cavity is empty with
no filling materials. Instead of considering the illumination by a plane wave with a fixed
frequency, we compute the backscatter RCS with the frequency ranging from 2 GHz to
18 GHz. Correspondingly, the range of the aperture of cavity is from A to 1.5A. The
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Figure 11: Example 4: the backscatter RCS by using the adaptive PML method and the adaptive TBC method.

incident angle is fixed to be §7t. Fig. 11 shows the backward RCS by using the adaptive
PML and the adaptive TBC method, where the red solid line and blue circles show their
results, respectively. The stopping criterion is that the mesh refinement is stopped when
the number of nodal points is over 25000. Once again, both methods are consistent with
each other very well.

6 Conclusion

In this paper, we have presented an adaptive finite element PML method for solving the
open cavity scattering problems. The a posteriori error analysis is carried out for both
of the TM and TE polarizations. In each polarization, the estimate takes account of the
finite element discretization error and the truncation error of PML method. The latter
is shown to decay exponentially with respect to the PML medium parameter and the
thickness of the layer. A possible future work is to extend our analysis to the adaptive
finite element PML method for solving the three-dimensional cavity scattering problem,
where the wave propagation is governed by Maxwell’s equations.
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