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STABILITY FOR INVERSE SOURCE PROBLEMS OF THE STOCHASTIC

HELMHOLTZ EQUATION WITH A WHITE NOISE

PEIJUN LI AND YING LIANG

Abstract. This paper is concerned with the stability estimates for inverse source problems of the
stochastic Helmholtz equation driven by white noise. The well-posedness is established for the direct
source problems, which ensures the existence and uniqueness of solutions. The stability estimates
are deduced for the inverse source problems, which aim to determine the strength of the random
source. To enhance the stability of the inverse source problems, we incorporate a priori information
regarding the regularity and support of the strength. In the case of homogeneous media, a Hölder
stability estimate is established, providing a quantitative measure of the stability for reconstructing
the source strength. For the more challenging scenario of inhomogeneous media, a logarithmic
stability estimate is presented, capturing the intricate interactions between the source and the varying
medium properties.

1. Introduction

Inverse source problems in wave propagation are of great importance in various scientific and
engineering fields, as they allow us to reveal the underlying characteristics and properties of the
sources that generate observed wave signals. These problems have wide-ranging implications across
disciplines such as seismology, acoustics, non-destructive testing, medical imaging, and telecom-
munications. By successfully solving inverse source problems, we gain insights into the location,
nature, and behavior of hidden or unknown sources, leading to improved understanding, predic-
tion, and control of wave phenomena. Due to the existence of non-radiating sources, inverse source
problems typically lack unique solutions when only boundary measurements at a fixed frequency
are available [8, 13, 14]. Furthermore, inverse source problems are unstable and their solutions are
highly sensitive to small perturbations in the measurements, leading to significant variations in the
reconstructed solutions. In order to tackle these challenges, researchers have made efforts to identify
the least energy solution [12,27]. By utilizing multi-frequency data, uniqueness can be ensured and
improved stability can be achieved in solving inverse source problems [5, 10, 26]. We refer to [4] for
a comprehensive review of solving inverse scattering problems by using multiple frequency data.

While significant research has been conducted on deterministic counterparts, there is a growing
interest in addressing inverse source problems with uncertainties, which arise from unpredictable
environmental conditions, incomplete system information, and random measurement noise. Inverse
random source problems have found extensive applications spanning various domains. In environ-
mental monitoring, they are employed to study noise and pollution sources. In the field of seismology
and geophysics, these problems are utilized to analyze seismic events such as earthquakes and un-
derground explosions. Furthermore, in oceanographic studies, inverse random source problems are
employed to investigate phenomena like turbulence and wave breaking. Unlike deterministic inverse
source problems, where the focus is on precisely reconstructing the properties of fixed sources, inverse
random source problems involve sources that are inherently random or uncertain. These sources are
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modeled as random variables or stochastic processes, and the problem addresses the challenges as-
sociated with uncertain and random sources by focusing on probabilistic estimation and statistical
descriptions of their characteristics.

The inverse random source problem was first investigated in [11], where specific instances were
examined to determine the auto-correlation of random sources uniquely. In [3] and [23], a compu-
tational framework was established for the inverse random source problem of the one-dimensional
Helmholtz equation in homogeneous and inhomogeneous media, respectively, where random sources
were modeled as white noise. The approach was extended to address higher-dimensional problems
in [1,2,20] for the acoustic and elastic wave equations. In recent studies [21,22,24], uniqueness was
discussed for the inverse random source problems, considering the source as a generalized microlo-
cally isotropic Gaussian random field. In [17], the authors discussed the uniqueness of an inverse
source problem in the context of experimental aeroacoustics by using correlations of measured wave
field. While the uniqueness of the inverse random source problems has received considerable at-
tention in the literature, stability results are notably rare. The work presented in [25] explored
the increasing stability of the inverse random source problem associated with the one-dimensional
Helmholtz equation in a homogeneous medium, where the source was driven by white noise. In this
pioneering study, we aim to address the stability of inverse source problems for the three-dimensional
stochastic Helmholtz equation in both homogeneous and inhomogeneous media.

Specifically, we consider the Helmholtz equation with a random source

∆u+ k2(1 + q)u = f, x ∈ R
3, (1.1)

where k > 0 is the wave number, q describes the relative electric permittivity of the medium and
is assumed to be compactly supported in the unit ball B1 = {x ∈ R

3 : |x| < 1}, u describes the
spatial distribution or variation of the wave field, the random source f denotes the distribution of
electric current density and is assumed to have a confined range within B1. Moreover, we assume
that q ∈ C1,α(B1), 0 < α < 1 and ℑq ≥ 0, i.e., q is allowed to be a complex-valued function. When
q ≡ 0, i.e., the medium is homogeneous, the stochastic Helmholtz equation (1.1) reduces to

∆u+ k2u = f, x ∈ R
3. (1.2)

Moreover, the random source f is assumed to take the form

f(x) =
√
µ(x)Ẇx,

where Ẇx is the spatial white noise with Wx being the Brownian motion defined in the complete
probability space (Ω,F ,P), and µ ≥ 0 is called the strength of the random source satisfying µ ∈
Hs

0(B1), s > 3. As usual, the Sommerfeld radiation condition is imposed on the wave field u, i.e., u
satisfies

lim
r→∞

r (∂ru− iku) = 0, r = |x|. (1.3)

Denote BR = {x ∈ R
3 : |x| < R} with the boundary ∂BR = {x ∈ R

3 : |x| = R}, where R > 1. By
Lemma 2.4, we have that u is analytic in R

3 \B1. Hence the Cauchy data u and ∂νu are well-defined
on ∂BR, where ν is the outward normal vector on ∂BR. Define the following correlation functions:

F1(x, y) = E[u(x)u(y)],

F2(x, y) = E[u(x)∂νu(y)],

F3(x, y) = E[∂νu(x)∂νu(y)],

where x, y ∈ ∂BR. Let

M = max
{

‖F1‖L2(∂BR×∂BR), ‖F2‖L2(∂BR×∂BR), ‖F3‖L2(∂BR×∂BR)

}

.

There are two types of problems to be studied. Given the strength function µ of the random
source, the direct source problem involves examining the well-posedness of either (1.2) and (1.3) in a
homogeneous medium or (1.1) and (1.3) in an inhomogeneous medium. The inverse source problem
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focuses on determining the strength µ of the random source f based on the Cauchy data u and ∂νu
of the wave field measured on the boundary ∂BR. The goal of this work is to establish stability
estimates for the inverse source problem of the stochastic Helmholtz equation in both homogeneous
and inhomogeneous media.

Our main results are summarized in the following two theorems. The former is concerned with
the stability of the inverse source problem in a homogeneous medium, while the latter concerns the
stability of the inverse source problem in an inhomogeneous medium.

Theorem 1.1. There exists a positive constant k0 depending on s,M,R such that the following
estimate holds for k > k0:

‖µ‖L∞(B1) ≤ C1M
1− 3

s , (1.4)

where C1 is a positive constant depending on s, k,R and satisfies

C1 = O(k5(1−
3
s
)), k → ∞.

Theorem 1.2. There exists a positive constant C2 depending on s, k,R such that the following
estimate holds for k > 0:

‖µ‖L∞(B1) ≤ C2

(

ln(3 +M−1)
)1− s

3 , (1.5)

where C2 satisfies

C2 = O(k5(
s
3
−1)), k → ∞.

For the first time, we show the stability of the inverse random source problems by using the corre-
lation of the Cauchy data at a fixed frequency. By Theorems 1.1 and 1.2, the following observations
can be made. First, the stability estimates (1.4) and (1.5) imply the uniqueness of the inverse ran-
dom source problems for the Helmholtz equation at a fixed frequency. Previous uniqueness results
typically require multi-frequency data for the inverse source problems in deterministic settings. The
difference in our findings may be attributed to the characteristics of the random source and the
data itself. Specifically, the white noise acts as a radiating source, while the type of correlation data
can offer additional insights into the unknowns. Second, the inverse random source problems have a
Hölder stability and a logarithmic stability for homogeneous and inhomogeneous media, respectively.
Moreover, the Hölder stability may approach to the optimal Lipschitz stability if the strength func-
tion µ is sufficiently smooth. Third, the estimates (1.4) and (1.5) provide the explicit dependence of
the constants on the wavenumber k, which is of practical significance but received limited attention
in the literature on the stability estimates of the inverse medium problems [16,18].

The structure of the paper is as follows. In Section 2, we address the well-posedness of the direct
source problems. Section 3 is devoted to inverse source problems where the stability estimates are
established for both cases of the homogeneous and inhomogeneous media. The paper concludes by
providing general observations and remarks in Section 4.

2. The direct problems

In this section, we focus on examining the well-posedness of the direct problems, specifically the
validation of the Cauchy data u and ∂νu on the boundary ∂BR.

Throughout, we use C to denote a generic constant and cj to represent a constant in some
intermediate step. The value of the generic constant is not required and may change step by step,
but its meaning will always be clear from the context.

Lemma 2.1. Let s > 3 and consider the function µ ∈ Hs
0(B1) with µ ≥ 0. Then, it follows that√

µ ∈ C0,η(B1) for some η ∈ (0, 12).

Proof. Applying the Sobolev embedding theorem, we know that W s0,r(R3) ⊂ C0,α0(R3) holds when

3 < s0r and α0 = s0 − 3
r ∈ (0, 1). By choosing r = 2, we obtain Hs0(R3) ⊂ C0,s0− 3

2 (R3) for
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s0 ∈
(

3
2 ,

5
2

)

. Since s > 3, we can deduce that Hs(R3) ⊂ C0,1−ε(R3) for any ε ∈ (0, 1). Consequently,

for µ ∈ Hs
0(B1), we have µ ∈ C0,1−ε(R3). Moreover, since µ has compact support within B1, it

follows that µ ∈ C0,1−ε(B1). Thus, there exists a positive constant C such that for all x, y ∈ B1,

|µ(x)− µ(y)| ≤ C|x− y|1−ε,

which gives for µ(x) 6= 0 or µ(y) 6= 0 that

|√µ(x)−√
µ(y)| = |µ(x)− µ(y)|

|√µ(x) +
√
µ(y)| ≤

C|x− y|1−ε

|√µ(x) +
√
µ(y)| .

It is clear to note

|√µ(x)−√
µ(y)| ≤ min

{

|√µ(x) +
√
µ(y)|, C|x− y|1−ε

|√µ(x) +
√
µ(y)|

}

≤
√
C|x− y| 12− ε

2 ,

which shows that
√
µ belongs to the Hölder space C0,η(B1) with η ∈ (0, 12). �

It is shown in [1, Theorem 2.7] that the direct problem (1.2) and (1.3) is well-posed. The obtained
well-posedness result is summarized in the following lemma.

Lemma 2.2. For any k > 0, the direct problem (1.2) and (1.3) has a unique, continuous stochastic
process u : BR → C that fulfills

u(x) = G[√µẆ ](x), P-a.s., (2.1)

where

G[√µẆ ](x) =

∫

B1

G(x, y)
√
µ(y)dWy

with G being the Green’s function of the three-dimensional Helmholtz equation, i.e.,

G(x, y) = − 1

4π

eik|x−y|

|x− y| .

In [20, Theorem 2.4], it is demonstrated that for inhomogeneous media, the direct problem (1.1)
and (1.3) admits a unique mild solution in two dimensions. By adapting the proof, the well-posedness
of the direct problem (1.1) and (1.3) can be extended to three dimensions. The well-posedness is
summarized in the subsequent lemma, and for the sake of completeness, a brief sketch of the proof
is provided.

Lemma 2.3. For any k > 0, the direct problem (1.1) and (1.3) has a unique, continuous stochastic
process u : BR → C, which satisfies

u(x) = −k2G[qu](x) + G[√µẆ ](x), P-a.s., (2.2)

where

G[qu](x) =
∫

B1

G(x, y)q(y)u(y)dy, G[√µẆ ](x) =

∫

B1

G(x, y)
√
µ(y)dWy.

Proof. First we employ a piecewise constant approximation for the white noise Ẇx (cf. [9]). Let
TN be the union of tetrahedra Kj , which form a regular triangulation of B1. Denote a piecewise
function

ẆN
x =

N
∑

j=1

|Kj |−1

∫

Kj

dWxχj(x), (2.3)

where |Kj | is the volume of the tetrahedron Kj and χj represents the characteristic function of Kj .
We define a sequence {uN0 } as follows:

uN0 (x) := G[√µẆN ](x) =

∫

B1

G(x, y)
√
µ(y)dWN

y .
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It follows from the proof of [1, Theorem 2.7] that

E

[
∫

B1

|u0(x)− uN0 (x)|2dx
]

→ 0,

where

u0(x) := G[√µẆ ](x) =

∫

B1

G(x, y)
√
µ(y)dWy

and there exists a continuous modification of the random field u0.

To establish the existence of a solution, we show that the solution uN to

∆uN + k2(1 + q)uN =
√
µẆN (2.4)

converges to the random field u in (2.2). Since
√
µẆN ∈ L2(BR), it follows from [6, Theorem 2.3]

that there exists a unique weak solution uN ∈ H1(BR). By (2.4), it is clear to note that uN satisfies
the Lippmann–Schwinger integral equation

uN (x) + k2G[quN ](x) = G[√µẆN ](x).

Hence we have for any constants N1 and N2 that

(uN1 − uN2) + k2G[q(uN1 − uN2)](x) = G[√µ(ẆN1 − ẆN2)](x). (2.5)

Following the proof of [6, Theorem 2.3], we may obtain from (2.5) that

‖uN1 − uN2‖L2(BR) ≤ C‖G[√µ(ẆN1 − ẆN2)]‖L2(BR)

≤ C‖uN1
0 − uN2

0 ‖L2(BR),

which implies that the sequence {uN} is convergent due to the convergence of {uN0 }. Denoting the
limit of uN by u, we prove the existence of a continuous mild solution.

To prove the uniqueness of the solution to (1.1) and (1.3), let u1 and u2 be two solutions to (1.1)
and (1.3). Define ũ = u1 − u2, then ũ satisfies the homogeneous Helmholtz equation

∆ũ+ k2(1 + q)ũ = 0

and the Sommerfeld radiation condition. The proof is completed by utilizing the uniqueness result
established in [6, Theorem 2.3], which implies that ũ = 0. �

By Lemma 2.3, the solution to the direct problem (1.1) and (1.3) is continuous in BR. The
following result demonstrates that the Cauchy data u and ∂νu are well-defined on ∂BR.

Lemma 2.4. The solution u to (1.1) and (1.3) is analytic in R
3 \B1.

Proof. It follows from Lemma 2.3 that the direct problem (1.1) and (1.3) admits a unique continuous
mild solution u in BR. Consider the following exterior Dirichlet problem:

∆ū+ k2ū = 0 in R
3 \B1,

ū = u|∂B1 on ∂B1,

where ū satisfies the Sommerfeld radiation condition. The solution ū admits the Fourier series
expansion

ū(x) =
∞
∑

n=0

m
∑

m=−n

h
(1)
n (kr)

h
(1)
n (k)

ūmn (x̂)Y m
n (x̂), r = |x| > 1,

where x̂ = x/|x|, h(1)n is the spherical Hankel function of the first kind with order n, Y m
n is a spherical

harmonic function of degree n and order m, and the Fourier coefficient

ūmn (x̂) =

∫

|x|=1
u(x̂)Y m

n (x̂)ds.
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The proof is completed by noting that u is continuous on ∂B1 and the exterior Dirichlet problem
has a unique solution in R

3 \B1. �

Clearly, it follows from Lemma 2.4 that the solution to (1.2) and (1.3) is also analytic in R
3 \B1.

Therefore, the Cauchy data u and ∂νu are well-defined on ∂BR, which validate that Fj , j = 1, 2, 3
are well-defined on ∂BR × ∂BR.

3. The inverse problems

In this section, we establish the stability estimates by estimating the Fourier coefficients of the
strength µ separately in low and high frequency modes. The idea traces back to the stability
estimates for the inverse medium scattering problem in a deterministic setting [16,18].

Denote by µ̂ the Fourier transform of µ, i.e.,

µ̂(γ) = (2π)−3

∫

R3

e−iγ·xµ(x)dx, γ ∈ R
3.

The following result, known as the Paley–Wiener–Schwartz theorem, provides decay properties of
the Fourier transform for a function with compact support.

Lemma 3.1. For µ ∈ Hs
0(B1), there exists a constant c0 depending only on s such that

|µ̂(γ)| ≤ c0(1 + |γ|)−s.

For a positive constant ρ, it is clear to note from Lemma 3.1 that there exists a constant c1
depending on s such that the following estimate holds:

∫

|γ|>ρ
|µ̂(γ)|dγ ≤ c1

1

ρs−3
. (3.1)

Next, our investigation focuses on estimating the Fourier coefficients µ̂(γ) with |γ| ≤ ρ for the
inverse problems in homogeneous and inhomogeneous media, respectively. To achieve this, we in-
troduce special solutions to the Helmholtz equation, which enables us to establish the relationship
between the measurement M and the Fourier coefficients of µ.

3.1. Homogeneous media. First, we address the stability of the inverse random source problem
for the Helmholtz equation within a homogeneous medium, wherein the plane wave serves as the
chosen special solution.

The following lemma plays a crucial role in the stability estimation as it establishes a link between
the internal distribution of the random source and the measurement of the wave field u on ∂BR.

Lemma 3.2. For two solutions Ui ∈ C3
(

BR̂

)

, i = 1, 2, of ∆u + k2u = 0 with R̂ > R > 1, there

exists a positive constant c2 that depends on k, R, and R̂, satisfying

|E[〈f, U1〉〈f, U2〉]| ≤ c2M‖U1‖L2(B
R̂
)‖U2‖L2(B

R̂
). (3.2)

Proof. The proof can be divided into two parts. First, we establish the estimate (3.2) within a
finite-dimensional setting.

Let fN =
√
µẆN

x , where ẆN
x is defined in (2.3). It follows from the proof in [1, Theorem 2.7] that

ẆN
x ∈ Lp(B1) for any p > 1. We consider the Helmholtz equation ∆uN + k2uN = fN together with

the Sommerfeld radiation condition for uN . Employing the equations ∆Ui + k2Ui = 0 for i = 1, 2
and applying the integration by parts yields

〈fN , Ui〉 =
∫

BR

fN (x)Ui(x)dx

=

∫

BR

(

∆uN (x) + k2uN (x)
)

Ui(x)dx
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=

∫

∂BR

(

∂νu
N (x)U1(x)− ∂νU1(x)u

N (x)
)

ds(x).

Using the above equation, we obtain from straightforward calculations that

E
[

〈fN , U1〉〈fN , U2〉
]

=

∫

∂BR

∫

∂BR

E[
(

∂νu
N (x)U1(x)− ∂νU1(x)u

N (x)
)

×
(

∂νu
N (y)U2(y)− ∂νU2(y)u

N (y)
)

]ds(x)ds(y)

≤
∫

∂BR

∫

∂BR

∣

∣E[∂νu
N (x)∂νu

N (y)]U1(x)U2(y)
∣

∣ ds(x)ds(y)

+

∫

∂BR

∫

∂BR

∣

∣E[∂νu
N (x)uN (y)]U1(x)∂νU2(y)

∣

∣ ds(x)ds(y)

+

∫

∂BR

∫

∂BR

∣

∣E[uN (x)∂νu
N (y)]∂νU1(x)U2(y)

∣

∣ ds(x)ds(y)

+

∫

∂BR

∫

∂BR

∣

∣E[uN (x)uN (y)]∂νU1(x)∂νU2(y)
∣

∣ ds(x)ds(y)

≤ MN‖U1‖L2(∂BR)‖U2‖L2(∂BR) +MN‖U1‖L2(∂BR)‖∂νU2‖L2(∂BR)

+MN‖∂νU1‖L2(∂BR)‖U2‖L2(∂BR) +MN‖∂νU1‖L2(∂BR)‖∂νU2‖L2(∂BR), (3.3)

where
MN = max{‖FN

1 ‖L2(∂BR×∂BR), ‖FN
2 ‖L2(∂BR×∂BR), ‖FN

3 ‖L2(∂BR×∂BR)}
and

FN
1 (x, y) = E[uN (x)uN (y)],

FN
2 (x, y) = E[uN (x)∂νu

N (y)],

FN
3 (x, y) = E[∂νu

N (x)∂νu
N (y)].

As Ui solves ∆u+k2u = 0 in BR̂, and given that the wavenumber k is a positive constant, the real

and imaginary parts of Ui, denoted as ℜUi and ℑUi, respectively, also belong to C3(BR̂) and satisfy

∆u + k2u = 0. By assuming that |ℜUi| and |ℑUi| attain their maximum values on ∂BR at points
x1 and x2 respectively, we apply the mean value property of solutions to the Helmholtz equation to
derive the following identities (cf. [19]):

ℜUi(x1) = h(kr)
1

|Bx1,r|

∫

Bx1,r

ℜUi(x)dx, (3.4)

ℑUi(x2) = h(kr)
1

|Bx2,r|

∫

Bx2,r

ℑUi(x)dx. (3.5)

Here, h(kr) is defined as

h(kr) =
4

3
√
π

(kr2 )
3
2

J 3
2
(kr)

,

where J 3
2
represents Bessel’s function given by

J 3
2
(t) =

√

2

πt

(

sin t

t
− cos t

)

,

and Bxj ,r ⊂ BR̂−ǫ \ B1, j = 1, 2, denotes a ball centered at xj with radius r, where ǫ < R̂−R
2 .

Since h(1) ≤ 2, taking the radius of the ball as r = min{ 1
k ,

R̂−R
2 , R−1

2 } in (3.4)–(3.5) and using the
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Cauchy–Schwartz inequality leads to

‖ℜUi‖L∞(∂BR) ≤
√

3

π
r−

3
2 ‖ℜUi(x)‖L2(B

R̂−ǫ
\B1)

,

‖ℑUi‖L∞(∂BR) ≤
√

3

π
r−

3
2 ‖ℑUi(x)‖L2(B

R̂−ǫ
\B1)

.

A simple calculation gives

‖Ui‖L2(∂BR) ≤
√

4πR2
(

‖ℜUi‖2L∞(∂BR) + ‖ℑUi‖2L∞(∂BR)

)

≤ 2
√
3Rr−

3
2 ‖Ui(x)‖L2(B

R̂−ǫ
\B1)

.

Since the first-order derivatives of Ui also satisfy the Helmholtz equation and belong to C2(BR̂),
we may follow the same arguments and show that

‖∂νUi‖L2(∂BR) ≤ 2
√
3Rr−

3
2 ‖∇Ui(x)‖L2(B

R̂−ǫ
\B1)

.

By the Caccioppoli’s inequality for the Helmholtz equation [7, Lemma 3.3], there exists a positive
constant c3 such that

‖∇Ui(x)‖2L2(B
R̂−ǫ

\B1)
≤
(

k2 +
c3
ǫ2

)

‖Ui(x)‖2L2(B
R̂
),

which gives

‖Ui‖L2(∂BR) ≤ 2
√
3Rr−

3
2 ‖Ui(x)‖L2(B

R̂
), (3.6)

‖∂νUi‖L2(∂BR) ≤ 2
√
3Rr−

3
2

(

k2 +
c3
ǫ2

)1/2
‖Ui(x)‖L2(B

R̂
). (3.7)

Substituting (3.6)–(3.7) into (3.3), we arrive at

E[〈fN , U1〉〈fN , U2〉] ≤ c2M
N‖U1‖L2(B

R̂
)‖U2‖L2(B

R̂
), (3.8)

where the positive constant c2 = 12R2r−3
(

1 +
(

k2 + c3
ǫ2

)1/2
)2

.

Next, we proceed with the proof of the estimate (3.2) by introducing a sequence of approx-

imations denoted as fN , where fN =
√
µẆN

x . We construct a triangulation TN , which sat-

isfies maxKj∈TN diam(Kj) → 0 as N → ∞. The goal is to show that E[〈fN , U1〉〈fN , U2〉] →
E[〈f, U1〉〈f, U2〉] and MN → M as N → ∞.

By utilizing the definition of fN and applying the Itô isometry, we obtain

E[〈fN , U1〉〈fN , U2〉]

=

∫

B1

∫

B1

U1(x)U2(y)
√
µ(x)

√
µ(y)E[ẆN

x ẆN
y ]dxdy

=

∫

B1

∫

B1

U1(x)U2(y)
√
µ(x)

√
µ(y)

× E





N
∑

j=1

|Kj |−1

∫

Kj

dWxχj(x)

N
∑

l=1

|Kl|−1

∫

Kl

dWyχl(y)



 dxdy

=

∫

B1

∫

B1

U1(x)U2(y)
√
µ(x)

√
µ(y)

×
N
∑

j=1

N
∑

l=1

|Kj |−1|Kl|−1χj(x)χl(y)E

[

∫

Kj

dWx

∫

Kl

dWy

]

dxdy
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=

∫

B1

∫

B1

U1(x)U2(y)
√
µ(x)

√
µ(y)

N
∑

j=1

|Kj |−2χj(x)χj(y)|Kj |dxdy

=
N
∑

j=1

∫

Kj

∫

Kj

U1(x)U2(y)
√
µ(x)

√
µ(y)|Kj |−1dxdy. (3.9)

On the other hand, an application of the Itô isometry gives

E[〈f, U1〉〈f, U2〉] = E

[

〈Ẇx,
√
µU1〉〈Ẇy,

√
µU2〉

]

=

∫

B1

µ(x)U1(x)U2(x)dx. (3.10)

Combining (3.9) and (3.10) yields

E[〈f, U1〉〈f, U2〉]− E[〈fN , U1〉〈fN , U2〉]

=

∫

B1

U1(x)U2(x)µ(x)dx−
N
∑

j=1

∫

Kj

∫

Kj

U1(x)U2(y)
√
µ(x)

√
µ(y)|Kj |−1dxdy

=
N
∑

j=1

|Kj |−1

∫

Kj

∫

Kj

U1(x)U2(x)µ(x)dxdy

−
N
∑

j=1

|Kj |−1

∫

Kj

∫

Kj

U1(x)U2(y)
√
µ(x)

√
µ(y)dxdy

=
N
∑

j=1

|Kj |−1

∫

Kj

∫

Kj

U1(x)
√
µ(x)(U2(x)

√
µ(x)− U2(y)

√
µ(y))dxdy

≤
N
∑

j=1

|Kj |−1

∫

Kj

∫

Kj

|U1(x)
√
µ(x)| |U2(x)

√
µ(x)− U2(y)

√
µ(y)| dxdy. (3.11)

Since U2 ∈ C3(BR̂) and
√
µ ∈ C0,η(B1), there exists a constant C depending on U2 such that

|U2(x)
√
µ(x)− U2(y)

√
µ(y)| ≤ C|x− y|η ≤ C|diam(Kj)|η ∀x, y ∈ Kj .

Substituting the above inequality into (3.11) gives

E[〈f, U1〉〈f, U2〉]− E[〈fN , U1〉〈fN , U2〉]

≤ C
N
∑

j=1

|Kj |−1|diam(Kj)|η
∫

Kj

∫

Kj

|U1(x)
√
µ(x)|dxdy

≤ C
∣

∣

∣
max
Kj∈TN

diam(Kj)
∣

∣

∣

η
N
∑

j=1

∫

Kj

|U1(x)
√
µ(x)|dx

≤ C
∣

∣

∣
max
Kj∈TN

diam(Kj)
∣

∣

∣

η
‖U1‖L2(B

R̂
)‖
√
µ‖L2(B1).

Given that ‖U1‖L2(B
R̂
) and ‖√µ‖L2(B1) are bounded, and observing that asN → ∞, |maxKj∈TN diam(Kj)|η →

0, we can deduce that

E[〈fN , U1〉〈fN , U2〉] → E[〈f, U1〉〈f, U2〉] as N → ∞. (3.12)

To establish the convergence MN → M as N → ∞, it is sufficient to verify the convergence
‖FN

j ‖L2(∂BR×∂BR) → ‖Fj‖L2(∂BR×∂BR) for j = 1, 2, 3 as N → ∞. It is evident from the expression



10 PEIJUN LI AND YING LIANG

of the solution in (2.1) and the Itô isometry that

E[uN (x)uN (y)] = E

[
∫

B1

G(x, z1)
√
µ(z1)dW

N
z1

∫

B1

G(y, z2)
√
µ(z2)dW

N
z2

]

=
N
∑

j=1

|Kj |−1

∫

Kj

∫

Kj

G(x, z1)G(y, z2)
√
µ(z1)

√
µ(z2)dz1dz2

and

E[u(x)u(y)] = E

[
∫

B1

G(x, z1)
√
µ(z1)dWz1

∫

B1

G(y, z2)
√
µ(z2)dWz2

]

=

∫

B1

G(x, z1)G(y, z1)µ(z1)dz1,

which lead to

E[u(x)u(y)]− E[uN (x)uN (y)]

=
N
∑

j=1

|Kj |−1

∫

Kj

∫

Kj

G(x, z1)
√
µ(z1)(G(y, z1)

√
µ(z1)−G(y, z2)

√
µ(z2))dz1dz2.

Since G(y, ·) ∈ C2(B1) for y ∈ ∂BR and
√
µ ∈ C0,η(B1), there exists a constant C depending on k

and R such that

|G(y, z1)
√
µ(z1)−G(y, z2)

√
µ(z2)| ≤ C|z1 − z2|η ≤ C|diam(Kj)|η ∀ z1, z2 ∈ Kj.

Clearly, there exists a uniform upper bound on ‖G(x, ·)‖L2(B1) for all x ∈ ∂BR, which depends on
R. Consequently, a simple calculation yields that

E[u(x)u(y)] − E[uN (x)uN (y)] ≤
N
∑

j=1

C|diam(Kj)|η |Kj |−1

×
∫

Kj

∫

Kj

|G(x, z1)
√
µ(z1)|dz1dz2

≤ C
∣

∣

∣
max
Kj∈TN

diam(Kj)
∣

∣

∣

η
∫

B1

|G(x, z1)
√
µ(z1)|dz1

≤ C
∣

∣

∣
max
Kj∈TN

diam(Kj)
∣

∣

∣

η
‖G(x, ·)‖L2(B1)‖

√
µ‖L2(B1)

≤ C
∣

∣

∣
max
Kj∈TN

diam(Kj)
∣

∣

∣

η
‖√µ‖L2(B1),

which leads to

‖F1 − FN
1 ‖L2(∂BR×∂BR) ≤ 4πR2C‖√µ‖L2(B1)| max

Kj∈T N
diam(Kj)|η → 0 as N → ∞.

Similarly, utilizing the Hölder continuity of ∂νG(y, ·)√µ(·) and the boundedness of ‖∇G(x, ·)‖L2(B1),

we can demonstrate the convergence of FN
2 and FN

3 . As a result, MN → M . By combining the
convergence of MN with (3.8) and (3.12), we arrive at the desired conclusion. �

Next, we employ special solutions to the Helmholtz equation in a homogeneous medium to provide
an estimation of the Fourier coefficients µ̂(γ) for |γ| ≤ 2k.

Lemma 3.3. There exists a positive constant c4 depending on k, R, and R̂ such that the following
estimate holds for all γ ∈ R

3 with |γ| < 2k:

|µ̂(γ)| ≤ c4M.
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Proof. First we construct two special solutions to the Helmholtz equation ∆u + k2u = 0. Given a
fixed γ ∈ R

3, we select a unit vector d ∈ R
3 such that d · γ = 0, and then define two real vectors

ξ(1) = −1

2
γ +

(

k2 − |γ|2
4

)1/2

d ∈ R
3,

ξ(2) = −1

2
γ −

(

k2 − |γ|2
4

)1/2

d ∈ R
3.

It is easy to verify that ξ(1) + ξ(2) = −γ, ξ(1) · ξ(1) = ξ(2) · ξ(2) = k2. Let

Ui(x, ξ
(i)) = eiξ

(i)·x, i = 1, 2,

which satisfies ∆Ui + k2Ui = 0.

It follows from the Itô isometry that

E[〈f, U1〉〈f, U2〉] =
∫

R3

∫

R3

U1(x)U2(y)E[f(x)f(y)]dxdy

=

∫

R3

µ(x)e−iγ·xdx = (2π)3µ̂(γ).

Using Lemma 3.2, we obtain

|µ̂(γ)| ≤ c2(2π)
−3M‖U1‖L2(B

R̂
)‖U2‖L2(B

R̂
)

≤ R̂3

6π2
c2M.

The proof is completed by taking c4 =
R̂3

6π2 c2. �

We are now in a position to prove Theorem 1.1.

Proof. It is clear to note that

‖µ‖L∞(B1) ≤ sup
x∈B1

∣

∣

∣

∣

∫

R3

eiγ·xµ̂(γ)dγ

∣

∣

∣

∣

≤
∫

|γ|≤ρ
|µ̂(γ)|dγ +

∫

|γ|>ρ
|µ̂(γ)|dγ

:= I1(ρ) + I2(ρ).

By Lemma 3.3, we have

I1(ρ) ≤
4πρ3

3
c4M.

Combining the above estimate and (3.1) yields

‖µ‖L∞(B1) ≤ 4πρ3

3
c4M + c1

1

ρs−3
.

For simplicity, we take R̂ = 2R and ǫ = R̂−R
4 = R

4 . Now for k > 2
R−1 , we have the radius

r = 1
k in (3.6) and (3.7). If k also satisfies k >

4
√
c3

R , then we can choose a constant c5 depend-

ing only on s and R such that c4 = c5k
5. This follows the observation that c4 = (R̂)3

6π2 c2 and c2 =

12R2r−3
(

1 +
(

k2 + c3
ǫ2

)1/2
)2

in the proof of Lemma 3.2. Taking k > max{ 2
R−1 ,

4
√
c3

R , (12 )
m

m+5 ( 3c1
4πc5M

)
1

m+5 }
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and ρ = ( 3c1
4πc4M

)
1
m , one can verify that ρ < 2k, and there holds

‖µ‖L∞(B1) ≤
(

4π

3
c4

)1− 3
s

c
3
s

1 M
1− 3

s .

Taking C1 = (4π3 c4)
1− 3

s c
3
s

1 yields the desired estimate (1.4).

Recalling the definitions C1 = (4π3 c4)
1− 3

s c
3
s

1 and c4 = c5k
5, where c5 and c1 depend only on s, R

and s, respectively, we can deduce that C1 = O(k5(1−
3
s
)) as k → ∞. �

It is worth noting that the estimate in Theorem 1.1 can be adapted for the two-dimensional
problem with a moderate adjustment to the proof, which is given as follows for completeness.

For the random source f with a strength µ, by the Paley–Wiener–Schwartz theorem, we have

|µ̂(γ)| ≤ c0(1 + |γ|)−s.

Thus, there exists a positive constant c1 depending on s such that
∫

|γ|>ρ
|µ̂(γ)|dγ ≤ c1ρ

2−s.

For the Fourier coefficients of the strength µ in low frequency modes, there still exists a positive
constant c4 such that

|µ̂(γ)| ≤ c4M, |γ| < 2k.

Combining the above estimates gives

‖µ‖L∞(B1) ≤ sup
x∈B1

∣

∣

∣

∣

∫

R3

eiγ·xµ̂(γ)dγ

∣

∣

∣

∣

≤
∫

|γ|≤ρ
|µ̂(γ)|dγ +

∫

|γ|>ρ
|µ̂(γ)|dγ

≤ 4πρ2c4M + c1ρ
2−s.

Taking ρ =
(

c1
4πc4M

)
1
s
, we obtain for ρ ≤ 2k that

‖µ‖L∞(B1) ≤ C1M
1− 2

s ,

where

C1 = c
2
s

1 (4πc4)
1− 2

s .

3.2. Inhomogeneous media. We now investigate the stability of the inverse random source prob-
lem for the Helmholtz equation in an inhomogeneous medium. In this analysis, we consider the use
of complex geometric optics (CGO) solutions as special solutions.

Similarly, we initiate our analysis by deriving an estimate that establishes a connection between
the internal distribution of the random source and the measurement of the wave field u on ∂BR.

Lemma 3.4. Consider two solutions Ui ∈ C3(BR̂), i = 1, 2, to the equation ∆u + k2(1 + q)u = 0,

where R̂ > R > 1. Let f =
√
µ(x)Ẇ . Then there exists a positive constant c2 depending on k, R,

and R̂ such that the following estimate holds:

|E[〈f, U1〉〈f, U2〉]| ≤ c2M‖U1‖L2(B
R̂
)‖U2‖L2(B

R̂
). (3.13)
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Proof. Using a similar line of reasoning as in Lemma 3.2, we denote
√
µ(x)ẆN

x as fN , and let uN

represent the solution to ∆uN + k2(1 + q)uN = fN satisfying the Sommerfeld radiation condition.
By employing this approach, we deduce for Ui, i = 1, 2, that

〈fN , Ui〉 =
∫

∂BR

(

∂νu
N (x)Ui(x)− ∂νUi(x)u

N (x)
)

ds(x)

and

E[〈fN , U1〉〈fN , U2〉]
≤ MN‖U1‖L2(∂BR)‖U2‖L2(∂BR) +MN‖U1‖L2(∂BR)‖∂νU2‖L2(∂BR)

+MN‖∂νU1‖L2(∂BR)‖U2‖L2(∂BR) +MN‖∂νU1‖L2(∂BR)‖∂νU2‖L2(∂BR),

where

MN = max
{

‖FN
1 ‖L2(∂BR×∂BR), ‖FN

2 ‖L2(∂BR×∂BR), ‖FN
3 ‖L2(∂BR×∂BR)

}

and

FN
1 (x, y) = E[uN (x)uN (y)],

FN
2 (x, y) = E[uN (x)∂νu

N (y)],

FN
3 (x, y) = E[∂νu

N (x)∂νu
N (y)].

Given that Ui satisfies ∆u+k2u = 0 in BR̂\B1, we can conclude that the same type of inequalities
as (3.6) and (3.7) apply to Ui. Thus there exists a positive constant c2 such that

E[〈fN , U1〉〈fN , U2〉] ≤ c2M
N‖U1‖L2(B

R̂
)‖U2‖L2(B

R̂
).

Next, we establish (3.13) by considering a sequence of approximations fN , where fN =
√
µ(x)ẆN

x .
The triangulation TN is chosen such that maxKj∈TN diam(Kj) → 0 as N → ∞. By employing the
same arguments as in Lemma 3.2, we can show that

E[〈fN , U1〉〈fN , U2〉] → E[〈f, U1〉〈f, U2〉] as N → ∞.

The last step is to verify that MN → M as N → ∞, which can be accomplished by checking the
convergence ‖FN

j ‖L2(∂BR×∂BR) → ‖Fj‖L2(∂BR×∂BR), j = 1, 2, 3 as N → ∞. Using (2.2), we have

E[uN (x)uN (y)] = E

[(

−k2G[quN ](x) + G[√µẆN ](x)
)

×
(

−k2G[quN ](y) + G[√µẆN ](y)
) ]

= k4E
[

G[quN ](x)G[quN ](y)
]

− k2E
[

G[quN ](x)G[√µẆN ](y)
]

− k2E
[

G[√µẆN ](x)G[quN ](y)
]

+ E

[
∫

B1

G(x, z1)
√
µ(z1)dW

N
z1

∫

B1

G(y, z2)
√
µ(z2)dW

N
z2

]

:= k4IN1 (x, y) + k2IN2 (x, y) + k2IN2 (y, x) + IN3 (x, y)

and

E[u(x)u(y)] = E

[(

−k2G[qu](x) + G[√µẆ ](x)
) (

−k2G[qu](y) + G[√µẆ ](y)
)]

= k4E [G[qu](x)G[qu](y)] − k2E
[

G[qu](x)G[√µẆ ](y)
]

− k2E
[

G[√µẆ ](x)G[qu](y)
]
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+ E

[
∫

B1

G(x, z1)
√
µ(z1)dWz1

∫

B1

G(y, z2)
√
µ(z2)dWz2

]

:= k4I1(x, y) + k2I2(x, y) + k2I2(y, x) + I3(x, y).

First we consider IN1 − I1. After straightforward calculations, we obtain

E
[

G[quN ](x)G[quN ](y)
]

− E [G[qu](x)G[qu](y)]

=

∫

B1

∫

B1

G(x, z1)G(y, z2)q(z1)q(z2)
(

E[uN (z1)u
N (z2)]− E[u(z1)u(z2)]

)

dz1dz2

=

∫

B1

∫

B1

G(x, z1)G(y, z2)q(z1)q(z2)E[u
N (z1)(u

N (z2)− u(z2))]dz1dz2

+

∫

B1

∫

B1

G(x, z1)G(y, z2)q(z1)q(z2)E[(u
N (z1)− u(z1))u(z2)]dz1dz2

= E

[
∫

B1

G(x, z1)q(z1)u
N (z1)dz1

∫

B1

G(y, z2)q(z2)
(

uN (z2)− u(z2)
)

dz2

]

+ E

[
∫

B1

G(x, z1)q(z1)(u
N (z1)− u(z1))dz1

∫

B1

G(y, z2)q(z2)u(z2)dz2

]

≤ ‖G(x, ·)q(·)‖L2(B1)‖G(y, ·)q(·)‖L2(B1)E[‖uN‖L2(B1)‖uN − u‖L2(B1)]

+ ‖G(x, ·)q(·)‖L2(B1)‖G(y, ·)q(·)‖L2(B1)E[‖u‖L2(B1)‖uN − u‖L2(B1)]. (3.14)

By observing that ‖G(x, ·)q(·)‖L2(B1) is uniformly bounded above by a constant C that depends on

R for all x ∈ ∂BR, we can conclude from the proof of Lemma 2.3 that E[‖uN − u‖2L2(B1)
] → 0 as

N → ∞. Hence, for N exceeding a positive constant N0, we have E[‖uN‖L2(B1)] ≤ 2E[‖u‖L2(B1)].
Consequently, utilizing (3.14) yields

E
[

G[quN ](x)G[quN ](y)
]

− E [G[qu](x)G[qu](y)]
≤ 3C2

E[‖u‖2L2(B1)
]
1
2E[‖uN − u‖2L2(B1)

]
1
2 → 0 as N → ∞,

which shows

‖IN1 − I1‖L2(∂BR×∂BR) → 0 as N → ∞.

We proceed to prove the convergence of IN2 . Let u0(x) = G[√µẆ ](x) and uN0 (x) = G[√µẆN ](x).

It follows from the proof of Lemma 3.2 that E[uN0 (x)uN0 (y)] → E[u0(x)u0(y)] as N → ∞. It is easy
to verify that

E

[

G[qu](x)G[√µẆ ](y)
]

− E

[

G[quN ](x)G[√µẆN ](y)
]

= E

[
∫

B1

G(x, z1)q(z1)u(z1)dz1

∫

B1

G(y, z2)
√
µ(z2)(dWz2 − dWN

z2 )

]

+ E

[
∫

B1

G(x, z1)q(z1)
(

uN (z1)− u(z1)
)

dz1

∫

B1

G(y, z2)
√
µ(z2)dW

N
z2

]

= E

[
∫

B1

G(x, z1)q(z1)u(z1)dz1
(

uN0 (y)− u0(y)
)

]

+ E

[
∫

B1

G(x, z1)q(z1)
(

uN (z1)− u(z1)
)

dz1u
N
0 (y)

]

≤ ‖G(x, ·)q(·)‖L2 (B1)

(

E[‖u‖L2(B1)|uN0 (y)− u0(y)|] + E[‖uN − u‖L2(B1)|uN0 (y)|]
)

,
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where we have used the Cauchy–Schwarz inequality for the last line. As there exists a uniform upper
bound of ‖G(x, ·)q(·)‖L2(B1) for all x ∈ ∂BR, we can find a constant C such that

‖IN2 − I2‖L2(∂BR×∂BR)

≤
∫

∂BR

‖G(x, ·)q(·)‖L2(B1)ds(x)

∫

∂BR

E
[

‖u‖L2(B1)|uN0 (y)− u0(y)|
]

ds(y)

+

∫

∂BR

‖G(x, ·)q(·)‖L2(B1)ds(x)

∫

∂BR

E
[

‖uN − u‖L2(B1)|uN0 (y)|
]

ds(y)

≤ CE

[

‖u‖L2(B1)

∫

∂BR

|uN0 (y)− u0(y)|ds(y)
]

+ CE

[

‖uN − u‖L2(B1)

∫

∂BR

|uN0 (y)|ds(y)
]

≤ CE

[

‖u‖2L2(B1)

]
1
2
E

[

(
∫

∂BR

|uN0 (y)− u0(y)|ds(y)
)2
]

1
2

+ CE[‖uN − u‖2L2(B1)
]
1
2E

[

(
∫

∂BR

|uN0 (y)|ds(y)
)2
]

1
2

:= I2,1 + I2,2,

where we have used the Cauchy–Schwarz inequality for the random variables.

Note that

E

[

(
∫

∂BR

|uN0 (y)− u0(y)|ds(y)
)2
]

≤ E

[(

4πR2

∫

∂BR

|uN0 (y)− u0(y)|2ds(y)
)]

≤ 4πR2
E

[

‖uN0 − u0‖2L2(∂BR)

]

.

As u0 satisfies the Helmholtz equation ∆u+k2u = f , it is proved in Lemma 2.4 that u0 is analytic in
BR̂\B1. It can be observed that uN0 is analytic in BR̂\B1, which implies that uN0 −u0 ∈ C∞(BR̂\B1)

and satisfies ∆u+ k2u = 0 in BR̂ \ B1. We can apply the mean value property for solutions to the

Helmholtz equation and deduce that there exists a constant C depending on R, R̂, and k such that

‖uN0 − u0‖L2(∂BR) ≤ C‖uN0 − u0‖L2(B
R̂
).

Since E[‖uN0 − u0‖L2(B
R̂
)] → 0 as N → ∞, we have I2,1 → 0. Using the Cauchy–Schwartz inequality

and the mean value property, we can also claim that the term E

[

(

∫

∂BR
|uN0 (y)|ds(y)

)2
]

has a

uniform upper bound for N ≥ N0. Combining with E[‖uN − u‖L2(B
R̂
)] → 0 leads to I2,2 → 0 as

N → ∞. The convergence of IN3 follows from the proof of Lemma 3.2. Hence we can conclude that

‖FN
1 ‖L2(∂BR×∂BR) → ‖F1‖L2(∂BR×∂BR) as N → ∞.

Next is to show the convergence of FN
2 . It is clear to note that

E[uN (x)∂νu
N (y)]− E[u(x)∂νu(y)]

= k4
(

E
[

G[quN ](x)∂ν
(

G[quN ]
)

(y)− G[qu](x)∂ν (G[qu]) (y)
])

− k2
(

E
[

G[quN ](x)∂νu
N
0 (y)− G[qu](x)∂νu0(y)

])

− k2
(

E
[

uN0 (x)∂ν
(

G[quN ]
)

(y)− u0(x)∂ν (G[qu]) (y)
])

+
(

E[uN0 (x)∂νu
N
0 (y)]− E[u0(x)∂νu0(y)]

)

.
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According to the formula for the Green’s function, ‖∂νG(x, ·)q(·)‖L2(B1) is bounded above by a
constant C that depends on k and R for all x ∈ ∂BR. By Lemma 2.4, we may also show that the
first order derivatives of uN0 −u0 are analytic in BR̂ \B1. It follows from the mean value property of
the solution to the Helmholtz equation and the Caccioppoli’s inequality that there exists a constant,
denoted by C, which depends on k, R, and R̂, such that

‖∂νuN0 − ∂νu0‖L2(∂BR) ≤ C‖uN0 − u0‖L2(B
R̂
).

By adopting a similar argument to the proof of the convergence of FN
1 , we can show that FN

2 → F2

as N → ∞.

We are now left with considering FN
3 . It follows from the expressions of the solutions u and uN

that

E[∂νu
N (x)∂νu

N (y)]− E[∂νu(x)∂νu(y)]

= k4(E[∂νG[quN ](x)∂ν(G[quN ])(y)− ∂νG[qu](x)∂ν(G[qu])(y)])
− k2(E[∂νG[quN ](x)∂νu

N
0 (y)− ∂νG[qu](x)∂νu0(y)])

− k2(E[∂νu
N
0 (x)∂ν(G[quN ])(y)− ∂νu0(x)∂ν(G[qu])(y)])

+ E[∂νu
N
0 (x)∂ν(u

N
0 (y))]− E[∂νu0(x)∂νu0(y)].

Then the convergence of FN
3 can be established by utilizing the boundedness of ‖∂νG(x, ·)q(·)‖L2(B1)

and the convergence of uN0 and uN , which completes the proof. �

Next, we establish the stability estimate for the reconstruction of the strength µ by estimating
the Fourier coefficients µ̂. To achieve this, we utilize special solutions to the equation

∆u+ k2(1 + q)u = 0.

The solutions, known as complex geometric optics (CGO) solutions, possess the structure described
in the following lemma.

Lemma 3.5. For all ξ ∈ C
3 satisfying ξ · ξ = k2 and |ℑ(ξ)| ≥ c5, where c5 depends on s, k, and R̂,

there exists a function v(·, ξ) ∈ C3(BR̂) such that

U(x, ξ) = eiξ·x(1 + v(x, ξ)), x ∈ BR̂

satisfies ∆U + k2(1 + q)U = 0 in BR̂, and the following estimate holds:

‖v(·, ξ)‖L2(B
R̂
) ≤

c6
|ℑ(ξ)| ,

where c6 is a positive constant depending on k and ‖q‖L∞(B1).

Proof. It is proved in [15, Lemma 2.9] that when q ∈ C0,α(B1), 0 < α < 1, there exists a function
v(·, ξ) ∈ C2(BR̂) such that U(x, ξ) = eiξ·x(1 + v(x, ξ)) satisfies ∆U + k2(1 + q)U = 0 in BR̂. Here

we sketch the proof to show that when q ∈ C1,α(B1), the constructed function v(·, ξ) has a higher
regularity and belongs to C3(BR̂).

As in the proof of [15, Lemma 2.9], we take v ∈ C2(BR̂) as a solution to the integral equation

v(·, ξ) = −k2Gξ(qv(·, ξ)) − k2Gξ(q), (3.15)

where the operator Gξ is defined in [15, Theorem 2.8] and has the following properties:

(1) If f ∈ C0,α(BR̂), then Gξf ∈ C2(BR̂);

(2) If f ∈ C1
0 (BR̂), then ∂j(Gξf) = Gξ(∂jf).
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It can be verified that U(x, ξ) = eiξ·x(1+v(x, ξ)) satisfies the Helmholtz equation ∆U+k2(1+q)U = 0
in BR̂. Recall that q ∈ C1,α(B1) and is compactly supported in B1. Clearly, we have q ∈ C1,α(BR̂)

and both q and qv(·, ξ) belong to C1
0 (BR̂). Taking the partial derivative on both sides of (3.15) and

using the property of Gξ yields

∂jv(·, ξ) = −k2∂j(Gξ(qv(·, ξ))) − k2∂j(Gξ(q))

= −k2Gξ(∂j(qv(·, ξ))) − k2Gξ(∂j(q)).

Since ∂j(qv(·, ξ)), ∂j (q) ∈ C0,α(BR̂), it follows from the property of Gξ that ∂jv(·, ξ) ∈ C2(BR̂).

Hence we arrive at v(·, ξ) ∈ C3(BR̂). �

Remark 3.6. By following the proof in [15, Lemma 2.9], we can establish that the constants c5 and
c6 in Lemma 3.5 satisfy c5 = O(k2) and c6 = O(k2) as k → ∞.

Using the special solutions, we can estimate the Fourier coefficients µ̂(γ) for |γ| ≤ ρ.

Lemma 3.7. Assume ρ ≥ 2 and define t0 =
√

c25 + ρ2, where c5 is the constant given in Lemma 3.5

for R̂ = 2R. Then there exists a positive constant c7 depending on k and R such that the following
estimate holds for all γ ∈ R

3 with |γ| < ρ and for all t > t0:

|µ̂(γ)| ≤ c7

(

Me4Rt +
‖µ‖L∞(B1)

t

)

.

Proof. Let R̂ = 2R. For t > t0 and a fixed γ ∈ R
3, we choose two unit vectors d1 and d2 such that

d1 · d2 = d1 · γ = d2 · γ = 0. We define two complex vectors as follows:

ξ
(1)
t = −1

2
γ + itd1 +

(

t2 + k2 − |γ|2
4

)1/2

d2 ∈ C
3, (3.16)

ξ
(2)
t = −1

2
γ − itd1 −

(

t2 + k2 − |γ|2
4

)1/2

d2 ∈ C
3. (3.17)

It is easy to verify that ξ
(1)
t + ξ

(2)
t = −γ and ξ

(1)
t · ξ(1)t = ξ

(2)
t · ξ(2)t = k2. By Lemma 3.5, there exist

two geometric optics solutions

Ui(x, ξ
(i)
t ) = eiξ

(i)
t ·x

(

1 + vi(x, ξ
(i)
t )
)

, i = 1, 2,

satisfying the Helmholtz equation ∆u + k2(1 + q)u = 0 for x ∈ B2R, and the solutions have the

property that ‖vi‖L2(B2R) ≤ c6

|ℑξ
(i)
t |

. For simplicity, we denote Ui(x, ξ
(i)
t ) by Ui(x), i = 1, 2.

A simple calculation yields

U1(x)U2(x) = e−iγ·x(1 + p(x, t)),

where

p(x, t) = v1(x, ξ
(1)
t ) + v2(x, ξ

(2)
t ) + v1(x, ξ

(1)
t )v2(x, ξ

(2)
t ).

It can be verified that the function p(x, t) satisfies

‖p(x, t)‖L1(B1) =

∫

B1

∣

∣

∣
v1(x, ξ

(1)
t ) + v2(x, ξ

(2)
t ) + v1(x, ξ

(1)
t )v2(x, ξ

(2)
t )
∣

∣

∣
dx

≤
√

4π

3
‖v1‖L2(B1) +

√

4π

3
‖v2‖L2(B1) + ‖v1‖L2(B1)‖v2‖L2(B1)

≤
√

4π

3

c6

|ℑξ(1)t |
+

√

4π

3

c6

|ℑξ(2)t |
+

c26

|ℑξ(1)t ||ℑξ(2)t |
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≤
(

2

√

4π

3
c6 + c26

)

1

t
.

Using the Itô isometry, we obtain

E[〈f, U1〉〈f, U2〉] = E

[
∫

R3

∫

R3

√
µ(x)U1(x)

√
µ(y)U2(y)Ẇ (x)Ẇ (y)dxdy

]

=

∫

R3

µ(x)U1(x)U2(x)dx

=

∫

R3

µ(x)e−iγ·x(1 + p(x, t)))dx

= (2π)3µ̂(γ) +

∫

R3

µ(x)e−iγ·xp(x, t))dx.

We have from straightforward calculations that

‖Ui‖L2(B
R̂
) = ‖eiξ

(i)
t ·x(1 + vi(x, ξ

(i)
t ))‖L2(B

R̂
)

≤ ‖eiξ
(i)
t ·x‖L∞(B

R̂
)‖1 + vi‖L2(B

R̂
)

≤
(

4

√

2πR3

3
+

c6
t

)

e2Rt.

Combining the above estimates shows that there exists a positive constant c7 depending on k and
R such that

|µ̂(γ)| ≤ (2π)−3

(

|E[〈f, U1〉〈f, U2〉]|+
∣

∣

∣

∣

∫

B1

µ(x)e−iγ·xp(x, t))dx

∣

∣

∣

∣

)

≤ (2π)−3c3M‖U1‖L2(B
R̂
)‖U2‖L2(B

R̂
) + (2π)−3

(

2

√

4π

3
c6 + c26

)

‖µ‖L∞(B1)
1

t

≤ c7

(

Me4Rt +
‖µ‖L∞(B1)

t

)

,

which completes the proof. �

Now we are ready to prove Theorem 1.2.

Proof. It is clear to note that

‖µ‖L∞(B1) ≤ sup
x∈B1

∣

∣

∣

∣

∫

R3

eiγ·xµ̂(γ)dγ

∣

∣

∣

∣

≤
∫

|γ|≤ρ
|µ̂(γ)|dγ +

∫

|γ|>ρ
|µ̂(γ)|dγ

:= I1(ρ) + I2(ρ).

For t > t0, it follows from Lemma 3.7 that

I1(ρ) ≤
4πρ3

3
c7

(

Me4Rt +
‖µ‖L∞(B1)

t

)

.

Denoting 4π
3 c7 still by c7, we have from (3.1) that

‖µ‖L∞(B1) ≤ ρ3c7

(

Me4Rt +
‖µ‖L∞(B1)

t

)

+ c1
1

ρs−3
.
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Taking ρ = ( t
2C7

)
1
3 leads to

1

2
‖µ‖L∞(B1) ≤

M

2
e4Rtt+ c1(2c7)

s−3
3 t−

s−3
3 .

Let t = (1− τ) ln(3+M−1)
4R , τ ∈ (0, 1), where M is assumed to be sufficiently small such that t > t0.

Combining the above estimates yields

‖µ‖L∞(B1) ≤
M

2
(3 +M−1)1−τ ln(3 +M−1)

4R
+ c1(2c7)

s−3
3

(

ln(3 +M−1)

4R

)− s−3
3

≤ (3M + 1)1−τ

8R
M τ ln(3 +M−1) + c1(8Rc7)

s−3
3
(

ln(3 +M−1)
)− s−3

3 ,

which, under the assumption that M is sufficient small, implies

‖µ‖L∞(B1) ≤ 2c1(8Rc7)
s−3
3 (ln(3 +M−1))−

s−3
3 .

Taking C2 = 2c1(8Rc7)
s−3
3 , we arrive at the estimate (1.5).

Next, we analyze the dependence of the constant C2 on the wavenumber k. Recall that in the proof

of Lemma 3.7, we have c7 = 2(2π)−3 max
{

c3, 2
√

4π
3 c6 + c26

}

, where c3 = O(k5) and c6 = O(k2) as

k → ∞. Since c1 depends only on s, we conclude that C2 = O(k5(
s
3
−1)) as k → ∞. �

We mention that the Hölder-type stability in Theorem 1.1 will reduce to the logarithmic-type
estimate in Theorem 1.2 when the assumption k > k0 is removed in Theorem 1.1. We provide a
brief outline of the proof for the estimate in the case of a homogeneous medium below.

Consider the complex-valued special solutions Ui(x) = eiξ
(i)
t ·x, i = 1, 2, to the Helmholtz equation

∆u+k2u = 0, where ξ
(i)
t are defined in (3.16)–(3.17). For all γ ∈ R

3, it follows the Itô isometry that

µ̂(γ) = (2π)−3|E[〈f, U1〉〈f, U2〉]|.
By Lemma 3.2, we may deduce for |γ| ≤ ρ that

|µ̂(γ)| ≤ (2π)−3c2M‖U1‖L2(B
R̂
)‖U2‖L2(B

R̂
)

≤ (2π)−3c2Me4Rρ.

Then it can be verified that

‖µ‖L∞(B1) ≤ sup
x∈B1

∣

∣

∣

∣

∫

R3

eiγ·xµ̂(γ)dγ

∣

∣

∣

∣

≤
∫

|γ|≤ρ
|µ̂(γ)|dγ +

∫

|γ|>ρ
|µ̂(γ)|dγ

≤ ρ3c7Me4Rρ + c1ρ
3−s.

Letting ρ = (1− τ) ln(3+M−1)
4R , τ ∈ (0, 1), we obtain

‖µ‖L∞(B1) ≤
(

(1− τ)
ln(3 +M−1)

4R

)3

×
(

c7M
τ (3M + 1)1−τ + c1

(

(1− τ)
ln(3 +M−1)

4R

)−s
)

,

which, under the assumption that M is sufficiently small, implies that

‖µ‖L∞(B1) ≤ C
(

ln(3 +M−1)
)3−s

.
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4. Conclusion

In this paper, we have explored the stability of the inverse source problems for the stochastic
Helmholtz equation driven by white noise. We have established the well-posedness of the direct
source problem and examined the stability of the solutions to the inverse source problems. By utiliz-
ing the special solutions to the associated Helmholtz equations, we have obtained both Hölder-type
and logarithmic-type stability results for the cases of homogeneous and inhomogeneous media, re-
spectively. Importantly, we have provided explicit expressions for the dependence of the stability
constants on the wave number, thereby offering valuable insights into the behavior of the estimates.
These results enhance our understanding of the inverse source problems and have practical implica-
tions for applications in medical imaging, specifically for acoustic and electromagnetic waves.

There are several potential avenues for future research in the field of inverse random source
problems. In this study, we focused on modeling the random source as a white noise. However, there
is room for exploring more general cases where the random source is modeled as a generalized random
field. In such scenarios, the applicability of the Itô isometry may be limited, and additional terms
may arise due to source correlation and interaction with the media. Investigating these aspects and
developing appropriate mathematical frameworks are promising directions for future investigation.
Furthermore, the methodology and techniques employed in this study can be extended to handle
different types of wave equations. Exploring the applicability and effectiveness of our approach in
the context of other wave equations is another interesting avenue for future exploration.

We anticipate reporting our findings and advancements in these areas in upcoming articles, where
we will delve deeper into the challenges posed by generalized random fields and the extension of our
methodology to various wave equations.
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