
SIAM J. MATH. ANAL. c
 1996 Society for Industrial and Applied Mathematics

Vol. 27, No. 3, pp. 1{00, May 1996 000

ON THE SIZE AND SMOOTHNESS OF SOLUTIONS TO

NONLINEAR HYPERBOLIC CONSERVATION LAWS�

RONALD A. DeVOREy and BRADLEY J. LUCIERz

Abstract. We address the question of which function spaces are invariant under the action
of scalar conservation laws in one and several space dimensions. We establish two types of results.
The �rst result shows that if the initial data is in a rearrangement-invariant function space, then the
solution is in the same space for all time. Secondly, we examine which smoothness spaces among
the Besov spaces are invariant for conservation laws. Previously, we showed in one dimension that
if the initial data has bounded variation and the 
ux is convex and smooth enough, then the Besov
spaces B�

q (Lq), � > 1, q = 1=(�+1), are invariant smoothness spaces. Now, in one space dimension,
we show that no other Besov space with � > 1 is invariant. In several space dimensions, we show
that no Besov space B�

q (Lq) with � > 1 is invariant. Combined with previous results, our theorems
completely characterize for � > 1 which Besov spaces are smoothness spaces for scalar conservation
laws.
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1. Introduction. We are interested in the size and smoothness, as measured in
certain function spaces, of solutions u(x; t), x 2 Rd, t � 0, to the scalar hyperbolic
conservation law

(1.1)
ut +rx � f(u) = 0; x 2 Rd; t > 0;

u(x; 0) = u0(x); x 2 Rd:

Here, the 
ux f maps R into Rd and rx � f(u) denotes the divergence of f(u(x; t))
with respect to the spatial variables x 2 Rd. In general, classical solutions to (1.1) do
not exist for all time t > 0; indeed, at some time t > 0, which depends on f and u0,
the solution u to (1.1) will generally develop discontinuities known as \shocks" even
if the 
ux and the initial condition are smooth. One de�nes weak solutions to (1.1)
as functions u(x; t) that satisfy

�

Z t

0

Z
Rd

[u(x; t)�t(x; t) + f(u(x; t)) � rx�(x; t)] dx dt

+

Z
Rd

u(x; T )�(x; T ) dx�

Z
Rd

u(x; 0)�(x; 0) dx= 0:

for all � 2 C1(Rd+1) with compact support. Weak solutions are not unique; however,
by imposing restrictions, known as entropy conditions, on weak solutions u, it is
possible to select from these weak solutions the physically relevant solution to (1.1).
See [10], [15]. When we speak about the solution to (1.1) we shall mean this entropy
solution.
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We are interested in the question of which function spaces X, such as the spaces of
p-integrable functions Lp(Rd) or the space of functions of bounded variation BV(Rd),
are invariant under the di�erential equation. This means that if we denote the mapping
u0 7! u( � ; t) for �xed t > 0 by E(t) (i.e., E(t)u0 = u( � ; t)), then we are interested in
function spaces X for which there exists a constant C such that for for all u0 2 X

kE(t)u0kX � Cku0kX :

If the X norm (or quasi-norm, or semi-norm) in some sense measures smoothness of
functions, then we call X a regularity space for (1.1).

We �rst address the question of how to measure the size of solutions to (1.1). For
all convex functions � : R! R and under suitable conditions on f , entropy solutions
u(x; t) of (1.1) satisfy Z

Rd

�(u(x; t)) dx �

Z
Rd

�(u0(x)) dx

for all t > 0; see, e.g., [11]. By setting �(u) = jujp for 1 � p <1, one sees immediately
that

(1.2) ku( � ; t)kLp(Rd) � ku0kLp(Rd):

One can show independently that (1.2) holds also for p = 1. Thus, Lp(Rd), 1 �
p � 1, are invariant spaces for solutions u(x; t) of (1.1). Actually, one can prove
somewhat more, as we now discuss.

The solution operator E(t) of (1.1) is not only bounded on L1(Rd), but is a
contraction in L1(Rd); i.e., if u0 and v0 are two initial conditions for (1.1), then

(1.3) ku( � ; t)� v( � ; t)kL1(Rd) � ku0 � v0kL1(Rd); t > 0:

Thus, the nonlinear mapping E(t) is a contraction on X := L1(R
d) and is bounded

on Y := L1(Rd). A simple argument, given in x4, shows that if a possibly nonlinear
mapping E(t) de�ned on X + Y := f f + g j f 2 X; g 2 Y g is a contraction on X
and is bounded on Y , then E(t) is a bounded mapping on all interpolation spaces
between X and Y as determined by the method of real interpolation. First results on
conservation laws show that E(t)u0 is de�ned for each locally integrable function u0,
and, in particular, for each function u0 in L1(R

d) + L1(Rd), if f is globally Lipschitz
continuous. In our case, this means that E(t) is bounded on all interpolation spaces
between L1(R

d) and L1(Rd), and, in particular on Lp(R
d) for 1 < p <1. In addition,

many other spaces, such as the Lorentz spaces Lp;q(R
d), 1 � p � 1, 1 < q � 1, and

the Orlicz spaces de�ned on Rd, are interpolation spaces for L1(R
d) and L1(Rd).

Calder�on [2] characterized the interpolation spaces between L1(R
d) and L1(Rd) as

the set of all rearrangement-invariant function spaces on Rd; see x4. Thus, solutions
of (1.1) are bounded on all rearrangement invariant function spaces on Rd.

The main focus of this paper is the smoothness, or regularity, of solutions to
(1.1), which we next describe. Because of the appearance of shocks, E(t) does not
map C(Rd) into itself. The question arises whether there is any other sense in which
the solution of (1.1) retains smoothness.

One should note that solutions of (1.1) are translation invariant, i.e.,E(t)(u0)(x+
h) = E(t)(u0(� + h))(x) for all x and h in Rd. Thus, from (1.3) we see that for all
h 2 Rd,

(1.4) ku(�+ h; t)� u( � ; t)kL1(Rd) � ku0(�+ h)� u0kL1(Rd):
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Therefore, with the usual norm for the Lipschitz spaces Lip(�;Lp(Rd)) given by

kvkLip(�;Lp(Rd)) := sup
0 6=h2Rd

jhj��kv(�+ h) � vkLp(Rd); 0 < � � 1; 0 < p � 1;

(1.4) implies immediately that

ku( � ; t)kLip(�;L1(Rd)) � ku0kLip(�;L1(Rd))

for all 0 < � � 1. In particular, the set of functions of bounded variation on Rd,
BV(Rd), is invariant under E(t), since, by de�nition, Lip(1; L1(Rd)) = BV(Rd).

The Lipschitz spaces Lip(�;Lp(Rd)), 0 < � < 1, are special cases of the more
general Besov spaces B�

q (Lp(R
d)) (see x3 for a de�nition), which depend on three

parameters 0 < � < 1, 0 < p � 1, and 0 < q � 1. In fact, Lip(�;Lp(Rd)) =
B�
1(Lp(R

d)) for 0 < � < 1 and 0 < p � 1. For a Besov space, the parameter �
determines the order of smoothness (roughly speaking, the number of derivatives).
The second parameter p speci�es the space in which smoothness is measured, namely
Lp(R

d). The third parameter q allows one to make subtle distinctions in smoothness.
Of special interest are the spaces B�

p := B�
p (Lp(R

d)). These are sometimes called
fractional order Sobolev spaces because of their similarity to the classical Sobolev
spaces; in fact, Br

2 is identical to the Sobolev space W r
2 , r = 1; 2; : : : , consisting of

functions from L2(Rd) that have all of their r-th distributional derivatives in L2(Rd).
The main interest of the present paper is the classi�cation of all Besov spaces

X = B�
p , 0 < p � 1, 0 < � < 1, for which u0 2 X implies u( � ; t) 2 X for all later

time t > 0. We shall determine all the regularity spaces of conservation laws among
these Besov spaces except for a certain set of values of � and p (with 0 � � � 1). We
use the remainder of this introduction to formulate and explain our results.

We have noted that Lip(�;L1(Rd)), 0 < � � 1, is a regularity space for (1.1) with
constant C = 1. Once one knows the de�nitions, it is easily shown that all the Besov
spaces B�

q (L1(R
d)), 0 < � < 1, 0 < q �1, are regularity spaces, again with C = 1.

Perhaps somewhat more surprising is the fact established in [6], [7], and [13] that
the spaces BV \ B�

�(�), � (�) := (� + 1)�1, � > 0, are regularity spaces in one space

dimension provided that the 
ux f is suitably smooth. In some cases, for example for
the inviscid Burgers equation, the space B�

�(�) is itself a regularity space (i.e., it is not

necessary to intersect this space with BV).
With these results in hand, the question arises whether any other Besov spaces

are regularity spaces for (1.1), to which we now attend. To explain the results of the
present paper, it is useful to give a diagram that organizes our knowledge of smoothness
spaces. We identify any smoothness space with smoothness � in Lp(Rd), and in
particular the Besov space B�

p , with the point (1=p; �) in the upper-right quadrant of

R
2. The classi�cation of Besov spaces as regularity spaces in one space dimension can

then be visualized as in Figure 1. The line segment connecting (0; 0) to (1; 0) represents
the Lp(R) spaces, or more generally the rearrangement-invariant spaces (which we
show in x4 are invariant spaces for (1.1)). The line segment with endpoints (1; 0)
and (1; 1) represents the regularity spaces Lip(�;L1(R)) or B�

q (L1(R
d)), 0 < � < 1,

0 < q � 1. The half-line L1 with slope one emanating from (1; 0) represents the
regularity spaces B�

� , � = � (�) = (� + 1)�1 already discussed. Each space to the
right of the line L1 contains some functions that are not locally integrable and hence
the conservation law does not have a solution for all initial values from these spaces
(i.e., the regularity question does not have a meaning). The line L0 emanating from
the origin with slope one separates spaces embedded in C(R) (those above the line)
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L1(R)L1(R) 1

p

1

�

Lp(R)

B�
� (L� (R)); � = 1=(�+ 1)

L1L0

BV(R)

?

?

Fig. 1. Smoothness spaces in one space dimension. The line segment from (1;0) to (1;1)
represents the spaces B�

q (L1(R)), 0 < � < 1, 0 < q � 1. The Besov spaces in the open regions not

marked by question marks cannot be regularity spaces for (1.1).

and those not embedded in C(R)(below the line). It follows that any space above the
line L0 cannot be a regularity space for (1.1), since in general, continuous data u0
generate solutions with shocks. We prove in the present paper that for � > 1, none of
the Besov spaces B�

p (Lp(R)) are regularity spaces except for the spaces B�
�(�), which

corresponds to points on L1.
In one space dimension, we have not determined whether the spaces represented

by points in the parallelogramwith vertices (0; 0), (1; 0), (1; 1), and (2; 1) are regularity
spaces for (1.1). All the same, we conjecture that all these spaces are regularity spaces
for (1.1). We are able to use techniques from approximation theory and interpolation
of operators to prove this for certain points in this region but will not report on this
here since the results are not complete and the arguments are quite technical. One
would hope that some nonlinear interpolation argument would settle all these cases.

Our results concerning regularity in one space dimension described above are, for
the most part, negative. It is possible, however, to prove some positive results for
regularity in one space dimension. We show, using a general argument, that if f is
uniformly convex and smooth enough and if u0 2 BV(R)\B�

� (L�(R)) for � > 1 and
� > � (�) = 1=(� + 1), then for all t > 0, u( � ; t) is in every Besov space B�

q (Lp(R))
with (1=p; �) strictly inside the quadrilateral with corners (0; 0), (1; 0), (1; 1), and
(1=� (�); �).

The situation regarding regularity spaces in several space dimension is quite dif-
ferent. One might suspect that the Besov spaces B�

� , � := (�=d+ 1)�1 are regularity
spaces for space dimension d > 1, since their one-dimensional counterparts (d = 1)
are. (These are precisely the spaces of minimal smoothness that are embedded into
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L1(Rd), by a variant of the Sobolev embedding theorem.) However, we shall show in
this paper that under very general conditions on the 
ux f , none of the Besov spaces
B�
q (Lp(R

d)) with � > 1 are regularity spaces for (1.1). Again, we are not able to

completely settle the case 0 < � � 1. In Rd the lines L0 and L1 are to be replaced
by L00 and L01, which emanate from (0; 0) and (1; 0), respectively, with slope d. We
already noted that the spaces on the line segment with endpoints (1; 0), (1; 1) are
regularity spaces.

We feel that our negative results on regularity spaces in several space dimensions
give useful information about the structure of solutions to (1.1) and the behavior of
numerical methods for their solutions. In order to bring out this point, we �rst make
a few remarks about the connections between regularity and numerical methods. A
typical numerical method creates for discrete time values tn an approximation un
to u( � ; tn). The approximants un will lie in certain linear or nonlinear spaces �n

associated with the numerical method. Usually, �n is a space of piecewise polynomials
with either a �xed or variable grid. The approximation power of such a method is often
(although not always) associated with the approximation power from the space �n. In
any case, no numerical method can approximate better than the best approximation
from �n. The order of best approximation by elements in �n is characterized by the
smoothness of the function u( � ; tn) being approximated. It is therefore important
to understand when the solution u( � ; t) is in the smoothness space associated with
a given order of best approximation by elements in �n. For example, the regularity
spaces B�

�(�) characterize the classes of functions that can be approximated with a

given approximation order N�� in L1(R) by free-knot spline functions with N knots.
This shows that numerical methods based on moving grids (in one space dimension)
should be e�ective in recovering solutions to scalar conservation laws. This is indeed
the case, as is shown in [12], [6], [13] where numerical methods based on moving grid
�nite elements are constructed that provide approximation order � for any � > 0.

In the multivariate case, there are no regularity spaces among the Besov spaces
B�
p (Lp(R

d)), � > 1. The Besov spaces are homogeneous: they measure regularity the
same way in all coordinate directions. From another viewpoint, these Besov spaces
are characterized by very regular approximation processes such as approximation by
wavelets or splines with regular partitions. The elements in these spaces behave the
same in all coordinate directions. On the other hand, the \
uid transport" in conser-
vation laws can be very directionally dependent. To approximate well such a solution
at later time t > 0 requires �ner resolution in directions where mass is accumulating.
For example, if we were approximating by piecewise constants we would need elements
that are �ner in certain directions and coarser in others. This is not possible with
splines on regular partitions or wavelets. This is re
ected in the fact that their ap-
proximation spaces (the Besov spaces) are not regularity spaces for conservation laws
in several space dimensions.

2. Properties of entropy solutions to conservation laws. We begin by
recalling certain properties of the solution to (1.1) that will be used in the sequel. Let
E(t) denote the evolution operator that associates to u0 the solution E(t)u0 := u( � ; t)
of (1.1) at time t > 0. Then E(t) maps L1(Rd) + L1(Rd) into itself. Moreover, E(t)
is a norm one, bounded operator on L1(Rd) and L1(Rd):

(2.1) kE(t)u0kLp(Rd) � ku0kLp(Rd); p = 1;1:

Actually, E(t) is a bounded operator with norm one on each of the Lp(Rd) spaces
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1 � p � 1. This can be derived from the study of entropy{entropy 
ux pairs or
proved as in x4.

The operator E(t) is monotone in the sense that E(t)u0 � E(t)v0 whenever
u0 � v0 (see for example [3]) and preserves integralsZ

Rd

E(t)u0 dx =

Z
Rd

u0 dx:

From these properties one derives that E(t) is a contraction (see [3])

kE(t)(u0) �E(t)(v0)k � ku0 � v0k:

Here and later the unsubscripted norm k � k always denotes the L1(R
d) norm.

There is no simple description of the solution u of (1.1). However, in one space di-
mension, the following method of Lax [11] gives a useful analytic method for obtaining
u. We assume that the 
ux f is strictly convex. It follows that the transport velocity
a(u) := f 0(u) is strictly increasing on Rand is therefore invertible (under composition
of functions) on R. We assume further that the initial condition u0 is continuous with
compact support. Any initial condition can be approximated to arbitrary accuracy in
the L1(R) norm by such functions. Under these conditions, Lax [11] shows that the
solution u(x; t) of (1.1) can be described by

(2.2) u(x; t) = u0(y(x; t))

where y = y(x; t) satis�es

(2.3)
x� y

t
= a(u0(y))

In general, there are many solutions y to (2.3). The one that satis�es (2.2) is deter-
mined as the solution to an extremal problem (cf. Theorem 3.1 in [11]).

Lax establishes various properties of the selection y(x; t). In particular, he shows
that for each �xed t > 0,

(2.4) y( � ; t) is increasing on R:

Shocks occur in the solution to (1.1) at points where y( � ; t) discontinuous. This can
occur when there is more than one solution y to (2.3) and we jump down from one
piece of the graph of u0 to another.

3. Besov spaces. In this section we give the de�nition of Besov spaces and
several equivalent norms for these spaces, which will be used in the sequel. For � > 0
and 0 < p; q � 1, the Besov space B�

q (Lp(R
d)) is a space of functions with smoothness

� in Lp. The secondary parameter q gives a �ner gradation of these spaces that is
important in many applications.

To describe these spaces, we use the di�erence operators �r
h, r = 1; 2; : : : , with

step h 2 Rd. These are de�ned inductively with �h(v; x) := v(x + h) � v(x) and
�r
h := �h�

r�1
h . It follows that

(3.1) �r
h(v; x) :=

rX
j=0

(�1)r+j
�
r

j

�
v(x+ jh):

With these di�erences, we can de�ne the moduli of smoothness

!r(v; s)p := sup
0�jhj�s

k�r
h(v)kLp(Rd); s � 0;
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for each r = 1; 2; : : : . The rate at which !r(v; t)p tends to zero gives information about
the smoothness of v in Lp(R

d).
The Besov spaces are de�ned for 0 < � < r and 0 < p; q � 1 as the set of all

functions v 2 Lp(R
d) for which

(3.2) jvjB�
q (Lp(R

d)) :=

8>><
>>:
�Z 1

0

�
s��!r(v; s)p

�q ds
s

� 1
q

; 0 < q <1;

sup
s�0

s��!r(v; s)p; q =1;

is �nite. The conditions (3.2) require that !r(v; s)p behave like O(s�) as s ! 0; the
exact requirement on !r(v; s)p varies with q and becomes stronger as q gets smaller.
We de�ne the following \norm" for B�

q (Lp(R
d)):

kvkB�
q (Lp(R

d)) := kvkLp(Rd) + jvjB�
q (Lp(R

d)):

Because we allow p and q to be less than 1, this \norm" does not always satisfy the
triangle inequality, but it is always a quasi-norm, i.e., there exists a constant C such
that for all u and v in B�

q (Lp(R
d)),

ku+ vkB�
q (Lp(R

d)) � C(kukB�
q (Lp(R

d)) + kvkB�
q (Lp(R

d))):

It can be shown that the above de�nition of Besov spaces does not depend on
the choice of r, since all values of r > � give rise to equivalent norms and hence
the same space. We note that since !r(v; t)p � 2rkvkLp(Rd), 1 � p � 1 (the same

inequality holds with 2r replaced by 2r=p when p < 1), we obtain an equivalent norm
for B�

q (Lp(R
d)) if we take the integral or supremum in (3.2) over only the interval

[0; 1]. Thus, membership of v in B�
q (Lp(R

d)) is determined only by the integral or
supremum on [0; 1].

For certain values of the parameters, the Besov spaces are identical with other
smoothness spaces. For example, if 0 < p � 1 and 0 < � is not an integer, then
B�
1(Lp(R

d)) = Lip(�;Lp(R
d)) are the classical Lipschitz spaces. When � = k is an

integer we obtain the generalized Lipschitz spaces, for which !r(v; s)p, r > k is used in
place of !k(v; s)p in the de�nition of the usual Lipschitz spaces. For p = 2 and � > 0,
the Besov spaces B�

2 (L2(R
d)) = W�(L2(Rd)) are the Sobolev spaces. The Besov

spaces with q = p, which we shall denote by B�
p := B�

p (Lp(R
d)), are of particular

interest. These are sometimes called generalized Sobolev spaces.
The application of Besov spaces to approximation theory and interpolation of

linear operators leads to alternate characterizations of these spaces. We shall mention
two of these alternate characterizations that hold in the univariate case.

The �rst characterization describes the Besov spaces in terms of approximation
by linear spaces of spline functions. Let Sn;r denote the set of all univariate piecewise

polynomials of degree < r that have global smoothness C(r�2) and have break points
only at the dyadic integers j2�n, j 2Z. For each f 2 Lp(R), we de�ne

sn(f)p := sn;r(f)p := inf
S2Sn;r

kf � SkLp(R):

Then, (see [8]), for 0 < � < r, a function f is in B�
q (Lp(R)) if and only if

(3.3)

 
1X
n=0

[2n�sn(f)p ]
q

!1=q

<1;
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with the usual change to a supremum when q = 1. Moreover, (3.3) gives an equiv-
alent semi-norm for B�

q (Lp(R)). It follows directly from (3.3) that B�
� (Lp(R)) is

continuously embedded in B�
� (Lp(R)) if � > � or � = � and � < � .

Our second characterization describes the Besov spaces in terms of univariate
nonlinear approximation. For this, we let �n := �n;r denote the collection of all
piecewise polynomial functions of degree < r on R that consist of at most n+1 pieces.
Thus S 2 �n if and only if there exist n breakpoints x1 < x2 < � � � < xn such that
with x0 := �1, xn+1 := 1, the function S is a polynomial of degree < r on each of
the intervals (xi�1; xi), i = 1; : : : ; n. No assumption is made about the smoothness
of S at the breakpoints. The set �n is not a linear space, but it can be considered
a nonlinear manifold parameterized by the breakpoints and the coe�cients of the
polynomial pieces.

We can describe certain Besov spaces in terms of their approximation by the
elements of �n. For this, we de�ne for f 2 Lp(R), 0 < p � 1,

(3.4) �n(f)p := �n;r(f)p := inf
S2�n

kf � SkLp(R);

which is the error in approximating f in the Lp(R) norm by the elements of �n.
Nonlinear spline approximation can be used to characterize certain of the spaces

B�
� (see [14] and [9]). If r > � > 0 and � > 0 are given, and if there is a p with

0 < p <1 such that � = � (�; p) := (�+ 1=p)�1, then f 2 B�
� (L� (R)) if and only if

(3.5)

 
1X
n=1

[2n��2n(f)p]
�

!1=�

<1

and (3.5) when added to k � kL� (R) gives an equivalent norm for B�
� :

(3.6) kfkB�
� (L� (R))

� kfkL� (R)+

 
1X
n=1

[2n��2n(f)p]
�

!1=�

:

Furthermore, (3.6) implies that B�
�(�;p) is continuously embedded in B�

�(�;p) if � > �.

Indeed, B�
�(�;p) is continuously embedded in Lp(R) (see [8]), and the family of spaces

B�
�(�;p) lies on the half-line with slope one emanating from the point (1=p; 0) in Figure

1.
It may be useful to say a few words about the di�erences in the two character-

izations (3.3) and (3.5). The characterization (3.3) describes the space B�
q (Lp(R

d))

in terms of approximation in Lp(Rd). Thus the approximation is taking place in the
same space (Lp(Rd)) in which the smoothness is measured. In contrast, in (3.5) the
approximation takes place in the space Lp(Rd) but the smoothness is measured in the
space L� (R

d); this is characteristic of nonlinear approximation. Since � < p, the class
of functions that can be approximated by the nonlinear family �n is larger than the
class that is approximated by the linear spaces Sn.

4. Rearrangement invariant spaces. In this section, we shall give an ele-
mentary approach to �nding invariant spaces based on interpolation of operators. We
begin by recalling some basic facts about the K-functional and its application to the
theory of interpolation of operators.

If (X0; X1) is a pair of complete, quasi-normed spaces embedded in a Hausdor�
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space X , then for each v 2 X0 +X1, we form the K-functional

K(v; s) := K(v; s;X0; X1) := inf
v=v0+v1

fkv0kX0 + skv1kX1g; s � 0;

where the in�mum is taken over all decompositions v = v0+ v1 with vi 2 Xi, i = 0; 1.
It is easy to see that for �xed s > 0, K( � ; s) is a quasi-norm and for �xed v, K(v; � )
is an increasing concave function on R+.

The K-functional was introduced by Peetre as a tool for obtaining interpolation
spaces X for the pair (X0; X1). We recall that a complete quasi-normed space X
contained in X0 + X1 is called an interpolation space for the pair (X0; X1) if each
linear operator T that boundedly maps X0 and X1 into themselves also maps X
boundedly into itself. For such a T , it follows that

K(Tv; s;X0; X1) �M K(v; s;X0; X1); s > 0;

with M the maximum of the norm of T on the two spaces X0, X1.
In view of (4.1), we can obtain interpolation spaces for (X0; X1) by applying

to K(v; � ) a quasi-norm de�ned for functions on R+. We mention in particular the
(�; q) norms, 0 < � < 1, 0 < q � 1, which give the spaces X�;q that consist of all
v 2 X0 +X1 for which

(4.1) jvjX�;q
:=

�Z 1

0

[s��K(v; s)]q
ds

s

�1=q

is �nite (with the usual change to a supremum when q = 1). It follows from (4.1)
that T mapsX�;q into itself for each 0 < � < 1, 0 < q � 1, with a norm not exceeding
M .

It is not possible to apply this interpolation directly to the operator E(t) asso-
ciated with (1.1) since it is not linear. However, the following simple remark can be
used in place of linearity. We say that an operator T is X0-Lipschitz on X0 +X1 if

kT (v0)� T (v1)kX0 �M0kv0 � v1kX0

for each v0; v1 2 X0 +X1 for which v1 � v0 2 X0.
Lemma 4.1. If T is a (possibly nonlinear) operator that is X0-Lipschitz with

constant M0 on X0 +X1 and is bounded with norm M1 on X1, then T satis�es

(4.2) K(Tv; s) �MK(v; s); v 2 X0 +X1; s > 0:

with M := max(M0;M1).
Proof. The proof is almost a triviality. Let s > 0. For a given � > 0, let v =

v0 + v1 be a decomposition of v that satis�es kv0kX0 + skv1kX1 � K(v; s) + �. Then
Tv = (Tv � Tv1) + Tv1 and v � v1 = v0 2 X0. Hence,

kTv � Tv1kX0 + skTv1kX1 �M0kv � v1kX0 + sM1kv1kX1 � M (K(f; s) + �):

Since � > 0 is arbitrary, (4.2) follows from the de�nition of the K-functional.
We now apply this lemma to the solution operator E := E(t) for the conservation

law (1.1). The contractivity of the operator E on L1(R
d) has a local variant. For this,

we assume that the 
ux f is in Lip 1. It follows that the transport velocity vector
f 0(u) satis�es

� := sup
u2R

kf 0(u)k`1 <1;
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where kxk`1 :=
Pd

i=1 jxij. Under this assumption, we have ([10]) for any locally
integrable functions u0, v0 and any ball B(x;R) of radius R > 0 centered at the point
x,

(4.3)

Z
B(x;R)

jE(u0) �E(v0)j �

Z
B(x;R+�t)

ju0 � v0j:

In particular, if u0; v0 2 L1(R
d) + L1(Rd) and u0 � v0 2 L1(R

d), then taking a limit
as R !1 in (4.3) shows that E is L1-Lipschitz on L1 + L1 with constant 1. Since
E is a norm-one operator on L1, we can apply Lemma 4.1 and �nd

(4.4) K(E(u0); s;L1(R
d); L1(Rd)) � K(u0; s;L1(R

d); L1(Rd))

The K-functional for the pair (L1(Rd); L1(Rd)) can be described in terms of
rearrangements of functions. We refer the reader to the book of Bennett and Sharpley
[1] and Calder�on's paper [2] for a discussion of rearrangements and the material that
follows in this section. The rearrangement v� of a function v 2 L1(Rd) +L1(Rd) is a
non-increasing function de�ned on R+ that is equimeasurable with v, i.e,

measfx 2 Rd j jv(x)j > y g = measfx 2 R+ j jv
�(x)j > y g

for all y � 0. It follows that the rearrangement v� of any v 2 Lp(R
d) is in Lp(R+) and

(4.5) kvkLp(Rd) = kv�kLp(R+); 1 � p � 1:

It can readily be veri�ed that the K-functional for (L1; L1) is

(4.6) K(v; s;L1(R
d); L1(Rd)) =

Z s

0

v�(y) dy:

The Hardy-Littlewood maximal function v�� of v� is related to the K-functional
K(v; s;L1(Rd); L1(Rd)) in the following way:

v��(s) :=
1

s

Z s

0

v�(y) dy =
1

s
K(v; s;L1(R

d); L1(Rd)):

Using the functions v��, Calder�on de�nes a normed space X � L1(Rd) + L1(Rd) as
rearrangement invariant if

f 2 X and g��(s) � f��(s); s � 0; =) g 2 X and kgkX � kfkX :

Calder�on showed that the interpolation spaces for the pair (L1(Rd); L1(Rd)) consist
precisely of the set of rearrangement-invariant spaces.

As a consequence, from Lemma 4.1 we obtain the following.
Theorem 4.2. If the 
ux f is in Lip1, then for any t > 0, the evolution operator

E = E(t) for the conservation law (1.1) when applied to an arbitrary function u0 2
L1(Rd) + L1(Rd) satis�es

(4.7) E(u0)
��(s) � u��0 (s) s � 0:

In particular, E maps every rearrangement-invariant space X on Rd into itself with

norm 1.
Inequality (4.7) gives precise information about the relative sizes of u0 and Eu0.

For example, if we let d = 1, f(u) = u2, u0 equal the characteristic function of [0; 1],
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u0

0 1 x

E(u0) := u( � ; 1=2)

0 1 x

u�0

0 1 x

E(u0)�

0 1 x

u��0

0 1 x

E(u0)��

0 1 x

Fig. 2. For these �gures, the 
ux is f(u) = u2. The initial data u0 = �[0;1], its nonincreasing

rearrangement u�0 , and u
��
0 , the maximal function of u�0 . Similarly for E(u0) := u( � ; 1=2).

and t = 1=2, then u0 = u�0,

E(u0)(x) =

8>>><
>>>:

0; x � 0;

x; 0 � x � 1;

1; 1 � x � 3=2;

0; 1 < x:

and E(u0)
�(x) =

8>>><
>>>:

0; x < 0;

1; 0 � x � 1=2;

3=2� x; 1=2 � x � 3=2;

0; 3=2 � x:

Note that for 1 < x < 3=2, u�0(x) < E(u0)�(x), yet, by Theorem 4.2 (or an easy direct
calculation) we have that

(4.8) E(u0)
��(x) � u��0 (x)

for all x > 0. See Figure 2.
Some examples of rearrangement-invariant spaces are the Lp(R

d) spaces, 1 � p �
1, and the Lorentz spaces Lp;q(Rd), 1 � p � 1, 1 � q � 1; for p > 1, these consist
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of all v 2 L1(Rd) + L1(Rd) for which

kvkLp;q(Rd) :=

�Z 1

0

[s1=pv��(s)]q
ds

s

�1=q
is �nite. Other rearrangement-invariant function spaces include L logL and Orlicz
spaces.

5. Regularity in Besov spaces. Part I: Positive results. The remainder
of this paper concerns itself with the regularity of the solution u( � ; t) of (1.1) as
measured in Besov spaces. We continue to use the notation � (�; p) := (� + 1=p)�1

and B�
s := B�

s (Ls(R
d)).

It is well known that if the initial data u0 is of bounded variation, then the
solution u( � ; t) of (1.1) is of bounded variation for all positive time t and

(5.1) ju( � ; t)jBV � ju0jBV

for all t > 0. In addition, we showed in one space dimension [6], [13] that if f 2 Cr+1

is globally Lipschitz continuous and uniformly convex, and u0 2 BV\B�
�(�;1) for some

1 < � < r, then for all t > 0, u( � ; t) 2 BV \B�
�(�;1), and

(5.2) ku( � ; t)kB�
�(�;1)

� C(ku0kB�
�(�;1)

+ 1)

where C depends only on r, t, kf (r+1)kL1 , and ju0jBV; i.e., BV\B
�
�(�;1) is a regularity

space for (1.1). (For the inviscid Burgers equation

ku( � ; t)kB�
�(�;1)

� Cku0kB�
�(�;1)

;

where C depends only on �.) One can ask whether any other spaces B�
q (L�(R)) \

BV(R) are also regularity spaces for (1.1). As we have explained in the introduction,
this cannot hold for Besov spaces that correspond to points above the line L0 or below
the line L1 of Figure 1. Thus we can restrict our attention to spaces corresponding
to points in the region bounded by L0, L1, and the x-axis. Each Besov space in this
region is of the form B�

q (L�(�;p)) for some p between 1 and in�nity, 0 < q � 1, and
� > 0.

In this section, we show that if u0 2 BV \ B�
�(�;p), � > 1 and 1 � p � 1,

then u( � ; t) is in BV \ B�
�(�;q) for all 1 < q < 1 and � < 1 + 1

q (� � 1). The points

(1=� (�; q); �), � = 1 + 1
q (� � 1), lie on the line segment joining the points (1; 1) and

(1=� (�; 1); �) in Figure 1; i.e., these spaces are intermediate to BV and B�
�(�;1). In

the next two sections we show that, in general, u( � ; t) may not be in BV \B�
�(�;q) for

1 < q < 1 whenever � > 1 + 1
q
(� � 1). In particular, we can say that the B�

�(�;p),

� > 1, are not regularity spaces for (1.1) for any values of p 6= 1. As in [7], we can
remove the restriction of BV functions if f(u) = u2.

We �rst prove the following lemma, which holds for general functions v, not
necessarily solution of (1.1).

Lemma 5.1. If v 2 BV\B�
�(�;1), � > 1, then v 2 B�

� (L�(�;p)) for � = 1+ 1
p (��1),

1 < p <1, and � = p� (�; 1).
Proof. The proof will be based on a standard interpolation argument. We take

as the BV-seminorm

jvjBV = sup
s>0

!1(v; s)1
s

:
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Since for any r � 1, !r(v; s)1 � 2r�1!1(v; s)1, we have

!r(v; s)1 � C!1(v; s)1 � C sjvjBV

with C depending only on r.
We now assume that 1 < � < r, and we write � := � (�; 1) and � := � (�; p), i.e.,

1

�
= �+ 1 and

1

�
= � +

1

p
=
�

p
+ 1:

Notice that

(
1

�
; �) =

1

p
(
1

�
; �) + (1�

1

p
)(1; 1);

that is, (1=�; �) is a convex combination of (1=�; �) and (1; 1). We shall estimate
!r(v; s)�. We use the abbreviated notation �(x) := j�r

h(v; x)j. We let p0 be the
conjugate exponent to p, i.e., 1

p
+ 1

p0
= 1. It follows from H�older's inequality that

Z
R

�(x)� dx =

Z
R

�(x)
�
p0�(x)

�
p dx �

�Z
R

�(x) dx

� �
p0
�Z
R

�(x)
�
p

1
1��=p0 dx

�1� �
p0

� Cjvj
�
p0

BVjhj
�
p0 !r(v; jhj)

�(1�
�
p0 )

�

since � = �
p

1
1��=p0

.

By taking a supremum for jhj � s, we can replace the left side by !r(v; s)�� and
raise both sides to the power 1=� to obtain

(5.3) !r(v; s)� � Cjvj
1
p0

BVs
1
p0 !r(v; s)

1
p
� ;

where we have used the fact that ( 1� �
1
p0 )� = 1

p . ThereforeZ 1

0

[s��!r(v; s)�]
� ds

s
� Cjvj

�
p0

BV

Z 1

0

s
���+

�
p0 !r(v; s)

�
p
�
ds

s

= Cjvj
�
p0

BV

Z 1

0

[s��!r(v; s)�]
� ds

s

since � = � (�; 1) = �=p and �� = �� � �=p0. Raising both sides of this inequality to
the power 1=� shows that

jvjB�
�(L�(�;p) (R))

� Cjvj
1
p0

BVjvj
1
p
B�
�(�;1)

:

In the next theorem, we apply Lemma 5.1 to solutions of (1.1).
Theorem 5.2. Let the 
ux f be strictly convex and in Cr+1. If u0 is a function

of compact support in B�
�(�;p) \ BV(R) for some � > 1 and 1 < p � 1, then for any

later time t the solution u( � ; t) to (1.1) is in every Besov space B�
�(�;q) \ BV(R) for

all 1 � q <1 and 0 < � < 1 + (� � 1)=q.
Proof. It may help the reader to refer to Figure 3 during the course of this proof.

We �rst assume that 1 < q <1 and 1 � � < 1 + (�� 1)=q, and we choose auxiliary
parameters �0, �0, and s that satisfy 1 < �0 < �, � < �0 < 1 + (�0 � 1)=q, � (�0; 1) <
� (�; p) and

1

� (�; q)
= �0 +

1

s
;



14 ronald a. devore and bradley j. lucier

A C

B

D

G

E

F

L0

L1

�

1
p

Fig. 3. The parameters and spaces of Theorem 5.2. The points and the spaces are

A: ( 1
�(�;p) ; �), B

�
�(�;p)(L�(�;p)(R)); B: ( 1

�(�0 ;1) ; �), B
�
�(�;p)(L�(�0;1)(R)); C: ( 1

�(�;1) ; �); D:

( 1
�(�0;1) ; �

0), B�0

�(�0;1)(L�(�0;1)(R)); E: ( 1
�(�0 ;r) ; �

0) = ( 1
�(�;q) ; �

0), B�0

r�(�0 ;1)(L�(�0 ;r)(R)); F :

( 1
�(�;q) ; �), B

�

�(�;q)
(L�(�;q)(R)); and G: (1;1), BV(R)). The lines L0 and L1 are as in Figure

1.

i.e., � (�; q) = � (�0; s). Note that it is always possible to choose these parameters by
�rst choosing �0 close enough to �. It follows that 1 < s <1.

We note that because u0 has compact support, u0 2 B�
�(�;p)(L�(�;p)(R)) (Point

A) implies that u0 2 B�
�(�;p)(L�(�0 ;1)(R)) (Point B), since � (�

0; 1) < � (�; p). Now,

by the embedding theorems mentioned in x3, u0 is in B�0

�(�0;1)(L�(�0;1)(R)) (Point D),

since �0 < �.
Inequalities (5.1) and (5.2) and the fact that u0 2 B

�0

�(�0;1)(L�(�0;1)(R)) \ BV(R)

imply that u( � ; t) is in the same space for all t > 0. We can apply Lemma 5.1 to

see that u( � ; t) is in B�0

s�(�0;1)(L�(�0 ;s)(R)) = B�0

s�(�0;1)(L�(�;q)(R)) (Point E). Fi-

nally, because � < �0, a standard embedding theorem implies that u( � ; t) is in

B�
�(�;q)(L�(�;q)(R)) (Point F ), as required.

When q = 1 or � < 1, the theorem follows from what we have already shown and

the fact that B
~�

�( ~�;q)
is embedded in B�

�(�;q) for any � <
~�.

6. Regularity in Besov spaces. Part II: Limits on regularity. Recall that
a smoothness space X is a regularity space for (1.1) if u0 2 X =) u( � ; t) 2 X for
all t > 0. We have remarked that the spaces BV(R)\ B�

�(�;1) are regularity spaces

for (1.1), and we gave simple arguments in the introduction to show that spaces on
or above the line L0 with � > 1 or below the line L1 cannot be regularity spaces for
X. We went on to show that if u0 is in any space X = B�

�(�;p) \BV(R) for � > 1 and

1 < p <1 (i.e., between the lines L0 and L1), then the solutions u( � ; t) remained in

B�
�(�;q) for 1 � q <1 and � < 1+(��1)=q for all time; we now show that the solution
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of (1.1) is, in general, not in any space B�
�(�;q) with 1 � q <1 and � > 1+ (�� 1)=q.

In particular, no Besov space B�
� for � > 1 and any � 6= � (�; 1) is a regularity space

for the one-dimensional conservation law (1.1). In this section, we analyze the inviscid
Burgers equation, and in the next section we treat general strictly convex 
uxes f . In
x8, we generalize these results to multivariate problems.

So we consider in this section only f(u) = u2=2, � > 1, and � = � (�; p) :=
(�+1=p)�1 for 1 < p <1. For any � and p we construct initial data u0 2 BV\B�

�(�;p)

such that the solution u(x; 1) of (1.1) at time 1 is not in any space B�
�(�;q) for 1 � q <1

and � > 1 + (�� 1)=q.
It is perhaps easier to �rst describe the solution u(x; 1) that we want to achieve

at time 1 and then explain how to �nd suitable initial data u0 that yields it. We
construct a set of functions �k, k = 1; 2; : : : , each of compact support on intervals Ik
such that

P
k jIkj is �nite; our solution will be u( � ; 1) = u1 :=

P
k �k( � � xk), where

the increasing sequence of points xk is chosen such that u(x; 1) has bounded support
and the supports of �k( � � xk) and �j( � � xj) don't overlap if j 6= k. The graph of
�k(x � xk) is given in Figure 4. The right-most portion of its graph has Nk steps
with height Hk := 2�k and width Wk := 2��k; on the left, a linear piece with slope 1

2
connects the top of the steps with the x axis. Precisely,

�k(x) :=

8>>><
>>>:

0; x � �2NkHk;
1
2x+NkHk; �2NkHk � x � 0;

(Nk � n)Hk; nWk � x < (n+ 1)Wk; 0 � n < Nk;

0; NkWk � x:

We choose Nk as the greatest integer such that NkHk � k�r . If Nk is zero then �k is
de�ned to be zero. If Nk > 0 then

(6.1)
1

2
k�r � NkHk � k�r :

The integer r will be given later. We have

(6.2) jIkj = 2NkHk +NkWk � 3NkHk � 3k�r;

so
P

k jIkj <1 as claimed, and a set of points fxkg1k=1 can easily be chosen with the
required properties.

We obtain u0(x) by solving the associated backward problem

vt � (
1

2
v2)x = 0; x 2 Rd; t > 0;

v(x; 0) = v0(x) := u(x; 1); x 2 Rd:

Then we take u0 := v( � ; 1). Each jump in v0 smooths into a linear rarefaction wave
with slope �1, and the linear piece on the left of each �k evolves into a steeper pro�le
with slope 1, but not yet a shock, at time 1. Thus, u0(x) := v(x; 1) =

P
k  k(x�xk),

where the continuous function  k takes the values8>>><
>>>:

0; x = �2NkHk;

(Nk � n)Hk; x = nWk � (Nk � n)Hk and

x = (n + 1)Wk � (Nk � n)Hk; 0 � n < Nk;

0; x = NkWk;
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�2NkHk + xk NkWk + xkxk

�k(x� xk)

Wk = 2��k

Hk = 2�k

�2NkHk + xk NkWk + xkxk �NkHk

 k(x� xk)

Fig. 4. The functions �k(x � xk) and  k(x� xk), from which u0(x) =
P

k  k(x� xk) and
u(x; 1) =

P
k �k(x � xk). The dashed line indicates the linear approximation to  k(x � xk) in

Theorem 6.1.

is linear between these values, and is zero outside the interval [�2NkHk; NkWk]. Thus,
on the right,  k consists of linear pieces with slopes alternating between 0 and �1.
See Figure 4. Note that  k has 2Nk + 1 linear pieces and �k has Nk + 1 linear pieces.

It is easy to justify that u1 is the solution to (1.1) when t = 1 with initial data
u0. For example, in the description of the solution given by Lax (see our x2), for t < 1
there is a unique solution y(x; t) to (2.3). When t = 1 there is a unique solution to
(2.3) except at breakpoints of u1. These correspond to the jumps in u1.

We �x � > 1 and 1 < p < 1 and let r be the smallest integer that satis�es
(r � 1)� (�; p)=p > 1, or, equivalently, r > �p+ 2.

Theorem 6.1. Let 1 < p < 1 and � > 1 be �xed. The function u0 de�ned

above is in B�
�(�;p), for � (�; p) := (� + 1=p)�1 while the function u1 = u( � ; 1) with u

the solution to (1.1) for this u0 and f(u) := u2=2 is not in any space B�
�(�;q) for any

1 < q <1 and any � > 1 + (�� 1)=q.
Proof. (i) We �rst show that u0 2 B�

�(�;p). For this purpose, we use the semi-

norm (3.5) for B�
�(�;p) that is de�ned using the approximation errors �2j(u0)p. We

�x a value of n � 1 such that 2n � nr and we bound �m(u0) for m := 2n+3 by
constructing a piecewise linear approximant S to u0 as follows.

Recall that

supp(�k) = supp( k) = Ik = [�2NkHk; NkWk]:
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Outside of
S
k(xk + Ik), we de�ne S to be zero. Let zk := xk + NkWk be the right

endpoint of the support interval xk+ Ik of  k(x�xk). On each xk+ Ik for 1 � k < n
(i.e., where u0 is largest), we de�ne S(x) := u0(x) =  k(x� xk). Then S has at mostPn�1

j=1 (2Nj +2) � 2n+1+2n � 2n+2 linear pieces to the left of the point zn�1. To the

right of zn�1 we de�ne S as follows. On any interval xk + Ik, with n � k � 2n (where
u0 is of moderate size), we de�ne S to be the continuous, piecewise linear function that
passes through the points (xk � 2NkHk; 0), (xk �NkHk; NkHk), and (xk +NkWk; 0)
(the dashed line in Figure 4). To the right of z2n (where u0 is smallest), we de�ne S
to be identically zero; we call this semi-in�nite interval I1. Then S has at most 3 � 2n

breakpoints to the right of zn�1 and hence at most m = 2n+3 breakpoints in all.
We consider next the error E(x) := ju0(x) � S(x)j at points where E is not

identically zero. On any interval xk + Ik, k = n; : : : ; 2n, the error is no greater than
Wk (since the slope of the dashed line in Figure 4 is greater than �1) and E is nonzero
on a set of measure at most Nk(Wk +Hk) � 2NkHk � 2k�r. Hence

(6.3)

Z
xk+Ik

E(x)p dx � 2W p
k k

�r � 2 � 2�k�pk�r :

On the other hand, on I1, E(x) � N2nH2n � 2�nr and E is nonzero on a set of
measure not exceeding

1X
k=2n

jIkj � 3
1X

k=2n

1

kr
� C2�n(r�1);

(see (6.2)) with C (here and later in this proof) depending only on r, since r > 1.
This gives

(6.4)

Z
I1

E(x)p dx � C2�nrp2�n(r�1):

Adding the estimates (6.3) and (6.4), we obtain for m = 2n+3 and n su�ciently
large,

�m(u0)
p
p � ku0 � Skpp � C2�nrp2�n(r�1) + 2

2nX
k=n

k�r2�k�p

� 2�nrp2�n(r�1) + C2�n�pn�r

� C2�n�pn�r;

since r � � and r > 1. This inequality also holds (trivially) for all n by simply
adjusting the constant C. Using this and the monotonicity of �j(u0)p, we obtain that

1X
n=1

[2n��2n(u0)p]
�(�;p) � C

1X
n=1

n�r�(�;p)=p <1

since r� (�; p)=p > 1 by our de�nition of r. This shows that u0 is in B�
�(�;p) and

completes the proof of (i).

(ii) We show next that u1 = u( � ; 1) =2 B�
�(�;q) for any 1 � q < 1 and � >

1 + (� � 1)=q by giving a lower bound on !r0(u1; t)�(�;q) for any �xed r0 > �. We

consider any k for which �k is not identically zero, and we examine �r0

h (�k; x) for
h := hk :=Wk=r

0 and �Wk�h < x < �Wk, � = 1; : : : ; Nk, i.e., just to the left of each
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jump of height Hk in �k. Since �r0

h (g; x) = 0 for any constant function g, we have for
�Wk � h < x < �Wk,

(6.5) �r0

h (�k; x) = �r0

h (�k � (Nk � �)Hk; x) = (�1)r
0

Hk = (�1)r
0

2�k

since all values of �k(x+ jh) � (Nk � �)Hk = 0 in (3.1) except for j = 0. This holds
for x on a set of measure Nkh = NkWk=r

0 � C2kk�r2��k = Ck�r2�(��1)k.
From (6.5), we derive for � := � (�; q) := (� + 1=q)�1,

(6.6) !r0(u1; hk)
�
� � jHkj

�k�r2�(��1)k = C2k(1����)k�r;

for all k su�ciently large, say k � k0. Using the monotonicity of !r0(u1; t)� in t,
dividing the interval of integration in (3.2) into intervals [hk+1; hk) and discretizing
the integral yields

(6.7)

ju1j
�
B�
�
� C

1X
k=k0

h���k !r0 (u1; hk)
�
�

� C

1X
k=k0

k�r2k(���+1����) =1:

because

��� + 1� � � � = �
q

�q + 1
�+ 1�

q

�q + 1
� � =

�q + 1� q � �

�q + 1
> 0:

Hence u1 =2 B
�
�(�;q).

The previous theorem can be used together with embedding theorems for Besov
spaces to show that none of the Besov spaces B�

s (L� ) with (� + 1)�1 < � < ��1

are regularity spaces. That is, we can allow any value of s. A modi�cation of the
construction of the theorem allows this conclusion for � = ��1. We already remarked
that no such space with � > 1=� or � < 1=(� + 1) is a regularity space. We leave
these details to the reader.

7. More general 
uxes. We shall next show that the results of the previous
section are valid for more general 
uxes f . We shall assume in this section that f is
a strictly convex function on R. Then a(u) := f 0(u) is strictly increasing and has an
inverse b := a�1 under composition of functions. We shall assume that a(0) = 0 and
therefore b(0) = 0 (this assumption could be removed with a suitable change in the
construction below).

If � > 1, let r, u0, and u1 be de�ned as in the previous section. We consider the
solution v(x; t) to (1.1) for the 
ux f and the initial condition

(7.1) v0(x) := b(u0(x)); x 2 R:

The same argument we have given in x6 can be applied here to show that the solution
v(x; t) of (1.1) for t � 1 with data v0 is the same as b(u(x; t)), where u(x; t) is de�ned
in the previous section.

The next two theorems will show that for every 1 < p <1 and � > 1, the function
v0 is in B�

�(�;p), but v( � ; 1) = v1 is not in any space B�
�(�;q) for any 1 < q < 1 and

� > 1 + (� � 1)=q. We shall assume in these theorems that the 
ux f is in Cr+1; it
follows that a and b are in Cr.



size and smoothness of solutions to conservation laws 19

Theorem 7.1. Let �, r, u0, and � := � (�; p) be de�ned as above, and let 1 <
p <1. If b is in Cr[0; 1], then v0 is in B�

�(�;p).

Proof. This proof is similar to Part (i) of Theorem 6.1.
It is reasonable to expect that v0 will be as smooth as u0 since b is smooth but

the proof is not completely trivial. We shall estimate the error in approximating v0 by
piecewise polynomials of order r with m pieces. That is, we shall estimate the error
�m(v0)p in approximating v0 by the elements of �m;r in the Lp(R) norm. We �rst note
that since b(0) = 0 and 0 � u0(x) � 1, for all x, we have 0 � v0(x) � kb0kL1[0;1]u0(x)
for all x 2 R. This implies that v0 2 Lp(R).

We �x an integer n � 1 and we estimate �m(v0)p for m � C02
n with C0 an

absolute constant that is speci�ed in the course of the proof. We let 	1 :=
Pn�1

k=1  k( ��

xk), 	2 :=
P2n

k=n k( � � xk), and 	3 :=
P

k>2n  k( � � xk). These functions have
disjoint supports. From the de�nition of v0, we have

v0 = b(	1) + b(	2) + b(	3) =: b1 + b2 + b3:

We �rst estimate �m(b1)p. Recall that 	1 is a piecewise linear function on R
with no more than C2n breakpoints. We shall now show that one can add at most
an additional C02n breakpoints so that for any interval I in the resulting partition,
	1(I) is contained in an interval of length 2�n. Indeed, the variation of  k � 2=kr,
for k = 1; : : : ; n; hence, we need only insert at most 2k�r2n + 2 new breakpoints for
each k = 1; : : : ; n� 1 to obtain the desired partition. For each of these intervals I, we
let PI be the Taylor polynomial to b of order r expanded at the center of 	1(I). Then
PI(	1) is a polynomial of order r on I. We de�ne the piecewise polynomial function
S1 by S1 := PI(	1) for each I. Then,

kb1 � S1kL1(I) = kb(	1) � PI(	1)kL1(I) � kb(r)kL1[0;1]2
�nr:

Since b1 and S1 have compact support, it follows that

(7.2) �m(b1)p � C2�nr; m � C02
n

with C not depending on n.
We can estimate �m(b2) in a similar way. We have shown in the proof of Theorem

6.1 that there is a piecewise linear function ~	2 with at most 3 � 2n pieces that satis�es

k	2 � ~	2kL1(R) � 2�n�:

Moreover, ~	2 =
P2n

k=n
~ k( ��xk) with each ~ k( ��xk) a piecewise linear function with

4 pieces and Var( ~ k) = Var( k) � 2k�r. Therefore, as in the previous case of 	1, we
can add new breakpoints and obtain a partition of R into at most C02n intervals I
such that ~	2 is linear on I and ~	2(I) is contained in an interval of length � 2�n. If
PI denotes the Taylor polynomial of order r of b expanded about the center of ~	2(I),

then PI( ~	2) is a polynomial of order r on I. The piecewise polynomial function S2 is

de�ned to be PI( ~	2) on each I. Then, for each of the intervals I, we have

(7.3)
kb2 � S2kL1(I) � kb(	2)� b( ~	2)kL1(I) + kb( ~	2)� PI( ~	2)kL1(I)

� kb0kL1[0;1]2
�n� + kb(r)kL1[0;1]2

�nr � C2�n�

with C independent of n. Now, by (6.2), b2 and S2 vanish outside of a set of measure
at most Cn�r+1 with C depending only on r. Hence, from (7.3),

kb2 � S2kLp(R) � Cn(�r+1)=p2�n�:
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It follows that

(7.4) �m(b2)p � Cn(�r+1)=p2�n�; m � C02
n:

Since b(0) = 0 and k	3kL1(R) = supk>2n k kkL1(R) � 2�nr, we have

kb3kL1(R) � kb0kL1[0;1]k	3kL1(R) � kb0kL1[0;1]2
�nr:

Because b3 has compact support, we have

(7.5) �m(b3)p � C2�nr; m � 1:

Now, v0 = b1 + b2 + b3, and therefore the estimates (7.2), (7.4), and (7.5) give

�m(v0)p � Cn(�r+1)=p2�n�; m � C02
n:

From our assumption on r, we have � (r � 1)=p > 1 and therefore

1X
n=1

[2n��2n(v0)p]
� <1:

From the characterization (3.5), we obtain that v0 2 B�
�(�;p).

We shall next show that v1 := v( � ; 1) is not in any B�
�(�;q) , for 1 � q < 1 and

� > (�� 1)=q + 1. For this, we shall assume that

(7.6) b0(x) � c; x 2 (0; 1)

for some c > 0.
Theorem 7.2. Under the assumptions of Theorem 7.1 and the added assumption

(7.6), we have v1 =2 B
�
�(�;q) for all 1 � q <1 and � > (�� 1)=q + 1.

Proof. The widths of the constant states in b(�k) are the same as for �k, and
because of assumption (7.6), the heights of the jumps are � c2�k. Therefore, the
same argument as given in the proof of Part (ii) of Theorem 6.1 shows that (6.7) holds

with v1 = b(u1) in place of u1. Hence v1 is not in B
�
�(�;q) .

In summary, Theorems 7.1 and 7.2 give
Theorem 7.3. Given that � > 1 and 1 < p � 1 and that the 
ux f to the

univariate conservation law (1.1) has derivative a(u) = f 0(u), which is strictly in-

creasing and whose inverse function b is in Cr with (r � 1)� (�; p)=p > 1, and also

satis�es (7.6), the initial condition v0 = b(u0) is in B�
�(�;p) but the solution v( � ; 1)

to (1.1) at time t = 1 for this initial condition is not in any B�
�(�;q) , for 1 � q < 1

and � > (� � 1)=q + 1. Consequently, none of the spaces B�
� (L� ), � 6= 1=(�+ 1) are

regularity spaces for (1.1).

8. Regularity in several space dimensions. We shall next consider the
regularity of the solution to the conservation law (1.1) in several space dimensions.
The proof that the spaces B�

� , � = (� + 1)�1, are regularity spaces for conservation
laws in one space dimension rests on the fact that they arise in the characterization
of approximation classes for methods of nonlinear approximation in L1(R) such as
wavelets and free knot splines. The Besov spaces B�

� (L� (R
d)), � = (�=d + 1)�1

play the analogous role in nonlinear approximation in several space dimensions. For
example, they arise in the characterization of nonlinear approximation by wavelet sums
(see [4]). One might expect therefore that they are regularity spaces for conservation
laws in several space dimensions. We shall show that this is not the case when � > 1.
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We assume that a(u) := f 0(u) is a continuously di�erentiable mapping from
R! Rd and

(i) a(0) = 0

(ii) a0(0) 6= 0

A slight change in the argument given below would allow the point 0 to be replaced
by any other point x 2 R.

We write a(u) =: (a1(u); : : : ; ad(u)). Without loss of generality, we can assume
that a01(0) 6= 0 and a01(u) > 0, in a half- neighborhood [0; �] of 0. In order to utilize our
previous notation, we shall assume that a1(�) = 1. However, a simple modi�cation
of the arguments given below would treat the general case of �. We denote by b1 the
inverse function (under composition of functions) to a1 on [0; �]. Then, b1 is de�ned
on [0; 1] and satis�es condition (7.6).

Theorem 8.1. Let � > 1 and 0 < � � 1. If b1 2 Cr[0; 1] for some su�ciently

large integer r > max(�; d) (described in Part (ii) of the proof below), then the space

B�
� (L� (R

d)) is not a regularity space for the conservation law (1.1).
Proof. We shall consider the following three cases.
(i) � < d(1=� � 1)+.
In this case, the space B�

� (L� (R
d)) contains functions that are not locally inte-

grable and hence this space cannot be a regularity space for (1.1).
(ii) � > 1, � � d(1=� � 1)+, and � < 1=� .
We use our previous univariate notation � (�; p) := (� + 1=p)�1. In this case,

we can write � = � (�; p) for some p with 1 < p < 1. We shall show that there is
an initial conditions w0 of compact support that is in B�

� (L� (R
d)) but the solution

w( � ; 1) = E(1)w0 to (1.1) is not in B�
� (L� (R

d)).
We shall utilize the univariate construction of x7 with some modi�cations. For

our �xed values of � and p, we assume that r is chosen as in xx6 and 7. Then, the
construction of x6 applies and we let u0 be the univariate function given in that section.
Further, we let v( � ; t) be the solution given in x7 to the univariate conservation law
(1.1) with initial condition v0 := b1(u0) and transport velocity a1. We recall that we
have shown in x7 that v0 2 B�

� (L� (R)) but v1 := v( � ; 1) is not in any of the spaces

B�
�(�;q) for 1 � q <1 and � > 1 + (�� 1)=q. In particular v1 is not B�

� (L� (R)).

We consider now the multivariate conservation law (1.1) with the initial condition

(8.1) w0(x) := v0(x1)'(x2; : : : ; xd); x = (x1; : : : ; xd) 2 R
d;

with '(x2; : : : ; xd) = �(x2) : : :�(xd) and � a compactly supported C1(R) function
that is one on a su�ciently large (to be chosen momentarily) interval I centered at 0
and satisfying k�kL1(R) = 1. We denote by Q the cube Id. We let w = w(x; t) denote
the solution to (1.1) at time t with initial condition w0.

Let ` � 1 be such that v0 vanishes outside of [�`; `]. We claim that if the
sidelength of Q is chosen su�ciently large then

(8.2) w(x; t) = v(x1; t); a.e. x 2 [�2`; 2`]d; 0 � t � 1:

We now prove this claim. Since v0 (and hence w0) has compact range, for any
x 2 Rd, ja(w0(x))j � C0 with C0 an absolute constant and j � j denoting Euclidean
distance. Hence, the transport velocity vector always has length bounded by C0.

Now, given x 2 [�2`; 2`]d and 0 < t < 1, we consider all points y that can be
transported to x, that is, y should satisfy

(8.3) x = y + ta(w0(y)):
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If y and z are both solutions to (8.3), then when Q is large enough both points y and
z would have to come from Q (because of our estimate for the size of the transport
velocity). Then, '(y2; : : : ; yd) = 1 and similarly for z. Hence the �rst components of
the vectors in (8.3) gives y1+tu0(y1) = x1 = z1+tu0(z1). We have already noted in the
univariate analysis of x6, that this implies y1 = z1. Hence, (8.1) gives w0(y) = w0(z)
and therefore (8.3) implies y = z. Thus, the function ~w de�ned by

~w(x; t) := w0(y) = v0(y1) = v(x1; t)

with y the solution to (8.3) is well de�ned for x 2 [�2`; 2`]d and ~w := ~w(x; t) satis�es
the implicit equation

(8.4) ~w = w0(x� ta( ~w)); x 2 [�2`; 2`]d; 0 � t < 1:

A direct calculation shows that ~w is a weak solution to (1.1) on [�2`; 2`]d� [0; 1),
and since ~w is continuous and piecewise Cr on subdomains of [�2`; 2`]d � [0; 1) with
smooth boundaries, ~w is an entropy solution of (1.1) in this region.

If we let t ! 1 then w( � ; t) converges in L1(Rd) to w1 := w( � ; 1). On the other
hand, as t ! 1, w(x; t) = v(x1; t) converges to v1(x1) a.e. on [�2`; 2`]d. This shows
that w1(x) = v1(x1), a.e. x 2 [�2`; 2`]d and veri�es our claim for t = 1.

To complete the proof of the theorem in this case, we shall estimate the Besov
norms of w0 and w1. We �rst show that w1 is not in B�

� (L� (R
d)). It is enough

to consider di�erences h = h1e1, e1 := (1; 0; : : : ; 0) in the �rst coordinate direction,
with 0 < h1 � 1=r. Then, �r

h(w1; x) = �r
h1
(v1; x1) whenever �r

h1
(v1; x1) 6= 0 and

x 2 [�2`; 2`]d. Hence,

k�r
h(w1; � )kL� (Rd) � (4`)

d�1
� k�r

h1
(v1; � )kL� (R); 0 < h1 � 1=r:

It follows that !r(w1; s)� � !r(v1; s)� , 0 < s � 1=r. Now, we know from Theorem 6.3
that v1 is not in the Besov space B�

� (L� (R)) and therefore, since r > �, (by an earlier
remark of x3)

(8.5)

Z 1=r

0

[s��!r(v1; s)� ]
� ds

s
=1:

We can replace v1 by w1 in (8.5) and conclude that w1 is not in B�
� (L� (R

d)).
Next, we show that w0 is in B�

� (L� (R
d)). Let s > 0 and let h = (h1; : : : ; hd) 2 Rd

satisfy jhj � s. We de�ne the translation operator T (h) by T (h)g := g( �+h), h 2 Rd.
We de�ne the di�erence operator Dk by Dkg := g(�+h1e1+ � � �+hkek)�g(�+h1e1+

� � �+ hk�1ek�1) for any function g on Rd. Then, �h =
Pd

k=1Dk. Therefore

(8.6) �r
h =

X
Dk1 : : :Dkr

with the sum taken over all distinct r-tuples (k1; : : : ; kr) with kj 2 f1; : : : ; dg.
We consider the e�ect of a general term in (8.6) on w0. Since all the operators

Dk, k = 1; : : : ; d, and T (h) commute, we can write such a term as

(8.7) Dk1 : : :Dkr = T (�)�j
h1e1

��2
h2e2

: : :��d
hded

;

with 0 � �2; : : : ; �d and �2 + � � �+ �d = r� j and � some point in Rd. The di�erence
operator �j

h1e1
acts only with respect to x1, and the remaining di�erence operators

in (8.7) applies only to x2; : : : ; xd. Hence

Dk1 : : :Dkr (w0) = T (�)�j
h1
(v0; x1)�

�2
h2e2

(�; x2) : : :�
�d
hded

(�; xd):
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Since � 2 C1, we have for � := min(1; � ) and for a constant C depending only on d,
r and �,

(8.8) !r(w0; s)
�
� � C

rX
j=0

[sr�j!j(v0; s)� ]
�

where for the purposes of this formula and the formulas below we de�ne !0(v0; s)� :=
kv0kL� (R) for all s. From Marchaud's inequality (see for example x8 of Chapter 2 in
[5]), the j-th term, j 6= 0; r, of the sum in (8.8) for 0 < s � 1 can be bounded by

Csr�
Z 1

s

[��j!r(v0; �)� ]
� d�

�
� Csr�

Z 1

s

[��j!r(v0; �)� ]
� d�

�
+Csr�kv0k

�
L� (R)

:

Returning to (8.8), we obtain for s � 1,

(8.9)

!r(w0; s)
�
� � Csr�kv0k

�
L� (R)

+ !r(v0; s)
�
�

+ Csr�
r�1X
j=1

Z 1

s

[��j�[0;1](�)!r(v0; �)� ]
� d�

�

It follows therefore from Hardy's inequality (see, e.g., x3 of Chapter 2 of [5]) that

(8.10)

Z 1

0

�
s���[0;1](s)!r(w0; s)�

�� ds
s

� C

8<
:kv0k�L� (R)+

rX
j=1

Z 1

0

�
sr�j���[0;1](s)!r(v0; s)�

�� ds
s

9=
; :

Since 0 � s � 1, the terms sr�j�� can each be replaced by s��. We have remarked
earlier that in the de�nition of the Besov norm the integral in (3.2) can be taken over
[0; 1]. Since v0 is in B

�
� (L� (R)), we conclude that the right side of (8.10) is �nite, and

therefore w0 is in B�
� (L� (R

d)).
(iii) � � 1=�.
This case can be proved in a similar way to (ii). We let ~v be the solution to

the univariate problem (1.1) with transport velocity a1 for a compactly supported
univariate function ~v0 in C

1. We can choose ~v0 so that no characteristics meet before
time t = 1 and at time t = 1, ~v1 := ~v( � ; 1) has a single downward jump discontinuity at
x = 0 of size 1. Moreover, we can require that ~v1 vanishes on (0;1) and is continuous
on (�1; 0).

As in part (ii), we consider the initial condition w0 = ~v0' with ' as in (ii). Then
w0 is in every space B�

� (L� (R
d)). At time t = 1, for h > 0 su�ciently small, we have

j�r
he1(w1; x)j � 1=2; x = (x1; : : : ; xd) 2 [�1; 1]d; �h � x1 � 0:

Therefore,

(8.11) !r(w1; s)
�
� � C s; s 2 [0; 1]:

This gives that

jw1j
�
B�
� (L� (R

d)) �

Z 1

0
s��� ds:

Since �� � 1, the last integral diverges and shows that w1 is not inB�
� (L� (R

d)).
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