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Abstract

We develop in this paper highly efficient, second order and unconditionally energy stable
schemes for the epitaxial thin film growth models by using the scalar auxiliary variable (SAV)
approach. A main difficulty here is that the nonlinear potential for the model without slope
selection is not bounded from below so the SAV approach can not be directly applied. We
overcome this difficulty with a suitable splitting of the total free energy density into two parts
such that the integral of the part involving the nonlinear potential becomes bounded from
below so that the SAV approach can be applied. We then construct a set of linear, second-order
and unconditionally energy stable schemes for the reformulated systems. These schemes lead
to decoupled linear equations with constant coefficients at each time step so that they can be
implemented easily and very efficiently. We present ample numerical results to demonstrate
the stability and accuracy of our SAV schemes.
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1 Introduction

Epitaxy is referred to the deposition of a crystalline overlayer on a substrate. The technique
of epitaxy thin film growth is usually used in nanotechnology or semiconductor fabrica-
tion. It is an affordable way to obtain high quality crystal for many multilayer structures
and semiconductor materials. To understand the mechanisms of thin film growth behind
its technological applications, many theoretical models have been developed and numerical
simulations based on these models were carried out. In summary, there are mainly three
types of mathematical models to simulate the thin film epitaxial growth process, including
atomistic models (cf. [4,8]), continuum models (cf. [9,18]) and hybrid models (cf.[1,7]). In
this paper, we focus on the numerical approximations for the continuum models, which are
obtained by minimizing a given total free energy where the nonlinear potential is either a
fourth order Ginzburg-Landau double well potential (with slope selection) or a nonlinear
logarithmic potential (without slope selection). Both are in terms of the gradient of a scalar
height function.

There have been many attempts on developing efficient numerical schemes for solv-
ing the continuum thin film growth models. Examples include the stabilized semi-implicit
method (see, for instance, [20], the convex splitting method (see, for instance, [2,3,14,19],
and the Invariant Energy Quadratization (IEQ) method (cf. [22]). The stabilized semi-implicit
schemes [15] are easy to implement and very efficient, but it is in general difficult to con-
struct truly unconditionally energy stable second-order schemes, and the stability proof and
error analysis usually rely on a uniform Lipschitz condition on the derivative of the nonlinear
potential (cf. [15]). However, for the MBE model without slope selection, by introducing
an auxiliary variable, second-order energy stable schemes are constructed in [13]. The con-
vex splitting approach [5,6] can be applied to a large class of gradient flows to construct
unconditionally energy stable first-order schemes, but it is also generally difficult to con-
struct second-order schemes for complicated nonlinear potentials, although for the MBE
model, second-order convex splitting schemes are constructed in [14]. A drawback of the
convex splitting approach is that it requires solving a nonlinear system at each time step.
The IEQ method [21] enables one to construct linear, second-order, unconditionally energy
stable schemes for a large class of gradient flows, but it requires solving an elliptic system
with complicated variable coefficients at each time step. It is shown to be successful for the
model with slope selection [22] since the fourth order polynomial type Ginzburg—Landau
potential is bounded from below naturally, but it is problematic for the model without slope
selection since the nonlinear logarithmic potential is not bounded from below.

Recently, a new approach, termed as scalar auxiliary variable (SAV) approach, was pro-
posed in [17] (see also [16]). This approach is inspired by the IEQ approach but fixes most, if
not all, its shortcomings. In particular, it does not require the nonlinear potential (integrand)
to be bounded from below, but only requires the integral of the part of the total free energy
involving the nonlinear potential to be bounded from below. Furthermore, it leads to much
simplified numerical schemes.

The purpose of this paper is to apply the SAV approach to develop new efficient and
accurate schemes for the epitaxial thin film growth models. A main difficulty is that the
nonlinear potential for the model without slope selection is not bounded from below so
the SAV approach can not be directly applied. We overcome this difficulty by introducing a
suitable splitting of the total free energy density into two parts such that the integral of the part
involving the nonlinear potential becomes bounded from below. Then, we can reformulate
the epitaxial thin film growth models with and without slope selection into equivalent PDE

@ Springer



Journal of Scientific Computing (2019) 78:1467-1487 1469

systems by introducing a scalar auxiliary variable. We can then develop efficient and accurate
schemes for the reformulated PDE systems. More precisely, we shall construct second-order
schemes based on BDF and Crank—Nicolson in which the nonlinear terms are all treated
explicitly. We shall show that these schemes are unconditionally energy stable, and at each
time step, they can be decoupled into two bi-Laplacian equations. Furthermore, each of the bi-
Laplacian equation can be reduced to two decoupled Poisson type equations [23]. Thus, these
schemes are second-order accurate and extremely efficient, especially when coupled with a
suitable adaptive time stepping (see, for instance, [ 12]). Note that all previous unconditionally
energy stable schemes by convex splitting or IEQ approaches lead to nonlinear systems or
fourth-order equations with variable coefficients to solve at each time step. Hence, these
new schemes appear to be more efficient than existing schemes. We must emphasize that the
unconditional energy stability is for a modified energy, not for the original energy. While we
can not prove that the original energy of our SAV schemes is dissipative as in the continuous
case, we can show that they are uniformly bounded (see Remark 4.2).

The rest of the paper is organized as follows. In Sect. 2, we describe the thin film growth
models with and without slope selections. In Sect. 3, we reformulate the thin film growth
models into equivalent PDE systems by introducing a scalar auxiliary variable. Then we
develop in Sect. 4 a set of schemes using the SAV approach for the reformulated systems, and
show that they can be decoupled into two linear equations of fourth-order with only constant
coefficients and are unconditionally energy stable. In Sect. 5, we present several numerical
results to validate the accuracy and stability of the proposed schemes. Some concluding
remarks are presented in Sect. 6.

2 Thin Film Epitaxy Growth Models

We first introduce some notations. We denote by (f, g) = fg f(x)g(x)dx the L? inner

product between functions f(x) and g(x), by || f|l = (f, f )% the L2 norm of a function
J(x).

We now introduce the thin film epitaxy growth models. Let ¢ (x): 2 — R represents the
height of the thin film, the total phenomenological free energy is

E@) = / (FOV®) + S (a¢)?)dx @1
Q

where F(y) is a smooth function, € is the gradient energy coefficient [10,19]. The first term
Jo F(V¢)dx represents a continuum description of the Ehrlich—Schwoebel effect, while the

second term fQ % (A¢)2dx represents the surface diffusion effect.
There are two popular choices for the nonlinear potential F(V¢):

(i) Double well potential for the model with slope selection
F(V¢) = iuvw - D% (2.2)
(i1) Logarithmic potential for the model without slope selection
F(V¢) = —%ln(l + (Vo). (2.3)
The evolution equation for the height function ¢ is governed by the gradient flow:

¢ = —M(*A%¢ + f(V9)), 2.4)
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where M is the mobility constant, and
V-({(1- |V¢|2)V¢), Model with slope selection,

v (gr) Model without slope selection.
“\1Fveir ) odel without slope selection.

f(V$) = -V -F'(V¢) = [

The boundary conditions can be either the periodic boundary condition or the no-flux bound-
ary condition, where n is the outward normal on the domain boundary 92:

(i) ¢ is periodic with or (ii) dp@|aq = I Adlsq = 0. (2.6)

One can easily obtain the energy dissipation property for the two models mentioned above
by taking the L? inner product of (2.4) with ¢, and performing integration by parts:

LE@) = ——lg? <0 @7
dt oMt = '
By taking the L? inner product with 1 for (2.4), we obtain the mass conservation property:
d
—f ¢dx = 0. (2.8)
dt Jq

Hence, without loss of generality, we can assume [, ¢ (x)dx = 0 so that the Poincaré
inequality holds, i.e., there exists a positive constant cg such that

g1l < coll VoIl V¢ € HI(RQ) := {¢ e H'(Q): /Q¢(X)dx = 0}- 2.9)

3 Equivalent PDE Systems with the SAV Approach

In this section, we reformulate the thin film models into equivalent PDE systems by introduc-
ing a scalar auxiliary variable (SAV). We shall construct efficient numerical schemes based
on these reformulated systems in the next section.

3.1 Model with Slope Selection

Since the free energy (2.2) for the model with slope selection is non-negative, the SAV (or
IEQ) approach can be directly applied. Indeed, we introduce a non-local, time-dependent
SAV:

1
u(t) = \// ~(IVo|? = )2dx + Ay, @3.D
o4

where A can be any positive constant, A is used to avoid the denominator of H (¢) being
zero. The total energy for the model with slope selection becomes

2
E(¢, u) :u2+f %|A¢|2dx—A1. (3.2)
Q

Correspondingly, we rewrite the PDE system (2.4) for the model with slope selection as
follows,

¢ + M(e2A%¢ + H(p)u) =0, (3.3)
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1
Uy = E/ H(p)pidx, (3.4)
Q

where
V(- [V
o 2AVoPE = 12dx + 4,
The above system is subjected to the boundary conditions (2.6), and initial conditions
Blico = ¢", uli—o = u(@”). (3.6)

Taking the L? inner product of (3.3) with M~'¢,, and multiplying (3.4) with 2u, then
performing integration by parts and summing up both equalities, we obtain the energy law
for (3.3), (3.4):

H($) =

(3.5)

d R
EE(dnu) = M||¢,|| <0. (3.7)

It is easy to see that the transformed system (3.3), (3.4) is equivalent to the original PDE
system (2.4) for the model with slope selection. Indeed, if ¢ is a solution of (2.4) for the model
with slope selection, then by the definition (3.1), we find immediately (¢, u) is a solution of
(3.3), (3.4). On the other hand, if (¢, u) is a solution of (3.3), (3.4), we can integrate (3.4) to
obtain (3.1), which, together with (3.3), implies ¢ is a solution of (2.4) for the model with
slope selection.

3.2 Model Without Slope Selection

On the other hand, the free energy (2.3) is unbounded from below so one can not apply the
IEQ nor SAV approaches directly. However, inspired from [19], we shall show below, by
adding part of the surface diffusion energy in (2.1) to the free energy (2.2), we can still apply
the SAV (but not IEQ) approach.

Lemma 3.1

/ 1ol — i 1vepar = L () - 1)l 6
— — ~In x>-[ln|—)-— , .
Q 4 2 T2 2¢¢) 2

0

where cq is the constant in (2.9).

Proof For any y > 0, the function G(¢) := %z — %ln(l + 1) is always convex (G” (1) > 0),
and at t* = % — 1, G(t*) reaches its minimum, i.e.,

1
G@t) > G(t*) = E(lny —y+ 1. (3.9)
Setting = |V¢|? in the above and integrating over €2, we obtain

[ (51967 = J1nc1 4 199 )ax = Sanr) — v + Dl (3.10)
o \2 2 =3 ' '

By using the Poincaré inequality, we derive
2 1 2, <% 2
IVeI™ = —(@. A¢) = lI2llAG] = coll VoIl AN = ZIVI™ + I ASIT, - (3.11)
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which implies that for any y > 0,

/ Y \vlPdx < L / |AGdx. (3.12)
Q2 2 " Ja
Taking y = 26—:2 in the above, along with (3.10), we obtain
0
2 2 2
€ 5, 1 5 ) 1 € €
—|A@|" — zIn(1 + |V dx> - |In|— | —-—+1]12| 3.13
f (Gt —gma s vep)ar = 5 (m( 35 ) = S5 +1) i@ 613
O
Hence, we can define a non-local, time-dependent SAV:
€2 1
o) = [ (G186 = 3 tog1 + 1961} dx + A2 (3.14)
Q
where A» is a positive constant to ensure the term under square root is positive, for example,
we can choose Ay = —%(ln(%) — 25—:2 + 1)|2| 4 1 thanks to Lemma 3.1.
We can then rewrite the tota(lJ energy0 for the model without slope selection as
2
2 € 2
E(¢p,v)=v +/ Z|A¢| dx — Ay, (3.15)
Q
and reformulate the PDE system (2.4) as
62
2
¢;+M(?A ¢+S(¢)v) =0, (3.16)
1
v = 5/ S(@)pdx, (3.17)
Q

where

e A2 V¢
787+ V- (ver)

S(p) = (3.18)

- .
VSa( G180 — Llog(1 + Vo P)dx + Az
The above system is subjected to the boundary conditions (2.6), and initial conditions

Plizo = ¢°, V=0 = v("). (3.19)

Taking the L? inner product of (3.16) with M~'¢, and multiplying (3.17) with 2v, then
performing integration by parts and summing up both equalities, we obtain an equivalent
dissipative law:

1E<¢ v>=—i||¢> I><0 (3.20)
dr M= :

It is easy to see that the transformed system (3.16), (3.17) is equivalent to the original
PDE system (2.4) for the model without slope selection. Indeed, if ¢ is a solution of (2.4) for
the model without slope selection, then by the definition (3.14), we find immediately (¢, v)
is a solution of (3.16), (3.17). On the other hand, if (¢, v) is a solution of (3.16), (3.17), we
can integrate (3.17) to obtain (3.14), which, together with (3.16), implies ¢ is a solution of
(2.4) for the model without slope selection.
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Note that even with Lemma 3.1, we can not apply the IEQ approach to reformulate the
PDE system (2.4) for the model without slope selection, since the integrand in (3.8) is not
bounded from below.

4 Numerical Schemes by the SAV Approach

We now develop a set of very efficient unconditionally energy stable second order schemes
to solve the new system (3.3), (3.4) and (3.16), (3.17). To simplify the presentation, we
consider only semi-discretized schemes in time, but the stability results carry over in a
straightforward fashion to fully discretized versions with any consistent finite dimensional
Galerkin type approximations since the proofs are all based on variational formulations with
all test functions in the same space as the space of the trial functions.

Let 6 > 0 be a time step size and set " = ndt for0 <n < N = [T /ét], let U" denotes
the numerical approximation to U (-, t)|;=, and U nty = M for any function U. We
use (-, -) to denote the inner product in L2(2) and set ||v]|? = (v, v).

4.1 SAV Schemes for the Model with Slope Selection

We firstly construct a second order scheme for solving the model with slope selection (3.3),
(3.4) based on the second order backward differentiation formula (BDF2).

Scheme 1 (SAV-BDF2 scheme for the model with slope selection). Assuming that ¢" =1, ¢"

and u"~', u™ are known, we solve "1, u" ! as follows:
3 n+1 — 40" n—1
¢ 2;; + d’ + M(€2A2¢'n+l + H*,nJrlunJrl) _ 0’ (41)
1
3un+1 —414" + ul’l*l — 5/\ H*,n+l(3¢n+l _ 4¢n +¢n71)dx, (42)
Q

where H*"1 = 2H (¢") — H(¢" ).

Note that the above scheme for (¢" 11, 1”+1) is linear but coupled. However, as in the IEQ
approach, the system can be decoupled. Furthermore, as pointed in [17], a main advantage of
the SAV approach is that the decoupled system only involves linear equations with constant
coefficients. We now describe how to decouple the above system.

We first rewrite (4.2) as

un+1 — l/ *,n+1¢n+ldx + gn 4.3)
2 Jo ’
with g = M — % o Hom de. Then we can eliminate »"*! from (4.1) to
get
3 22 n+1 M *,n+1 x,n+1 n+1 n
o+ Me"AT )" + —H” HY' " dx = f7, 4.4)
28t 2 Q

. _ 4¢n_¢n—] x, 1
with f" = = F— — MH*"g".

Next, we shall derive an explicit formula for computing [, H*"™1¢"*!dx. Define an
linear operator x ' (-), such that for any ¢ € L%(Q2), ¥ = x ' (¢) is defined as the solution

of
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<% + MezAz) V=6, (4.5)

with the boundary conditions (2.6). Applying the operator x ~! to (4.4), we obtain
M
¢n+l + Exfl(H*,nJrl)/ H*,n+l¢n+ldx — Xfl(fn). (46)
Q

Taking the L? inner product with H*"*!, we find

/ H gty = fQ H*"x~1(f")dx
Q

. “4.7)
1+ %fg H*,n+1X—l(H*,n+1)dx

To summarize, to obtain ¢"*! through (4.6), we only need to compute ¥; = x 1 (f")
and ¥, = x~'(H*"*1), which amount to solving two decoupled equations

3
<E + M€2A2> v = ", (4.8)
and
3
(E + MezAz) Yo = H*"H (4.9)

with the boundary conditions (2.6). As shown in [23], each of the above equations can be
further reduced to two decoupled Poisson type equations so that they can be solved very
efficiently. Once ¢"*! is known, one can obtain u"t! from (4.3) using (4.7).

Remark 4.1 The authors in [22] applied the IEQ approach for solving the model (2.4) with
slope selection. The resultant scheme can also be decoupled but leads to a PDE system
with non-constant coefficients, which is much more expensive and complicated to solve
numerically.

In addition to its remarkable simplicity, the scheme (4.1), (4.2) is also unconditionally
energy stable as we show below.

Theorem 4.1 The scheme (4.1), (4.2) admits a unique solution, and is unconditionally energy

stable in the sense that it satisfies the following discrete energy dissipation law:

3¢n+1 _ 4¢n + ¢n—1
26t

2
, (4.10)

1 1
o E11+1,n _ En,n—l < _7”
St( A An )= M

where EfT" = S (1A 2 + AR = ¢ 2) + S+ + @urtt - un)?).

Proof Taking the L? inner product of (4.1) with ﬁ(?aqﬁ”“ — 4¢" 4+ ¢"1), and applying
the following identity

2Ba —4b+c,a) = @+ 2a—b)>) — B>+ 2b—c)®) + (a—2b+¢)?, (“.11)

we obtain
1 €2
3n+1_4n n—12 . An+12 2An+1_An2
74M8t” ¢ ¢+ "I+ 4(|| "I+ 1240 "9
2 2
€ _ € _
- Z(”A"’"”2+ 128" — A¢"1|1%) + an“ —2A¢" + Ag" 2 (4.12)
1
+ E/ H*,n+lun+l(3¢n+l _ 4¢n +¢"7l)dx =0.
Q
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Multiplying «"*! to (4.2), we find

1 1 1
E((un+1)2 + (Zul’l-‘r] _ un)z) _ 5((un)2 + (Zun _ un—l)z) + 5(u}’l—‘rl _ 2”” + un—l)z

(4.13)
— %/ u11+lH*,n+l(3¢n+l _4¢n +¢n_l)dx.
Q
Combining (4.12) and (4.13), we arrive at
62 n+12 n+1 n 2 €2 n2 n n—1,2
Z(I|A¢ I©+ 240" — AP"|I7) — Z(I|A¢ I“+ 248" — A¢"717)
1 1
+ 7((un+l)2 + (2un+1 _ un)Z) _ 7((’4}1)2 _|__ (Zu}’l _ ul’l*l)Z)
2 2
€2 1 (4.14)
+ Z”A¢n+1 _ 2A¢n + A¢n_1||2 + 5(M}'l-‘y-l _ 2un + un—1)2
St H 3¢n+1 _4¢n +¢n71 2
M 25t ’
which implies the desired result after dropping some positive terms above. O

Similarly, one can also construct a second order SAV Crank—Nicolson scheme.

Scheme 2 (SAV-CN scheme for the model with slope selection) Assuming that ¢"~', ¢" and

u"~ 1 u™ are known, we solve "1, U as follows:
n+1 n n+1 n n+1 n
¢ 5 ¢ <€2A2¢ 2+¢ +H*,n+%u tu > =O, (415)
1
=3 [ i - g, (4.16)
Q

where H*"+3 = 3H(¢") — LH(¢" ).

Using the similar process as for the SAV-BDF2 scheme, the SAV-CN scheme can also be
decoupled into two linear equations of the form

LY 2py, @.17)
TR '

with the boundary conditions (2.6). Thus the SAV-CN scheme is as efficient as the SAV-BDF2
scheme, it has smaller truncation error but could be prone to numerical oscillations if the
initial error has highly oscillatory part.

Theorem 4.2 The scheme (4.15)—(4.16) admits a unique solution, and is unconditionally
energy stable in the sense that it satisfies the following discrete energy dissipation law:

1 ¢n+1 ¢n
5<E;§“ —E%) = ——n 1%, (4.18)
where EZH _ §||A¢n+1”2 T @"thH2,

Proof Taking the L? inner product of (4.15) with ﬁ((ﬁ”“ — ¢'"), we obtain

—— " — <z>||+ (||A¢>"“|| | A¢™ %)
M6t (4.19)

1
+3 / H*"™3 " ) (¢" ! — ¢Mdx =0
Q
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Taking the L? inner product of (4.16) with u"*! + ", we find
1
@ = "? = 5 / H*3 (g — ¢ @™+ udx. (4.20)
Q
Combining (4.19) and (4.20), we obtain

8t "t — "

o T m e 4o
M 8t

Then proof is complete. O

2
%(IIM"“ 2= A" 1) + @2 — ") =

4.2 SAV Schemes for the Model Without Slope Selection

Similar to the model with slope selection, we can construct efficient SAV schemes for the
reformulated system (3.16), (3.17). Since the construction, the solution process and the proof
of stability follow essentially the same procedure as in the model with slope selection, we
shall only state the results below.

Scheme 3 (SAV-BDF2 scheme for the model without slope selection). Assuming that ¢"~ ",

@™ and v, v" are known, we solve ¢" ! and v**! as follows:
3 n+1 — 4" n—1 2
id 2; LA M(%A%p”“ + §mrHy) =0, (4.22)
1
W = ot = / SP3BT — 4¢" + ¢" dx, (4.23)
Q

where S*" 1 = 28(¢™) — S(¢" 1) and function S(¢) is defined as equation (3.18).

As in the model with slope selection, one can eliminate v"*! from above and decouple it
into two linear systems of the form

3 M 5, 5
— 4+ —€“A = 4.24

<28t 2°€ ) V=1 (4.24)
with the boundary conditions (2.6), and establish the following result.

Theorem 4.3 The scheme (4.22), (4.23) is unconditionally energy stable in the sense that it
satisfies the following discrete energy dissipation law:

1 <En+l,n B En,nfl) _ _LH 3¢"H — 49" + 9!
st \B B 261

- M
where E%—H,n — %(||A¢n+l”2 + ”A(2¢n+1 _ ¢n)||2) 4 %((UVL-FI)Z 4 (2vn+l _ vn)Z).

One can also construct the SAV-CN scheme for the model without slope selection as
follows:

2
, (4.25)

Scheme 4 (SAV-CN scheme for the model without slope selection) Assuming that ¢" =1, ¢"

and v"~1, v" are known, we solve ¢" 1, v+ as follows:
n+l _ 4n 2 n+1 n n+1 n
¢ . ¢ M (%A2¢ 2+¢ 4ot Y 2L v ) =0, (4.26)
1
o= = 3 [ s - s, (427)
Q

where S*’""'% = %S(qb") - %S((ﬁ”_l).
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One can also eliminate v"*! from above and decouple it into two linear systems of the
form

! + M 252 v="f (4.28)
—+ —¢€ =f, .
8t 4 :

with the boundary conditions (2.6), and establish the following result.

Theorem 4.4 The scheme (4.26), (4.27) is unconditionally energy stable in the sense that it
satisfies the following discrete energy dissipation law:

¢n+l _ ¢n

ot

2

1
= ‘ , (4.29)

M

1
5 Ea' — Ep) ==
where EZ—H _ %||A¢n+1”2 T ("2,

Remark 4.2 Note that the SAV schemes only guarantee that the modified energy is uncondi-
tionally energy stable. While the original energy may not be unconditionally energy stable, it
is easy to show that the original energy is uniformly bounded. Indeed, thanks to the boundary
condition (2.6) and the assumption that fQ ¢dx = 0, the uniform bound on ||A¢" | derived
in Theorems 4.1-4.4 implies that ||¢" || 2 is uniformly bounded for all n. On the other hand,
we derive from the Sobolev inequality

1

g
( fQ |V¢>|4dx) < 1ol

that the original energy of the SAV schemes for the MBE model with slope selection is
uniformly bounded. As for the MBE model without slope selection, thanks to Lemma 3.1,
the original energy of the SAV schemes is also uniformly bounded.

4.3 Adaptive Time Stepping

In most practical problems, energy evolution may undergo large variations initially and
at some time intervals, but may change very little in some other time intervals (see, e.g.,
simulations in the next subsection). One main advantage of unconditionally energy stable
schemes is that it can be easily combined with an adaptive strategy which chooses time step
based on the accuracy requirement only. So small time steps are only used when the energy
variation is large while lager time steps can be used when the energy variation is small. We
shall adapt the following strategy (cf. [12]):

At
Afat time 1 = mMax (Atmiru max) . (4.30)

VT +alE(@)2

where Aty,in, Atpgy are predetermined minimum and maximum time steps, and « is a
suitable parameter.

5 Numerical Simulations

We now present several numerical simulations to validate the theoretical results derived in
the previous section and demonstrate the efficiency, the stability and the accuracy of the new
SAV schemes.
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Table 1 The absolute L2 errors
of ¢ att = 1 that are computed
by schemes S-BDF and S-CN for
the model with slope selection
using various time steps with the
exact solution of (5.1)

Table2 The absolute L2 errors
of ¢ at t = 1 that are computed
by schemes n-S-BDF and n-S-CN
for the model without slope
selection using various time steps
with the exact solution of (5.1)

ot S-BDF Order S-CN Order
Se—3 5.87e—6 - 1.00e—5 -
2.5e—3 1.47e—6 1.98 2.50e—6 2.00
1.25e-3 3.65e—7 2.01 6.24e—7 2.00
6.25¢e—4 9.11e—8 2.00 1.56e—7 2.00
3.125¢e—4 2.28e—8 1.99 3.89¢—8 2.00
1.5625¢e—4 5.69¢—9 2.00 9.73e—9 2.00
7.8125e—5 1.42e—9 2.00 2.43e—9 2.00
ot n-S-BDF Order n-S-CN Order
Se—3 7.76e—6 - 1.18e—5 -
2.5¢—3 1.94e—6 2.00 2.96e—6 2.00
1.25¢e—3 4.83e—7 2.01 7.37e—17 2.01
6.25¢e—4 1.20e—7 2.01 1.84e—7 2.00
3.125¢e—4 3.0le—8 1.99 4.60e—8 2.00
1.5625¢e—4 7.51e—9 2.00 1.15e—8 2.00
7.8125¢—5 1.88e—9 2.00 2.86e—9 2.01

In all examples, 2 = (0, L), d = 2,3, and the boundary conditions are periodic. If not
explicitly specified, the default values of parameters € and M are €> = 0.1, M = 1 so as to
be consistent with the numerical examples performed in the literature [10,12,19,20,22].

5.1 Convergence Tests

We first test convergence rates of the four new schemes. We denote by S-BDF, S-CN, n-S-
BDF and n-S-CN, respectively, the SAV-BDF2 scheme for the the model with slope selection

(Scheme 1),

the SAV-CN scheme for the model with slope selection (Scheme 2), the SAV-BDF2 scheme
for the model without slope selection (Scheme 3), and the SAV-CN scheme for the model
without slope selection (Scheme 4).

5.1.1 Case with a Given Exact Solution

In this test, we take the exact solution to be

o0y = (

sin(2x) cos(2y)
4

+ 0.48) (1

B sin? (1)

The computational domain is [0, 27)2 and we use 129 x 129 Fourier modes.
In Tables 1 and 2, we present the absolute L? error of the height function ¢ at time t = 1
with various time steps. We observe that all four schemes yield the expected second-order

convergence rate.
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Table3 The L errors of ¢ at st S-BDF Order S-CN Order
t = 1 that are computed by
schemes S-BDF and S-CN for the 5e—3 1.32e—5 _ 2.18¢—4 _
model with slope selection using
various time steps. The numerical 253 4.19e—6 1.66 6.76e—5 1.69
results using §t =le—5 is taken 1.25e—3 1.31le—6 1.68 2.08e—5 1.68
as the reference solution 6.25¢—4 3.55¢—7 1.88 4.58e—6 2.18
3.125¢e—4 9.37e—8 1.92 1.21e—6 1.92
1.5625¢e—4 2.42e—8 1.96 3.05e—7 1.99
7.8125e—5 6.11e—9 1.99 7.09¢—8 2.10
Table 4 The L2 errors of ¢ at 51 n-S-BDF Order n-S-CN Order
t = 1 that are computed by
schemes n-S-BDF and n-S-CN 5¢_3 7.67e—6 _ 7.53e—4 _
for the model without slope
selection using various time 2.5e=3 2.21e~6 L79 2.10e—4 1.84
steps. The numerical results using ~ 1.25e—3 7.18e—7 1.64 7.63e—5 1.46
8t = le—5is taken as the 6.25¢—4 2.20e—7 1.71 2.06e—5 1.89
reference solution
3.125e—4 6.21e—8 1.82 5.77e—6 1.84
1.5625e—4 1.65e—8 1.91 1.52e—6 1.92
7.8125e—5 4.19¢—9 1.98 3.90e—7 1.96
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Fig. 1 Evolution of the total energy using the schemes S-CN and n-S-CN for the models with and without
slope selection, respectively. a Energy evolution for the model with slope selection when ¢ € (0, 0.04) and
t € (0,30) and b energy evolution for the model without slope selection when ¢ € (0, 0.04) and ¢ € (0, 30)
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Fig. 2 The evolution of the roughness W (z) using the schemes S-CN and n-S-CN for the models with and
without slope selection, respectively: with the initial condition (5.2) and the time step §z = 0.001. a The
roughness W(r) when ¢ € (0,4) (left) and ¢ € (0, 30) (right) for the model with slope selection and b the
roughness W (¢) when ¢ € (0, 4) (left) and ¢ € (0, 30) (right) for the model without slope selection

5.1.2 Case with a Given Initial Condition

In this test, we take the initial condition to be
¢(x,y,0) =0.1(sin(3x) sin(2y) + sin(5x) sin(5y)), (5.2)

which has also been used in [10,12,19,20,22]. The computational domain is again [0, 21)?
and we use 129 x 129 Fourier modes. Since no exact solution is available, we use the numerical
solution by the S-BDF and n-S-BDF schemes with the smallest time step size of §t =le—5
as the reference solution.

We present in Tables 3 and 4, the L? errors at ¢+ = 1 with different time step sizes for
the models with and without slope selection, respectively. We observe that all four schemes
achieve the expected second-order convergence rate.

To quantify the deviation of the height function, we define the roughness function R(¢)
(cf. [10,12,19,20,22]):

1 -
R(¢) = f/[¢(x,t)—¢(t)]2dx, (5.3)
12] Jo

where ¢ (1) = “@ [o @ (x, t)dx.

We plot the evolution of energy curves and the roughness for the models with and without
slope selection in Figs. 1 and 2, respectively. We observe that initially the energy and the
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Fig. 3 Left: the original and modified energies for the model with slope selection; right: the original and
modified energies for the model without slope selection

(e) ®

Fig.4 The isolines of the numerical solutions of the height function ¢ and its Laplacian A¢ for the model with
slope selection with random initial condition. For each subfigure, the left is ¢ and the right is A¢ . Snapshots
are taken at t = 0, 1, 10, 50, 100, 500, respectively.at = 0,bt =1,ct = 10,d r = 50, et = 100 and f
t =500

roughness decay rapidly. After a relatively long period of time, the roughness starts to grow.
These results are quantitatively identical to those obtained in [10,19,22].

It is shown in the last sections that the modified energy of all SAV schemes is dissipative,
but we do not have a theoretical proof of this property for the original energy. Thus, we plot
the original energy and the modified energy for both models in Fig.3. We observe that the
modified energy and the original energy for both models are almost indistinguishable.
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Fig. 5 The isolines of the numerical solutions of the height function ¢ and its Laplacian A¢ for the model
without slope selection with random initial condition. For each subfigure, the left is ¢ and the right is A¢ .
Snapshots are taken at # = 0, 1, 10, 50, 100, 500, respectively.at =0,bt =1,¢t =10,dt = 50,er = 100
and f + = 500
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Fig.6 Left: the log-log plots of the roughness for the model with slope selection; right: the semi-log plots of
the roughness for the model without slope selection

5.2 Coarsening Dynamics

To simulate the coarsening dynamics, we choose a random initial condition varying from
—0.001 to 0.001. The parameters are

€=0.03, M=1. (5.4)
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Fig.7 Left: the log-log plots of the free energy for the model with slope selection; right: the semi-log plots of
the free energy for the model without slope selection

The computational domain is 2 = [0, 12.8)2, and we use 513 x 513 Fourier modes so
that the errors from the spatial discretization are negligibly small compared with the time
discretization error. We use the adaptive time strategy (4.30) to determine the time steps with
Atpin = 107, Atyay = 107> and o = 10°.

In Figs.4 and 5, we show snapshots of numerical solutions of the height function ¢ and
its Laplacian A¢ at different time for both models, respectively.

In the left of Figs. 6 and 7, we plot the evolution of the roughness and the energy for the
model with slope section, respectively. We observe that the former grows like t3 while the
latter decays like t’%, as found in [11] (see also [12,14,19]).

In the right of Figs. 6 and 7, we plot the evolution of the roughness and the energy for the
model without slope section, respectively. We observe that the former grows like 1 while
the latter decays like —log;o(¢) for the model without slope selection, shown in Fig.7, the
energy decays rather rapidly like —log;(¢), as found in [10].

As the last example, we perform numerical simulations of the coarsening dynamics in 3D
with a random initial state ranging from — 0.001 to 0.001. Simulations are carried out in the
domain © = [0, 27)3 with 129 x 129 x 129 Fourier modes and the time step 81 =2.5e—4.
In Figs. 8 and 9, we plot three iso-surfaces for ¢ = 0.3 for the model with slope selection and
the model without slope selection, respectively. We observe similar coarsening dynamics as
in the 2D case.

In Figs. 10 and 11, we plot evolutions of free energy and roughness for both models.
We observe that the decay rates of the free energy and growth rates of the roughness are
qualitatively similar as in the 2D case but with quantitatively different rates.

6 Concluding Remarks

We developed in this paper a set of time discretization schemes using the SAV approach
for the epitaxial thin film models with slope selection and without slope selection. These
schemes enjoy the following advantages:

e second order accurate in time;

e unconditional energy stable;

e can be decoupled into two linear fourth-order equations with constant coefficients (in
fact two bi-Laplacian equations) at each time step. As shown in [23], each of the bi-
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Fig. 8 Left: the iso-surfaces of numerical solutions of the height function ¢ = 0.3 for the model with slope
selection in 3D, with a random initial condition and time step 6t =2.5e—4, att = 0, 10, 50; right: three slices
of the solutions across the indicated plane

Laplacian equation with the boundary condition (2.6) can be further reduced to two
decoupled Poisson type equations.

Thus, these schemes are easy to implement and extremely efficient when coupled with an
adaptive time stepping.
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Fig.9 Left: the iso-surfaces of numerical solutions of the height function ¢ = 0.3 for the model without slope
selection in 3D, with a random initial condition and time step 6t =2.5e—4, att = 0, 10, 50; right: three slices
of the solutions across the indicated plane

Although we considered only semi-discretized schemes in time in this paper, the stability
results here can be carried over to any consistent finite dimensional Galerkin type approxi-
mations since the proofs are all based on a variational formulation with all test functions in
the same space as the space of the trial functions.
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Fig. 10 Left: the log-log plots of the free energy for the model with slope selection; right: the semi-log plots
of the free energy for the model without slope selection
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Fig. 11 Left: the log—log plots of the roughness for the model with slope selection; right: the semi-log plots
of the free energy for the model without slope selection
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