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1. Introduction

Many mathematical models for scientific and engineering applications involve linear or nonlinear high-order equations/
coupled systems of second-order equations. Examples include high-order Cahn–Hilliard systems in phase-field crystals
(cf. [6,26]) and in polymer electrolyte membrane (PEM) in fuel cells (cf. [15]), phase-field models for strongly anisotropic
systems (cf. [16,25]), rotating flows in geophysical fluid dynamics (cf. [13]), nonlinear Schrödinger equations and systems
of reaction–diffusion equations. How to solve these equations efficiently and accurately present a great challenge, as they
usually lead to very ill-conditioned systems due to the high-order derivatives and/or the coupling.

If the problem is of parabolic type, then under a suitable semi-implicit time discretization, these problems can often be
reduced to solving a system of coupled second-order equations at each time step. On the other hand, if the problem is inde-
pendent of time, a suitable iterative method may also lead to a system of coupled second-order equations at each iteration.
Therefore, it is important to develop efficient and accurate algorithms for solving systems of coupled second-order equa-
tions. In this paper, we shall consider a class of such problems which are set in separable geometries with decoupled bound-
ary conditions. We note that for problems with periodic boundary conditions in all directions or in all but one direction,
these systems are easy to solve by using a Fourier spectral method (cf. [7,4]) in the periodic directions. Hence, we shall focus
on the problems with non-periodic boundary conditions in all directions. While there are general software packages based
on finite-elements available for solving such systems in a general setting, these software packages usually do not take into
account the special geometries, and their accuracy is usually of limited lower-order.
y Elsevier Inc.
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While efficient spectral methods have been developed for multi-dimensional second- and fourth-order equations (cf.
[17,18,3]) and for one-dimensional high-order equations (cf. [9]), not much efforts have been devoted to systems of sec-
ond-order equations or high-order equations in multi-dimensions.

We shall construct two efficient spectral-Galerkin algorithms based on a discrete separation of variable procedure for solv-
ing systems of n coupled second-order equations. The first one is the full diagonalization method [12,11] which is easy to
implement, while the second one is the so called partial diagonalization method [10,17] which is slightly more complicated
to implement but is more efficient and can be applied to a wider class of problems. The computational complexity of these
algorithms is CNd+1 (where d is the dimension, and C is a small number) which consists of mainly several matrix–matrix mul-
tiplications so that it is very efficient on current computer architectures. We note in particular that its computational com-
plexity is essentially n times the cost of solving one second-order equation with the spectral-Galerkin method. Hence, these
algorithms are extremely efficient and accurate for solving systems of coupled second-order equations.

The rest of the paper is organized as follows. In the next section, we recall some implementation detail of the Legendre–
Galerkin method in the one-dimensional case. In Section 3, we construct the two spectral-Galerkin algorithms for a system of
second-order equations in 2-D. We then discuss in Section 4 extensions of these two algorithms to various other situations,
and present numerical results which illustrate the accuracy and flexibility of these algorithms. We present in Section 5 sev-
eral interesting and challenging applications which can be solved by using the new algorithms. We conclude with several
remarks in the last section.

2. Preliminaries

In this section, we briefly recall the Legendre–Galerkin method for 1-D Poisson type equations (cf. [17,21]). Our aim here
is to introduce some basic notations and results that shall be used in later sections.

Consider
au� u00 ¼ f ; in X ¼ ð�1;1Þ; Buj�1 :¼ ða�uþ b�uxÞj�1 ¼ 0: ð2:1Þ
We assume that a± and b± are such that the above equation is well-posed. Examples of the operator B include the Dirichlet,
Neumann, or Robin boundary condition.

Let us denote
XN ¼ fu 2 PN : Buj�1 ¼ 0g; ð2:2Þ
where PN is the polynomial space of degree N. Then the Legendre–Galerkin method for solving (2.1) consists of finding
uN 2 XN , s.t.,
aðuN;wÞ � ðu00N;wÞ ¼ ðINf ;wÞ; 8w 2 XN ; ð2:3Þ
where (�,�) denotes the L2 inner product in X, and IN is the interpolation operator based on the Legendre–Gauss–Lobatto
points from C(X) to PN .

Let Lk be the Legendre polynomial of degree k, it is shown (cf. [21]) that there exists a unique pair (ak,bk) such that
~/k ¼ Lk þ akLkþ1 þ bkLkþ2 2 XN : ð2:4Þ
Consequently, we have XN ¼ spanf~/0; ~/1; � � � ; ~/N�2g. For example, in the case of the homogeneous Dirichlet boundary con-
dition, we have ak � 0 and bk � �1. Thanks to the orthogonal properties of the Legendre polynomials, it is easy to see that

~/00j ;
~/i

� �
¼ 0 for j < i. One can easily check by integration by part that ~/00j ;

~/i

� �
¼ ~/j; ~/00i

� �
¼ 0 for j > i. Hence, by setting
/k ¼ dk
~/k with dk ¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� ~/00k;

~/k

� �r ; 0 6 k 6 N � 2: ð2:5Þ
we have Sij :¼ � /00j ;/i

� �
¼ dij. So the stiffness matrix S is the identity matrix. Obviously, we also have Mij :¼ (/j,/i) = 0 if

ji � jj > 2, so the mass matrix M is symmetric and penta-diagonal.
Some special care is needed for the homogeneous Neumann boundary condition. The stiffness matrix S becomes singular

since ~/000;
~/0

� �
¼ 0. In that case, we revise the definition of dk in (2.5) as follows,
d0 ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð~/0; ~/0Þ

q ; dk ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

� ~/00k;
~/k

� �r ; 1 6 k 6 N � 2: ð2:6Þ
Let q = N � 2. Denote
uN ¼
Xq

i¼0

ûi/i; �u ¼ ðû0; û1; � � � ; ûqÞT ;

f̂ i ¼ ðINf ;/iÞ; �f ¼ ðf̂ 0; f̂ 1; � � � ; f̂ qÞT :
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The linear system (2.3) reduces to
ðaM þ IÞ�u ¼ �f ; ð2:7Þ
which can be easily solved.

3. Coupled systems of two equations

In this section, we construct two efficient algorithms to solve a coupled system of two second-order equations in a two-
dimensional rectangular domain. Extensions to more general cases will be considered in the next section.

3.1. Full diagonalization

Let (x,y) 2X , (�1,1)2, we consider the following coupled system of two second-order equations:
auþ bv � cDu ¼ f ; in X;
~auþ ~bv � ~cDv ¼ g; in X

�
ð3:1Þ
subject to the following homogeneous boundary conditions,
Bxu ¼ Bxv ¼ 0; on @X \ fy ¼ �1g;
Byu ¼ Byv ¼ 0; on @X \ fx ¼ �1g;

ð3:2Þ
where Bx and By are any set of suitable boundary conditions in the x and y directions, respectively. We assumed that the
boundary conditions are homogeneous as non-homogeneous boundary conditions can be easily lifted.

We shall construct efficient Legendre–Galerkin methods for solving (3.1) and (3.2). To simplify the notations, we shall use
the same number of modes, N, in each direction.

Let /k(x) and wj(y) be in the form of (2.4) such that Bx/kjx¼�1 ¼ 0 and Bywjjy¼�1 ¼ 0, and � /00j ;/i

� �
¼ dij, and

� w00j ;wi

� �
¼ dij.

We define
WN ¼ XN �YN with XN ¼ spanf/kðxÞ; 0 6 k 6 qg; YN ¼ spanfwjðyÞ; 0 6 j 6 qg: ð3:3Þ
Then, the Legendre–Galerkin method for (3.1) with (3.2) is as follows:
find uN; vN in WN s:t:;

aðuN;w1Þ þ bðvN;w1Þ � cðDuN;w1Þ ¼ ðINf ;w1Þ; 8w1 2WN ;

~aðuN;w2Þ þ ~bðvN;w2Þ � ~cðDvN;w2Þ ¼ ðINg;w2Þ; 8w2 2WN ;

8>><
>>: ð3:4Þ
where IN ¼ IN � IN is the interpolation operator from C(X) to PN � PN .
Let nkj(x,y) = /k(x)wj(y) and write
uN ¼
Xq

k¼0

Xq

j¼0

~ukjnkjðx; yÞ; vN ¼
Xq

k¼0

Xq

j¼0

~vkjnkjðx; yÞ: ð3:5Þ
Plugging in the above in (3.4) and taking w1,w2 = nkj, we find
aMxUMy þ bMxVMy þ cðUMy þMxUÞ ¼ F;

~aMxUMy þ ~bMxVMy þ ~cðVMy þMxVÞ ¼ G;

(
ð3:6Þ
where
Ukj ¼ ~ukj; ðMxÞkj ¼ ð/j;/kÞ; Fkj ¼ ðINf ; nkjÞ;
Vkj ¼ ~vkj; ðMyÞkj ¼ ðwj;wkÞ; Gkj ¼ ðINg; nkjÞ:

ð3:7Þ
Note that we have used the fact that the mass matrices Mx and My are symmetric and that the stiffness matrices are the iden-
tity matrix.

The key idea in the full diagonalization procedure is to mimic the procedure of separation of variables in the continuous
case. This procedure has been used successfully to solve a single second-order equations under different contexts (cf.
[12,11,1,5]).

Let Ex and Kx (resp. Ey and Ky) be the eigenvectors and eigenvalues of Mx (resp. My), i.e.
MxEx ¼ ExKx; MyEy ¼ EyKy; ð3:8Þ
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where Ex and Ey are ortho-normal matrices, and Kx and Ky are diagonal matrices. Note that the above eigenvalue problems
can be solved very efficiently and stably since Mx and My are symmetric, penta-diagonal matrices.

Then, we plug in the following substitutions
U ¼ ExPET
y ; V ¼ ExQET

y ; ð3:9Þ
into (3.6). Multiplying the resultant equations by ET
x on the left and Ey on the right, and using the fact that ET

x Ex ¼ I ¼ ET
y Ey, one

ends up with
aKxPKy þ bKxQKy þ cðKxP þ PKyÞ ¼ A;

~aKxPKy þ ~bKxQKy þ ~cðKxQ þ QKyÞ ¼ B;

(
ð3:10Þ
where
A ¼ ET
x FEy; B ¼ ET

x GEy: ð3:11Þ
Because Kx and Ky are diagonal, (3.10) can be decoupled completely. More precisely, one only needs to solve, for each index
(i, j), an 2 � 2 linear system as follows:
akx
i k

y
j pij þ bkx

i k
y
j qij þ cðkx

i pij þ ky
j pijÞ ¼ aij;

~akx
i k

y
j pij þ ~bkx

i k
y
j qij þ ~c kx

i qij þ ky
j qij

� �
¼ bij;

8<
: ð3:12Þ
where pij, qij, aij, bij are entries of P, Q, A, B, and kx
i ; k

y
i are diagonal entries of Kx, Ky.

Once we obtain {P,Q} from the above, {U,V} can be recovered from (3.9).
We summarize below the algorithm for solving (3.4).

Algorithm 1. Full diagonalization

(1) Precompute and store Ex, Kx, Ey, Ky in (3.8);
(2) Compute {F,G} in (3.6) using the definitions in (3.7) from the values of f, g at the Gauss–Lobatto points;
(3) Compute A,B according to (3.11);
(4) Solve the 2 � 2 linear system for each (i, j) in (3.12) to obtain {P,Q};
(5) Calculate {U,V} according to (3.9);
(6) Compute the values of {uN,vN} at the Gauss–Lobatto points from {U,V}.
Remark 3.1. The computational complexity of the above algorithm is CN3 (where C is a small number) which mainly con-
sists of the matrix–matrix multiplications in (3.11) and in (3.9), and the backward and forward Legendre transforms in Steps
(2) and (6). In fact, the cost of solving a system of two coupled second-order equations is essentially twice of that for solving
one second-order equation by the full diagonalization method.

3.2. Partial diagonalization

The full diagonalization procedure presented above relies on the fact that u and v satisfy the same boundary conditions in
each direction. We describe below a partial diagonalization method which is more general and only requires that u and v
have the same boundary conditions in one direction. Furthermore, it is also computationally more efficient. We note that
the partial diagonalization procedure has been applied to solve a single second-order equation before (cf. [10,17]), we extend
below the procedure to a system of two second-order equations.

To fix the idea, we assume that u and v have the same boundary conditions in the x-direction, but may have different
boundary conditions in the y-direction. Namely, we consider (3.1) with
Bxu ¼ Bxv ¼ 0; on @X \ fy ¼ �1g;
Bu

yu ¼ Bv
y v ¼ 0; on @X \ fx ¼ �1g:

ð3:13Þ
Let /kðxÞ; wu
j ðyÞ and wv

j ðyÞ be in the form of (2.4) such that Bx/kjx¼�1 ¼ 0; Bu
yw

u
j jy¼�1 ¼ 0 and Bv

y wv
j jy¼�1 ¼ 0, and

� /00j ;/i

� �
¼ dij, � wu

j

� �00
;wu

i

� �
¼ dij and � wv

j

� �00
;wv

i

� �
¼ dij.

Let XN ¼ spanf/kðxÞ; 0 6 k 6 qg, We define
Wu
N ¼ XN �Yu

N with Yu
N ¼ span wu

j ðyÞ; 0 6 j 6 q
n o

;

Wv
N ¼ XN �Yv

N with Yv
N ¼ span wv

j ðyÞ; 0 6 j 6 q
n o

:
ð3:14Þ
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Then, the Legendre–Galerkin method for (3.1) with (3.13) is as follows:
find uN in Wu
N; vN in Wv

Ns:t:;

aðuN;w1Þ þ bðvN;w1Þ � cðDuN;w1Þ ¼ ðINf ;w1Þ; 8w1 2Wu
N;

~aðuN;w2Þ þ ~bðvN;w2Þ � ~cðDvN;w2Þ ¼ ðINg;w2Þ; 8w2 2Wv
N;

8>>><
>>>:

ð3:15Þ
where IN ¼ IN � IN is the interpolation operator from C(X) to PN � PN .
Writing
uN ¼
Xq

k¼0

Xq

j¼0

~ukj/kðxÞwu
j ðyÞ; vN ¼

Xq

k¼0

Xq

j¼0

~vkj/kðxÞwv
j ðyÞ; ð3:16Þ
and plugging them in (3.15) with w1 ¼ /kðxÞwu
j ðyÞ and w2 ¼ /kðxÞwv

j ðyÞ, we derive
aMxUMu
y þ bMxVMvu

y þ c UMu
y þMxU

� �
¼ F;

~aMxUMuv
y þ ~bMxVMv

y þ ~c VMv
y þMxV

� �
¼ G;

8>><
>>: ð3:17Þ
where U, V, F, G, Mx are defined in (3.7), and
Mu
y

� �
kj
¼ wu

j ;w
u
k

� �
; Mv

y

� �
kj
¼ wv

j ;w
v
k

� �
;

Muv
y

� �
kj
¼ wu

j ;w
v
k

� �
; Mvu

y

� �
kj
¼ wv

j ;w
u
k

� �
:

ð3:18Þ
Once again, we let Ex and Kx be such that MxEx = ExKx, and set
U ¼ ExP; V ¼ ExQ : ð3:19Þ
Next, by plugging (3.19) into (3.17), and multiplying the resultant equations by ET
x from the left, we obtain
aKxPMu
y þ bKxQMvu

y þ c PMu
y þKxP

� �
¼ A;

~aKxPMuv
y þ ~bKxQMv

y þ ~c QMv
y þKxQ

� �
¼ B;

8>><
>>: ð3:20Þ
where
A ¼ ET
x F; B ¼ ET

x G: ð3:21Þ
Taking the transposes of (3.20) and decoupling the matrix system column by column, one ends up with a sequence of
linear systems:
akx
kMu

y �pk þ bkx
kMvu

y
�qk þ c kx

kI þMu
y

� �
�pk ¼ �ak;

~akx
kMuv

y �pk þ ~bkx
kMv

y
�qk þ ~c kx

kI þMv
y

� �
�qk ¼ �bk;

k ¼ 0;1; . . . ;N � 2;

8>><
>>: ð3:22Þ
where �pk; �qk; �ak and �bk are the vectors consisting the kth row of P, Q, A and B, respectively. Rearranging the above system as
A�pk þ B�qk ¼ �ak;

C�pk þ D�qk ¼ �bk;
k ¼ 0;1; . . . ;N � 2;

(
ð3:23Þ
where
A ¼ akx
k þ c

� �
Mu

y þ ckx
kI; B ¼ bkx

kMvu
y ;

C ¼ ~akx
kMuv

y ; D ¼ ~bkx
k þ ~c

� �
Mv

y þ ~ckx
kI:

ð3:24Þ
In the general case, the above 1-D sparse systems can be solved directly. However, when u and v satisfy the same set of
boundary conditions, i.e., wu

j ¼ wv
j

n o
, we have Mu

y ¼ Mv
y ¼ Muv

y ¼ Mvu
y . In this case, A and C commute, so we can eliminate

�pk from (3.23) to obtain
ð�CBþ ADÞ�qk ¼ A�bk � C�ak; k ¼ 0;1; . . . ;N � 2: ð3:25Þ
The above system is symmetric banded with nine non-zero diagonals so it can be solved in O(N) operations. Then we recover
�pk from (3.23). If B and D commute, we solve �pk first.
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We summarize below the algorithm for solving (3.15).

Algorithm 2. Partial diagonalization
(1) Precompute and store Ex, Kx in (3.8);
(2) Compute {F,G} in (3.6) using the definition in (3.7) from the values of f, g at the Gauss–Lobatto points;
(3) Compute A, B according to (3.21);
(4) Solve the sequence of 1-D equations (3.22) to obtain {P,Q};
(5) Calculate {U,V} according to (3.19);
(6) Compute the values of {uN,vN} at the Gauss–Lobatto points from {U,V}.
Remark 3.2. The computational complexity of the above algorithm is also CN3 (where C is a small number), but the number
of matrix–matrix multiplications in (3.19) and (3.21) is only half of that in (3.11) and (3.9). Hence, Algorithm 2 (the partial
diagonalization method) is computationally more efficient than Algorithm 1 (the full diagonalization method). Moreover,
the partial diagonalization method can be applied to a larger class of problems since the two unknown functions only need
to satisfy the same set of boundary conditions in one direction.

4. Miscellaneous extensions

In the last section, we described in detail two algorithms for solving a system of two second-order equations in a 2-D
rectangular domain. We shall present in this section extensions of these algorithms to various other situations.

We emphasize that in order to apply the two algorithms, the boundary conditions can not be arbitrary. In fact, the full
diagonalization method only applies to coupled systems with unknown functions satisfying the same set of boundary con-
ditions in all directions, while the partial diagonalization method would work for coupled systems with unknown functions
satisfying the same set of boundary conditions in all but one directions. To simplify the presentation, we shall only deal with
problems with same set of boundary conditions in all directions below.

4.1. Three Dimensional Case

It is easy to see that the two algorithms presented in the last section can be generalized to three dimensions.
Consider, for example, the system (3.1) in X = (�1,1)3 with u and v satisfy the same set of boundary conditions Buj�1 ¼ 0

in all directions. Let {/k} be constructed as before satisfying B/kj�1 ¼ 0 and � /00j ;/i

� �
¼ dij. Let us denote
uN ¼
Xq

i;j;k¼0

~uijk/iðxÞ/jðyÞ/kðzÞ; vN ¼
Xq

i;j;k¼0

~v ijk/iðxÞ/jðyÞ/kðzÞ: ð4:1Þ
Similar to the two-dimensional case and by using the notation of Kronecker products, we can reduce the Legendre-Galerkin
approximation to the system (3.1) in 3-D to:
aM �M �M þ cðI �M �M þM � I �M þM �M � IÞ½ ��uþ bðM �M �MÞ�v ¼ �f ;
~bðM �M �MÞ�uþ ~aM �M �M þ ~cðI �M �M þM � I �M þM �M � IÞ½ ��v ¼ �g;

ð4:2Þ
where Mkj ¼ ð/j;/kÞ; f�u; �vg are re-ordered vectors of three dimensional unknown coefficients ~uijk and ~v ijk, and f�f ; �gg are the
corresponding right hand side vectors consisting of ðINf ;/iðxÞ/jðyÞ/kðzÞÞ and ðINg;/iðxÞ/jðyÞ/kðzÞÞ.

As before, let (E,K) be the eigen-pair of E, i.e., ME = EK. Setting
�u ¼ ðE� E� EÞ�p; �v ¼ ðE� E� EÞ�q ð4:3Þ
plugging in the above into (4.2), and following the same procedure in [11] for the single equation in 3-D, we find that it re-
duces to the following sequence of 2 � 2 linear systems:
kkkjkiðapijk þ bqijkÞ þ cðkjkk þ kikk þ kikjÞpijk ¼ aijk;

kkkjkið~apijk þ ~bqijkÞ þ ~cðkjkk þ kikk þ kikjÞqijk ¼ bijk;
0 6 i; j; k 6 N � 2;

(
ð4:4Þ
where aijk and bijk are corresponding elements of the vectors ½ET � ET � ET ��f and ½ET � ET � ET ��g, respectively.
Therefore, the computational complexity in the 3D case is CN4 (where C is a small number), and consists of mainly the

matrix–matrix multiplications in the above and in (4.3).
On the other hand, by using the similar partial diagonalization procedure as in [17] for the single equation in 3-D, we can

also extend the partial diagonalization procedure in the last section to the three dimensional case.
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4.2. Systems of more than two coupled second-order equations

It is also easy to see that the two algorithms presented in the last section can be generalized to systems of more than two
equations.

To illustrate the idea, we consider, for example, the following system of three coupled second-order equations in
X = (�1,1)2:
auþ bv þ cw� gDw ¼ f ;
~auþ ~bv þ ~cw� ~gDv ¼ g;
~~auþ ~~bv þ ~~cw� ~~gDu ¼ h;

8><
>: ð4:5Þ
with u, v, w satisfy the same set of boundary conditions Buj�1 ¼ 0 in all directions.
Let /k be in the form of (2.4) such that B/kjx¼�1 ¼ 0 and � /00j ;/i

� �
¼ dij. We denote
uN ¼
Xq

k¼0

Xq

j¼0

~ukj/kðxÞ/jðyÞ; vN ¼
Xq

k¼0

Xq

j¼0

~vkj/kðxÞ/jðyÞ; wN ¼
Xq

k¼0

Xq

j¼0

~wkj/kðxÞ/jðyÞ: ð4:6Þ
Let Mkj = (/j,/k) and ME = EK and set
U ¼ EXET ; V ¼ EYET ; W ¼ EZET ;

A ¼ ET FE; B ¼ ET GE; C ¼ ET HE;
ð4:7Þ
where U, V, W are the matrices with coefficients ~ukj; ~vkj; ~wkj, and F, G, H are the corresponding right hand side vectors con-
sisting of ðINf ;/iðxÞ/jðyÞÞ; ðINg;/iðxÞ/jðyÞÞ and ðINh;/iðxÞ/jðyÞÞ, respectively. Then, similar to the case of two equations, we
find that the Legendre-Galerkin approximation of (4.5) can be reduced to a sequence of 3 � 3 linear system, i.e., for each in-
dex pair (i, j):
kjkiðaxij þ byij þ czijÞ � gðkjzij þ kizijÞ ¼ aij;

kjkið~axij þ ~byij þ ~czijÞ � ~gðkjyij þ kiyijÞ ¼ bij;

kjkið~~axij þ ~~byij þ ~~czijÞ � ~~gðkjxij þ kixijÞ ¼ cij;

8>><
>>: ð4:8Þ
which can be solved easily. The above procedure is obviously applicable to systems of n coupled second-order equations.
On the other hand, it is easy to see that the partial diagonalization procedure can also be applied directly to systems of n

coupled second-order equations, although the bandwidth of the reduced 1-D problems (see (3.25) for the case of two equa-
tions) will increase as n increases.

4.3. Problems with variable coefficients in one direction

In the above, we have only considered problems with constant coefficients. We shall now describe briefly how to extend
the partial diagonalization procedure to problems with variable coefficients in one direction. We note that there are many
situations where one needs to deal with such problems. We provide two important cases below:

	 Cylindrical domains: Consider (3.1) with homogeneous Dirichlet boundary conditions in a cylinder Q = {(x,y,z):
x2 + y2

6 R2, 0 6 z 6 H}. Under the cylindrical polar coordinate transform
x ¼ r cos h; y ¼ r sin h; z ¼ z
and a Fourier transform in the h direction, each Fourier components of u and v, still denoted by u, v to simplify the notations
(similarly for a; b; ~a; ~b; f and g which now depend on the Fourier mode), satisfy the following system:
auþ bv � c 1
r @rðr@ruÞ þ @zzu
� 	

¼ f ; in X;

~auþ ~bv � ~c 1
r @rðr@rvÞ þ @zzv
� 	

¼ g; in X;

(
ð4:9Þ
with ujoX = vjoX = 0, except for the zeroth Fourier mode, where X = {(r,z):0 < r < R;0 < z < H}. For the zeroth Fourier mode, a
slighly different boundary condition should be used (cf. [19]).
	 Large-scale ocean circulation model: Consider, for example, the following system for the wind-driven, double-gyre, quasi-

geostrophic model of large-scale ocean circulation (cf. [23,13]):
ut þ u � ru ¼ 1
Re Du�rp� yk� uþ f ;

r � u ¼ 0;

(
ð4:10Þ
in a 2-D rectangular domain X with ujoX = 0. Let (u,v) be the two components of u. In the above k � u , (0,0,x)T � (u,v,0).
Then, under a suitable semi-implicit projection type discretization (cf. [20]) with an implicit treatment of the rotational term
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to avoid stability constraint by the strong rotation, one need to solve, at each time step, the following system of two second-
order equations:
au� bDuþ cyv ¼ f ; in X;
~av � ~bDv þ ~cyu ¼ g; in X;

uj@X ¼ v j@X ¼ 0:

8><
>: ð4:11Þ
Note that the variable coefficients in the above two cases only depend on one variable (r in the first case and y in the sec-
ond case). Hence, we can apply the partial diagonalization method to solve the systems (4.9) and (4.11). We leave the detail
to the interested reader.

4.4. Chebyshev–Galerkin method

We can replace the Legendre polynomials by the Chebyshev-polynomials, and replace the L2-inner product by the Cheby-
shev weighted inner product, leading to the so called Chebyshev–Galerkin method (cf. [18]). The only difference is that the
stiffness matrix is no longer diagonal, instead, it is a upper triangular matrix. However, the main advantage of the Cheby-
shev–Galerkin method is that the fast Fourier transform (FFT) can be used to transform between the physical values of a
function and the coefficients of its Chebyshev expansion.

The full diagonalization and partial diagonalization procedures described in Section 3 can be applied directly to the Cheby-
shev–Galerkin method. More precisely, we only have to replace the eigenvalue problem ME = EK by the generalized eigen-
value problem ME = SEK, where M and S are the 1-D mass and stiffness matrices associated with the Chebyshev–Galerkin
method, and replace ET by E�1, as E is no longer an ortho-normal matrix since S is not symmetric.

4.5. Convergence tests

We now present two numerical experiments to show the convergence properties of our algorithms.
In the first example, we consider the following general system of n second-order equations:
Au� ðB1@xxuþ B2@yyuþ B3@zzuÞ ¼ f ; x 2 X;

ujC1
¼ 0; @u

@n




C2
¼ 0; auþ b @u

@n

� �


C3
¼ 0;

(
ð4:12Þ
where X = (�1,1)3, u 2 Rn; x ¼ ðx1; x2; x3Þ;Ci ¼ @X [ fxi ¼ �1g; i ¼ 1;2;3. In (4.12), {A, B1, B2, B3} are given matrices of size
n � n, and {a,b} are given constants.

Here we chose {A, B1, B2, B3} to be symmetric tridiagonal matrices as follows,
Ajk ¼ Akj ¼
3; if k ¼ j;
1; if k ¼ j� 1;
0; else:

8><
>: Bjk

i ¼ iAjk
; i ¼ 1;2;3 ð4:13Þ
and set a = b = 1. We chose each component, ui, of the exact solution to be
uiðxÞ ¼ piðx1Þqiðx2Þriðx3Þ; 1 6 i 6 n; ð4:14Þ
where
Table 1
Convergence test: the first example with a system of 12 equations by using the Legendre–Galerkin method with the full
diagonalization procedure.

kui � ui;Nkl1 N = 16 N = 32 N = 64 N = 128

i = 1 1.92E+02 1.31E+00 4.71E�11 1.35E�13
i = 2 1.69E+02 8.78E�01 8.55E�13 1.49E�13
i = 3 1.02E+02 4.40E�01 1.49E�13 1.04E�13
i = 4 4.92E+01 9.92E�02 2.13E�13 1.40E�13
i = 5 2.86E+01 1.04E�02 2.10E�13 1.16E�13
i = 6 1.45E+01 4.85E�04 4.28E�13 1.26E�13
i = 7 7.48E+00 5.43E�05 3.30E�13 1.56E�13
i = 8 1.61E+01 2.10E�03 2.79E�13 2.01E�13
i = 9 2.82E+01 4.49E�02 4.17E�13 2.03E�13
i = 10 6.85E+01 5.13E�01 5.54E�13 1.81E�13
i = 11 1.15E+02 3.43E+00 5.29E�13 5.22E�13
i = 12 8.70E+02 1.40E+01 2.49E�11 7.50E�13
max 8.70E+02 1.40E+01 4.71E�11 7.50E�13



Table 2
Convergence test: the second example by the Legendre–Galerkin method with the partial diagonalization procedure.

kui � ui,Nk1 N = 16 N = 32 N = 64 N = 128

i = 1 1.07E+02 1.57E+00 6.07E�08 3.90E�14
i = 2 3.98E+02 2.45E+00 2.84E�09 3.33E�14
i = 3 1.02E+02 1.57E+00 6.07E�08 7.59E�13
max 3.98E+02 2.45E+00 6.07E�08 7.59E�13
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piðnÞ ¼ sinðipnÞ; qiðnÞ ¼ cosððnþ 1� iÞpnÞ; riðnÞ ¼ i en � 1
2

en� e
� �

: ð4:15Þ
The above exact solution satisfies homogeneous Dirichlet boundary conditions in x1, homogeneous Neumann boundary con-
ditions in x2 and homogeneous Robin boundary conditions in x3.

In Table 1, we list the L1-error of each component of the numerical solution by using the Legendre–Galerkin method with
the full diagonalization method. We observe clearly the spectral convergence. However, the accuracy does not reach the full
double precision due to the round-off errors involved in the full diagonalization procedure. Note however that this kind of
accuracy is still remarkable for such a large system in 3-D.

In the second example, we use the Legendre–Galerkin method with the partial diagonalization procedure to solve a sys-
tem of three coupled equations in 2-D. We use the following exact solution:
uiðx; yÞ ¼ cosðð11þ iÞpxÞ cosðð14� iÞpyÞ; i ¼ 1;2;3: ð4:16Þ
And the coefficient matrices are chosen as
A ¼
0 0 3
1 �1 2
�1 1 0

2
64

3
75; B1 ¼ B2 ¼

2 0 0
0 �1 0
0 0 �4

2
64

3
75: ð4:17Þ
The results are shown in Table 2. We observe once again the spectral convergence.

5. Applications

We present in this section several applications for which our algorithms can be directly applied.

5.1. Cahn–Hilliard Equations in 3-D

We consider first the three-dimensional isotropic Cahn–Hilliard equation
/t ¼ cD �D/þ 1
�2 F 0ð/Þ

� �
;

@/
@n




@X
¼ @D/

@n




@X
¼ 0;

(
ð5:1Þ
where X = (�1,1)3 and F(/) = (/2 � 1)2.
To avoid solving a fourth-order equation at each time step, we reformulate (5.1) as a system of second-order equations
/t ¼ cDl;
l ¼ �D/þ 1

�2 F 0ð/Þ;
@/
@n




@X
¼ @l

@n




@X
¼ 0:

8><
>: ð5:2Þ
A very effective time discretization scheme is the stabilized scheme proposed in [22]. Its first-order version is as follows:
/nþ1�/n

dt ¼ cDlnþ1;

lnþ1 ¼ �D/nþ1 þ sð/nþ1�/nÞ
�2 þ 1

�2 F 0ð/nÞ;
@/nþ1

@n





@X
¼ @lnþ1

@n





@X
¼ 0:

8>>><
>>>:

ð5:3Þ
where s is a stabilization constant, it is shown in [22] that the above scheme is unconditionally stable with s = 1. On the other
hand, with s = 0, the scheme will only be stable for dt 6 C�4.

One observes that at each time step, (ln+1,/n+1) is the solution of a system of two coupled second-order equations so that
our algorithms can be applied directly.

We now show a numerical example obtained by using this very efficient and stable algorithm. We start with two kissing
balls at time t = 0, the evolution of the zero–isocontour of the phase function / at several different times are shown in Fig. 1.
We observe that the two kissing balls coalesce and merge gradually, and eventually turn into a single ball.



Fig. 1. The time evolution of the Cahn–Hilliard Eq. (5.2). The four plots are zero–isocontours of / at t ¼ 0; T
3 ;

2T
3 ; T, with T = 0.9, dt = 0.001, � = c = 0.02, s = 1.

The Legendre–Galerkin method is used with 91 � 91 � 91 Legendre–Gauss–Lobatto points.
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Remark 5.1. We stress once again that it is essential that the boundary conditions are decoupled. Consider the bi-harmonic
equation
Fig. 2.
spots. I
time st
D2u ¼ f in X ¼ ð�1;1Þd; ð5:4Þ
with the following boundary conditions:
uj@X ¼
@u
@n






@X

¼ 0: ð5:5Þ
We can rewrite (5.4) as a system of second-order equations by introducing v = Du, but we do not have a separate boundary
condition for v. Hence, our methods can not be applied in this case. We refer to [17,3] for some efficient, but much more
complicated, spectral-Galerkin algorithms for solving (5.4) and (5.5).
5.2. A gradient–flow equation in functionalized polymers

As the second example, we consider the following gradient flow which models the polymer electrolyte membrane (PEM)
in fuel cells [15],
/t ¼ Dl;
l ¼ ½��2Dþ F 00ð/Þ � g�x;
x ¼ ��2D/þ F 0ð/Þ;

8><
>: in X ¼ ð�1;1Þ2; ð5:6Þ
where / is the phase function which is set to 1 in water and �1 in polymer, with a small transitional layer of thickness �, l is
the so called chemical potential, F(/) = (/2 � 1)2 is the double-well potential. The above system is subject to the following
homogeneous Neumann boundary conditions:
@/
@n






@X

¼ @l
@n






@X

¼ @x
@n






@X

¼ 0: ð5:7Þ
We observe that the system (5.6) is in fact a six-order equation for /. However, similar as in the Cahn–Hilliard case in the last
subsection, it is computational more efficient to write it as a system of three second-order equations.

By using a similar idea as for the Cahn–Hilliard Eq. (5.2), we propose the following scheme for the system (5.6):
/nþ1�/n

dt ¼ Dlnþ1;

lnþ1 ¼ ��2Dxnþ1 þ F 00ð/nÞ ~xn � gxnþ1 þ s1ðxnþ1 � ~xnÞ;
where ~xn ¼ ��2D/n þ F 0ð/nÞ;
xnþ1 ¼ ��2D/nþ1 þ F 0ð/nÞ þ s2ð/nþ1 � /nÞ;
@/nþ1

@n





@X
¼ @lnþ1

@n





@X
¼ @xnþ1

@n





@X
¼ 0;

8>>>>>>><
>>>>>>>:

ð5:8Þ
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The time evolution of the gradient–flow equation in PEM, implemented with scheme (5.8). The blue lines are interfaces drawn at four different time
t starts from the random initial condition. The Legendre–Galerkin method is used with 129 � 129 Gaussian points. The terminal time is T = 12. The
ep size is dt = 0.01. s1 = s2 = 2 and � = 0.02.
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where s1 and s2 are two suitable stabilization constants. Our numerical experiments show that (5.8) is unconditional stable
with s1 = s2 = 2, though a rigorous proof of the stability is still elusive. On the other hand, with s1 = s2 = 0, the scheme will only
be stable for extremely small dt.

At each time step, the scheme (5.8) is a system of three coupled second-order equations for {/n+1, ln+1, xn+1}. Hence, the
algorithms developed in the last section can be applied directly. We plot in Fig. 2 the time evolution of a typical pore network
pattern which is qualitatively consistent with those presented in [15].

5.3. Phase-field-crystal equations

Consider the following energy functional that arises from the so called phase-field-crystal method [6,26],
Eð/Þ ¼
Z

X

/
2
��þ ðDþ 1Þ2 Dþ Q 2

1

� �2
þ R1

� �
 �
/þ /4

4

( )
dX; ð5:9Þ
where �, R1, and Q1 are given constants depending on the material. One consider the gradient flow with respect to the free
energy (5.9), leading to a 10th order nonlinear PDE in /, which can be rewritten as a system of five coupled second-order
equations:
/t ¼ Dl;

l ¼ f ð/Þ þ c1w1 þ c2w2 þ c3w3 þ c4Dw3;

w1 ¼ D/;

w2 ¼ Dw1;

w3 ¼ Dw2;

8>>>>>>><
>>>>>>>:

ð5:10Þ
with homogeneous Neumann boundary conditions for /,l,w1,w2,w3. In the above, f(/) = c0/ + /3 and fcig4
i¼0 are constants

depending on �, R1, and Q1.
Similarly as in the previous two examples, we propose the following stabilized scheme for (5.10):
/nþ1�/n

dt ¼ Dlnþ1;

lnþ1 ¼ f ð/nÞ þ c1wnþ1
1 þ c2wnþ1

2 þ c3wnþ1
3 þ c4Dwnþ1

3 þ sð/nþ1 � /nÞ;

wnþ1
1 ¼ D/nþ1;

wnþ1
2 ¼ Dwnþ1

1 ;

wnþ1
3 ¼ Dwnþ1

2 ;

8>>>>>>>>><
>>>>>>>>>:

ð5:11Þ
where s is a suitable stabilizing parameter. It can be shown, by using a similar procedure as in [22], that the above scheme is
unconditionally stable with s P s0 for some suitable parameter s0.

It is clear that, at each time step, the scheme (5.11) is a system of five coupled second-order equations for
/nþ1;lnþ1;wnþ1

1 ;wnþ1
2 ;wnþ1

3

� �
. Hence, this tenth-order nonlinear equation can be efficiently solved by using the above stabi-

lized time discretization scheme coupled with the spectral-Galerkin algorithms developed in the last section.

5.4. Schrödinger equations

Next, we consider the following time dependent nonlinear Schrödinger equation,
i
@

@t
wðx; tÞ ¼ �1

2
Dþ VðxÞ þ bjwðx; tÞj2


 �
wðx; tÞ; ð5:12Þ
where wðx; tÞ 2 C is the unknown wave function, V(x) a given potential function, and b the interaction intensity between
atoms. The Eq. (5.12) is also known as the Gross–Pitaevskii equation [14], which describes the mean field dynamics of
the Bose Einstein condensation (BEC). As an example, we consider X = (�1,1)3 with
wðx; tÞj@X ¼ 0: ð5:13Þ
A popular and efficient way to discretize (5.12) in time is to use a operator splitting scheme. For example, we can split the
original equation into two sub-problems:
i @
@t w ¼ Lw , � 1

2 Dw;

i @
@t w ¼ Nw , ½VðxÞ þ bjw2j�w;

ð5:14Þ
and use the second–order Strang splitting method [24]:
wð1Þ ¼ e�idt
2Nwn; wð2Þ ¼ e�idtLwð1Þ; wnþ1 ¼ e�idt

2Nwð2Þ: ð5:15Þ
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Note that the first and third substeps are ODEs which can be solved exactly (cf., for instance, [2]) so we focus on the second
substep for the linear operator L.

Writing w = u + iv in the first equation of (5.14), and separating the real and imaginary parts, we find
v t ¼ 1
2 Du;

ut ¼ � 1
2 Dv:

(
ð5:16Þ
Hence, we can discretize the above by the second-order Crank–Nicholson scheme in time

vnþ1�vn

dt ¼ 1
2 Dðunþ1 þ unÞ; vnþ1j@X ¼ 0;

unþ1�un

dt ¼ � 1
2 Dðvnþ1 þ vnÞ; unþ1j@X ¼ 0;

(
ð5:17Þ
which, at each time step, is a system of two coupled second-order equations in {un+1,vn+1}. Thus, our spectral-Galerkin algo-
rithms can be applied directly.

5.5. Rotational Navier–Stokes equations

We consider the following rotational Navier–Stokes equations
ut þ u � ru ¼ mDu�rp� C� u;
r � u ¼ 0;

�
ð5:18Þ
in X = (�1,1)3 with homogeneous Dirichlet boundary conditions and C = (c1,c2,c3).
A typical semi-implicit time discretization for (5.18) is the following pressure-correction scheme (cf. [8]):

	 In the first substep, we find ~unþ1 by solving:
~unþ1�un

dt � mD~unþ1 þ C� ~unþ1 ¼ �rpn � un � run;

~unþ1j@X ¼ 0:

(
ð5:19Þ
	 In the second substep, we find (un+1,/n+1) from
unþ1�~unþ1

dt þr/nþ1 ¼ 0;
r � unþ1 ¼ 0;
unþ1 � nj@X ¼ 0:

8><
>: ð5:20Þ
	 In the third substep, we update pn+1 by
pnþ1 ¼ /nþ1 þ pn � mr � ~unþ1: ð5:21Þ
Note that the second substep can be reformulated as a Poisson equation for /n+1 by applying the divergence operator on
both side, while the first substep is a system of three coupled second-order equations so it can be solved efficiently by our
spectral-Galerkin algorithms.

6. Conclusion

We constructed in this paper two efficient spectral-Galerkin algorithms for solving systems of n coupled second-order
equations in separable geometries with decoupled boundary conditions. The first one is the full diagonalization method
which is easy to implement, while the second one is the so called partial diagonalization method which is slightly more com-
plicated to implement but is more efficient and can be applied to a wider class of problems. The computational complexity of
these algorithms is CNd+1 (where d is the dimension, and C is a small number), and it is essentially n times the cost of solving
one second-order equation. Hence, these algorithms are extremely efficient and accurate for solving systems of coupled sec-
ond-order equations.

We presented several interesting and challenging applications that can be solved by using the new algorithms, as well as
numerical results which demonstrate their accuracy and flexibility.

While the new algorithms presented in this paper only apply to a specific class of systems of coupled second-order equa-
tions, they are very efficient and accurate whenever applicable. We believe that they can be useful in dealing with many
important scientific and engineering applications in materials science and fluid dynamics which are otherwise difficult to
treat with conventional numerical methods.
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