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Abstract. We study a Fourier-spectral method for a dissipative system modeling the flow of
liquid crystals. We first prove its convergence in a suitable sense and establish the existence of a
global weak solution of the original problem and its uniqueness in the two dimensional case. Then
we derive error estimates which exhibit the spectral accuracy of the Fourier-spectral method. We
also construct a fully discrete scheme and carry out a complete stability and error analysis for it.
Finally, we present some illustrative numerical results.
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1. Introduction. Liquid crystals are sometimes referred to as the fourth state of
matter following gases, liquids, and solids. They provide effective solutions to various
problems in scientific and industrial applications. For many problems, a liquid crystal
molecule is often pictured as a rod whose orientation is depicted by a director field d.
In many previous works, the velocity field u of liquid crystal is completely ignored,
while in some other works, u is taken into account. Attempts to couple the states
of the director with the states of flow have become available only recently (see, for
example, [8]). For other recent analytical and numerical studies of nematic liquid
crystals, we refer to [5, 11, 25].

In this paper, we study a Fourier-spectral approximation for the following non-
linear system for the pair (u, d):



∂u

∂t
+ (u · ∇)u− ν∇ ·D(u) +∇p+ λ∇ · (∇d�∇d) = 0, (x, t) ∈ QT ,

∇ · u = 0, (x, t) ∈ QT ,
∂d

∂t
+ (u · ∇)d− γ(∆d− f(d)) = 0, (x, t) ∈ QT ,

(1.1)

with the initial values u(x, 0) = u0(x), d(x, 0) = d0(x), and certain boundary con-
ditions. Here, Ω ⊆ Rn(n = 2, 3), QT = ω × (0, T ], ν, λ, and γ are some posi-
tive constants. p is the pressure, ∇d is the Jacobian matrix with the (j, k)th entry
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∂d(j)

∂xk
, ∇d � ∇d is the stretching tensor whose (j, k)th entry is given by ∂d

∂xj
· ∂d
∂xk
,

D(u) = 1
2 (∇u+ (∇u)T ), and ∇ ·D(u) is a vector whose jth component is given by

1

2

n∑
k=1

∂

∂xk

(
∂u(k)

∂xj
+

∂u(j)

∂xk

)
.

The above system (1.1) was first proposed in Lin [19, 20]. It was motivated by the
Erickson–Leslie equation describing the flow of nematic liquid crystals; see Erickson
[9, 10] and Leslie [18]. The system is not parabolic, but it is dissipative. The system
(1.1) was derived with much simplification from the original free energy functional in
the Erickson–Leslie theory, but it retains all the essential mathematical features (see
[19, 20]).

Lin and Liu [22] considered the existence and uniqueness of the solution of (1.1)
when Ω is bounded, f(d) is bounded uniformly for all d ∈ Rn, and the Dirichlet
boundary condition is imposed. Subsequently, Liu and Walkington [24] provided a
finite element approximation to (1.1), where f(d) is the gradient of a scalar valued
function F (d), namely,

F (d) =
1

4ε2
(|d|2 − 1)2, f(d) = ∇dF (d) = 1

ε2
(|d|2 − 1)d, ε > 0.(1.2)

The penalty term f(d) is used to approximate the constraint |d| = 1. It was truncated
to be quadratic outside the ball of |d| ≥ 1 in Liu and Walkington [24].

In this paper, we assume periodic boundary conditions for both the velocity and
the director. Physically speaking, there are situations where the properties of the
liquid crystals are characterized by periodic patterns [15] and are studied in periodic
cells [2]. Thus, periodic boundary conditions are of physical relevance in such settings.
On the other hand, the defects in the center of the bulk of a liquid crystal configuration
can be studied separately by ignoring the influence of the boundary conditions when
the defects are far away from the boundary. In this case, the periodicity does not
significantly affect the defect motion and the interaction with the flow.

With the periodic boundary conditions, the Fourier-spectral approximation be-
comes a very natural way to solve the model equations numerically. Indeed, with the
aforementioned penalization, the underlying director and velocity fields become quite
regular. Employing the Fourier-spectral methods in the approximation may allow us
to take the full advantage of the high resolution nature of the spectral methods. In
fact, the Fourier-spectral methods have been successfully applied to the numerical
simulation of microstructural evolution using diffusive phase field models, where the
thickness of the diffusive interface plays the same role as the small parameter ε in the
penalty term; cf. [4, 31]. We must emphasize that the Fourier-spectral methods we
propose here, as well as the finite element methods used in [24, 27], are not suitable for
computing the singular limiting solutions as ε → 0; instead, it is aimed at computing
the regularized solutions with small but fixed penalty parameter ε. We refer to [1] for
works related to the algorithms for the ε → 0 limiting case of harmonic mappings.

Thus, we consider in this paper a Fourier-spectral approximation to problem (1.1)
with the periodic boundary condition on the domain Ω = (0, 2π)d. We shall construct
a Fourier-spectral approximation and derive optimal error estimates of spectral-type
for it. The convergence of the Fourier-spectral approximation also implies the exis-
tence of a global weak solution for the system (1.1) with periodic boundary conditions
and its uniqueness in the two dimensional case. In our analysis, we do not assume
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f(d) to be uniformly bounded, so no truncation on the penalty function f in (1.2) is
required.

Of course, the Fourier-spectral approximation has its limitation when the bound-
ary effect becomes important for the defect motion and interaction. In cases where
periodic assumption becomes inappropriate due to the boundary effects in one or
more directions, one may use a Legendre– or Chebyshev–Galerkin approximation
[14, 28, 29] in these nonperiodic directions. The theoretical frameworks presented
here for the periodic boundary conditions can mostly be applied to the latter case,
although the actual numerical implementations will be much more involved, mainly
due to the difficulty associated with the incompatibility, which, by the way, can be
easily handled in the periodic case considered here. One may also consider using a
finite-element or finite-difference method as in [24, 27]. In fact, finite-element and
finite-difference methods have played dominant roles in the simulation of liquid crys-
tals [6, 7, 26]. However, the difficulties involved in a finite-difference method or
finite-element method can be formidable for the liquid crystal flows considered here.
Through this and future works, we hope to demonstrate that spectral methods may
provide a valuable alternative for conducting simulations of liquid crystal flows in
certain physically relevant situations.

The paper is organized as follows. In section 2, we prove the convergence of
a sequence of numerical solutions to a global weak solution of problem (1.1). The
uniqueness of such solution when n = 2 is then considered. In section 3, we derive an
error estimate which shows the spectral accuracy of the proposed numerical method.
In section 4, we take into account the discretization in time and construct some fully
discrete schemes. Some illustrative numerical experiments are presented in the final
section.

2. Fourier spectral method. Let all functions in (1.1) be periodic with period
2π for all xj , 1 ≤ j ≤ n. For simplicity, we use the notations ∂t =

∂
∂t and ∂xj =

∂
∂xj

, 1 ≤ j ≤ n. Let Dp be the set of all infinitely differentiable, n-dimensional vector
periodic functions with the period 2π. For 1 ≤ q ≤ ∞, Lqp is the closure of Dp in
Lq(Ω) with the norm ‖ · ‖Lq . Similarly, for r ≥ 0, Hr

p stands for the closure of Dp in
Hr(Ω), equipped with the seminorm | · |r = | · |Hr(Ω) and the norm ‖ · ‖r = ‖ · ‖Hr(Ω).
For any r < 0, Hr

p is the duality of H
−r
p . In particular, we denote ‖ · ‖ = ‖ · ‖0. For

any v, w ∈ Rn,

(v, w) =

∫
Ω

v · w dx =

∫
Ω

vTw dx.

We set

D∗
p = {v ∈ Dp | ∇ · v = 0}

and denote by H and V the closures of D∗
p in L2

p and H1
p , respectively.

For any v, w ∈ H1
p , let

(D(v), D(w)) =

∫
Ω

D(v) ·D(w)dx.

It can be checked that for any v ∈ H2
p and w ∈ H1

p ,

(D(v), D(w)) + ((∇ ·Dv), w) = 0.(2.1)
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Also, one can easily show (cf. [22]) that for any v ∈ H2
p ,

∇ · (∇v �∇v) = ∇
( |∇v|2

2

)
+ (∇v)T∆v.(2.2)

A weak formulation of the problem (1.1) with periodic boundary condition is to
find a pair (u, d) ∈ L2(0, T ;V )∩L∞(0, T ;H)×L2(0, T ;H2

p )∩L∞(0, T ;H1
p ) such that

for any v ∈ V and w ∈ H2
p ,


(∂tu, v) + ((u · ∇)u, v) + ν(D(u), D(v))

+ λ(∇ · (∇d�∇d), v) = 0,
(∂td,w) + ((u · ∇)d,w) − γ(∆d− f(d), w) = 0

(2.3)

subject to the initial conditions u(x, 0) = u0 ∈ H and d(x, 0) = d0 ∈ H1
p .

Remark 2.1. For any v ∈ V and w, z ∈ H1
p ,

((v · ∇)z, w) + ((v · ∇)w, z) = 0.(2.4)

Moreover, by (2.2), for any v ∈ H2
p and w ∈ H,

(∇ · (∇v �∇v), w) = (∆vT (∇v), w).(2.5)

Thus the weak form (2.3) is equivalent to the following system:




(∂tu, v) +
1

2
((u · ∇)u, v) −1

2
((u · ∇)v, u)

+ν(D(u), D(v)) + λ(∆dT (∇d), v) = 0 ∀v ∈ V,

(∂td,w) +
1

2
((u · ∇)d,w) −1

2
((u · ∇)w, d) + γ(∆d− f(d), w) = 0 ∀w ∈ H2

p .

We now consider a Fourier-spectral method. Letm(j) = (m
(j)
1 , . . . ,m

(j)
n ), |m(j)| =

max1≤k≤n |m(j)
k |, and |m| = max1≤j≤n |m(j)|.

Take the standard basis function φm = [φ
(1)
m , . . . , φ

(j)
m ]T with

φ(j)
m = (2π)−

3
2 eim

(j)·x, |m(j)| = 0, 1, 2, . . . , 1 ≤ j ≤ n.

Define ΦM = span {φm | 0 ≤ |m| ≤ M}. Let PM be the set consisting of all real-
valued functions in ΦM and VM = PM ∩H. Let PM : H → VM be the L2

p-orthogonal
projection. Throughout the paper, we denote by c a generic positive constant inde-
pendent of any function and M .

The Fourier-spectral method for (2.3) is to find a pair (uM , dM ) ∈ L∞(0, T ;VM )×
L∞(0, T ;PM ) such that


(∂tuM , φ) + ((uM · ∇)uM , φ) + ν(D(uM ), D(φ))

+λ(∇ · (∇dM �∇dM ), φ) = 0 ∀φ ∈ VM ,
(∂tdM , ψ) + ((uM · ∇)dM , ψ)− γ(∆dM − f(dM ), ψ) = 0 ∀ψ ∈ PM

(2.6)

with uM (x, 0) = PMu0(x) and dM (x, 0) = PMd0(x). Note that in general, different
values of M may be used for approximating u and d.

We first study the existence and uniqueness for the numerical solutions of (2.6).
The main result is the following theorem.
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Theorem 2.1. For any u0 ∈ H, d0 ∈ H1
p and T > 0,

1. the problem (2.6) admits a unique weak solution in QT ;
2. for any sequence of solutions of (2.6), there exists a subsequence converging
to (u, d), a global weak solution of (2.3) in QT .

We shall prove this theorem in the same way as in Lin and Liu [22], with slight
modification. Indeed, the periodicity allows us to consider discrete approximations
to both u and d directly. This immediately leads to the convergence of numerical
solutions; however, a more precise analysis is also required. Furthermore, additional
treatment is needed for the untruncated penalty term f(d). The proof is based on
the four following propositions.

Proposition 2.2. There exists a T0 > 0 depending only on u0, d0, and M such
that (2.6) has at least one classical solution in QT0

.

Proof. Let u
(j)
0,m be the mth Fourier coefficient of u

(j)
0 and c1 be a suitably large

positive constant to be determined below. We choose y = (y(1), y(2), . . . , y(n))T in
such a way that 


y(j)(x, t) =

M∑
|mj |=0

y(j)
m (t)φ(j)

m (x),

y
(j)
m (0) = u

(j)
0,m, 0 ≤ j ≤ n,

and ‖y(t)‖ ≤ c1 for all t ∈ [0, T1]. Next, let z ∈ PM be the solution of the parabolic
equation

(∂tz, ψ) + ((y · ∇)z, ψ)− γ(∆z − f(z), ψ) = 0 ∀ψ ∈ PM(2.7)

with z(x, 0) = PMd0(x). Let g(z) = f(z)+
z

ε2
. Clearly, it is monotone. Therefore the

theory of the parabolic system (cf. [16]) ensures that (2.7) has a unique solution for a
given y. By taking ψ = −∆z + PMf(z) in (2.7) and integrating by parts, we deduce
that for all t ∈ [0, T1],

d

dt

(
|z|21+ 2

∫
Ω

F (z)dx

)
+ 2γ‖∆z − PMf(z)‖2

= 2((y · ∇)z,∆z − PMf(z)) ≤ γ‖∆z − PMf(z)‖2 +
1

γ
‖(y · ∇)z‖2.

(2.8)

It is well known (cf. [3] and [14]) that for any φ ∈ PM and 1 ≤ p ≤ q ≤ ∞,
‖φ‖Lq ≤ cM

n
p −n

q ‖φ‖Lp ,(2.9)

and for any r ≥ 0,
‖φ‖r ≤ cMr‖φ‖.(2.10)

Since y ∈ VM , we derive from (2.8) and (2.9) that for all 0 ≤ t ≤ T1,

|z(t)|21 + 2
∫

Ω

F (z)dx ≤ e
cc1
γ MnT1

(
|d0|21 + 2

∫
Ω

F (d0)dx

)
.

Moreover, for any φ ∈ VM and all 0 ≤ t ≤ T1,

|(∇ · (∇z �∇z), φ)| ≤ cM
n
2 |φ|1|z|21 ≤ c2|φ|1,(2.11)
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where c2 is a positive constant depending only on c1,M, γ, and d0.

Now let y∗ be the solution of the system

(∂ty
∗, φ) + ((y∗ · ∇)y∗, φ) + ν(D(y∗), D(φ)) + λ(∇ · (∇z �∇z), φ) = 0,(2.12)

for all φ ∈ VM and with y∗(x, 0) = PMu0(x). Note that for any v ∈ H1
p ,

(D(v), D(v)) ≥ 1

2
|v|21.(2.13)

Hence, (2.12) is a parabolic equation and it has a unique solution. By taking φ = y∗

in (2.12) and using (2.4), (2.11), and (2.13), we conclude that for all t ∈ [0, T1],

‖y∗‖ ≤ ‖PMu0‖+ c3t ≤ ‖u0‖+ c3t

with c3 being a positive constant depending only on c1,M, γ, and d0.

We now take c1 = 2(‖u0‖ + 1) and choose a sufficiently small T0 > 0 such that
‖uo‖ + c3T0 ≤ c1. Further, we denote the mapping from y to y∗ by L, that is,
y∗ = L(y), and set

B(T0) = {v ∈ L∞(0, T0;VM ) | v(x, 0) = PMu0(x), ‖v(t)‖ ≤ c1 for t ∈ [0, T0]} .

As in Lin and Liu [22], it can be shown that L is a compact mapping from the closed
convex set B(T0) into B(T0). Thus L has at least one fixed point uM ∈ B(T0). Let dM
be the solution governed by the second equation of (2.6). Then (uM , dM ) is a smooth
solution of (2.6) in QT0 .

It is easy to prove the following technical lemma which is needed in what follows.

Lemma 2.3. Assume that

• z(t) is a nonnegative function of t,
• the constants bj ≥ 0, γj ≥ 0,

• b0e
Nb1t1 ≤ min

2≤j≤N

(
b1
bj

) 1
γj

• ∀t ∈ [0, t1], z(t) ≤
∫ t

0

z(s)(b1 +

N∑
j=2

bjz
γj (s))ds+ b0.

Then for all t ∈ [0, t1], we have z(t) ≤ b0e
Nb1t.

Proposition 2.4. Let (uM , dM ) be any solution of (2.6). Then for all t ∈ [0, T0],

E(t) +

∫ t

0

(ν
2
|uM (s)|21 + 2λγ‖∆dM (s)− PMf(dM (s))‖2

)
ds ≤ σ0e

c4M
− 1

8 t,

E(t) +

∫ t

0

(ν
2
|uM (s)|21 + 2λγ|dM (s)|22

)
ds ≤

(
1 +

4γ

ε2

)
σ0e

c4M
− 1

8 t,

where

E(t) = ‖uM (t)‖2 + λ‖dM (t)‖2
1,

σ0 = ‖u0‖2 + λ|d0|21 + 3λ
∫

Ω

F (d0)dx+ λ(2π)n(ε2 + 1 + ε
√

ε2 + 2),

and c4 is a positive constant depending on γ, λ, and ε.
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Proof. We take φ = uM and ψ = −∆dM + PMf(dM ) in (2.6). Using (2.4), (2.5),
and (2.13), we obtain that

d

dt
‖uM‖2 + ν|uM |21 + 2λ((∆dTM )∇dM , uM ) ≤ 0(2.14)

and

d

dt

(
λ|dM |21 + 2λ

∫
Ω

F (dM )dx
)
− 2λ((uM · ∇)dM ,∆dM )

+ 2λ((uM · ∇)dM , PMf(dM )) + 2λγ‖∆dM − PMf(dM )‖2 = 0.
(2.15)

Let I be the identity operator and g(z) = f(z) +
z

ε2
. For any v ∈ V and w ∈ H1

p ,

we have

((v · ∇)w, f(w)) = 0.(2.16)

Thus, the combination of (2.14)–(2.16) leads to

d

dt

(
‖uM‖2 + λ|dM |21 + 2λ

∫
Ω

F (dM )dx
)
+ ν|uM |21

+ 2λγ‖∆dM − PMd(dM )‖2 ≤ 2λ|G|,
(2.17)

where

G = ((uM · ∇)dM , (PM − I)g(dM )).

For any v ∈ Hr
p and 0 ≤ µ ≤ r, we have

‖PMv − v‖µ ≤ cMµ−r‖v‖r.(2.18)

Moreover,

‖g(dM )‖1 ≤ c‖dM‖2
L4 |dM |1.

Thus by (2.10) and imbedding theory,

2λ|G| ≤ ν

2
|uM |21 +

c4

M
1
8

‖uM‖2 +
c4

M
3
8

‖dM‖8
1.(2.19)

Substituting (2.19) into (2.17) and integrating the resulting inequality with respect
to t, we find that for large M ,

‖uM (t)‖2+ λ|dM (t)|21 + 2λ
∫

Ω

F (dM (t))dx

+

∫ t

0

(ν
2
|uM (s)|21 + 2λγ‖∆dM (s)− PMf(dM (s))‖2

)
ds

≤ ‖u0‖2 + λ|d0|21 + 3λ
∫

Ω

F (d0)dx

+
c4

M
1
8

∫ t

0

(
‖uM (s)‖2 +

1

M
1
4

‖dM (s)‖8
1

)
ds.

(2.20)

Clearly,

2λ

∫
Ω

F (dM )dx ≥ 0.(2.21)
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Moreover,

2λ

∫
Ω

F (dM )dx ≥ λ

2ε2
(‖dM‖4

L4 − 2‖dM‖2 + (2π)n)

≥ λ‖dM‖2 − λ(2π)n

2
(2 + ε2) .

Hence, for some constant σ0, (2.20) reads

‖uM (t)‖2 + λ‖dM (t)‖2
1+

∫ t

0

(ν
2
|uM (s)|21 + 2λγ‖∆dM (s)− PMf(dM (s))‖2

)
ds

≤ σ0 +
c4

M
1
8

∫ t

0

(‖uM (s)‖2 +
1

M
1
4

‖dM (s)‖8
1)ds .

(2.22)

We now use Lemma 2.3 with N = 2, b0 = σ0, b1 = c4M
− 1

8 , b2 = c4M
− 3

8 , γ2 = 3,
and z(t) as the left side of (2.22). Then the first conclusion follows immediately.

As in Liu and Walkington [24], a calculation shows that for any v ∈ H2
p ,

−2ε2(f(v),∆v) = ‖∇(|v|2)‖2 + 2‖|v|∇v‖2 − 2‖∇v‖2 ≥ −2|v|21(2.23)

and

‖∆dM − PMf(dM )‖2 ≥ |dM |22 + ‖PMf(dM )‖2 − 2

ε2
|dM |21.

Therefore, by using the previous results, we reach the second conclusion.
Remark 2.2. By Proposition 2.4, for any β > 0, there exist M0 > 0 and T0 > 0

such that for all M ≥ M0 and all t ∈ [0, T0],

E(t) ≤ σ0(1 + βt).

Proposition 2.5. Problem (2.6) has a unique weak solution in QT0
.

Proof. Suppose that (2.6) has two solutions (uM , dM ) and (ūM , d̄M ). Let ũM =
ūM − uM and d̃M = d̄M − dM . Then



(∂tũM , φ) + ((ūM · ∇)ũM , φ) + ν(D(ũM ), D(φ))

+λ(∇ · (∇d̃M �∇d̃M ), φ) = A(φ) ∀φ ∈ VM ,

(∂td̃M , ψ) + ((ũM · ∇)d̃M , ψ)− γ(∆d̃M , ψ) =

2∑
j=1

Bj(ψ) ∀ψ ∈ PM ,

(2.24)

where

A(φ) = −((ũM · ∇)uM , φ)− 2λ(∇ · (∇dM �∇d̃M , φ),

B1(ψ) = −((uM · ∇)d̃M , ψ)− ((ũM · ∇)dM , ψ),

B2(ψ) = −γ(f(d̄M )− f(dM ), ψ).

We now denote

Ẽ(t) = ‖ũM (t)‖2 + ‖d̃M (t)‖2 + λ|d̃M (t)|21
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and take φ = 2ũM and ψ = −2λ∆d̃M in (2.24). In addition, we take ψ = 2d̃M in
the second formula of (2.24). Putting the three results together, we derive from (2.4),
(2.5), and (2.13) that

dẼ

dt
+ ν|ũM |21 + 2γ|d̃M |21 + 2λγ|d̃M |22 ≤2A(ũM )

+ 2λ

2∑
j=1

Bj(∆d̃M ) + 2

2∑
j=1

Bj(d̃M ).

(2.25)

Let η be any positive number. Since ũM ∈ VM , we have from (2.4) and (2.9) that

|A(ũM )| ≤ η|ũM |21 +
c

η
Mn(‖uM‖2‖ũM‖2 + |dM |21|d̃M |21),

|B1(∆d̃M )| ≤ η|d̃M |22 +
c

η
Mn(‖uM‖2|d̃M |21 + |dM |21‖ũM‖2).

A direct calculation shows that for any v, w ∈ Rn,

ε2(f(v + w)− f(v)) · w ≥ 1

2
|v|2|w|2 − |w|2.(2.26)

Also,

ε2(f(d̄M )− f(dM )) = (|d̄M − dM |2 − 1)d̃M + |dM |2d̃M
+ |d̄M − dM |dM |d̃M |+ 2(dM · d̃M )d̄M .

(2.27)

Thus,

|B2(∆d̃M )| ≤ c

ε2
‖∆d̃M‖ ‖d̃M‖L6(‖ |d̄M |2‖L3 + ‖ |dM |2‖L3) +

1

ε2
‖∆d̃M‖ ‖d̃M‖

≤ η|d̃M |22 +
c

ηε4
(‖d̄M‖4

1 + ‖dM‖4
1 + 1)‖d̃M‖2

1.

From (2.4), (2.9), and (2.26), we have

|B1(d̃M )|+ |B2(d̃M )| ≤ γ

ε2
‖d̃M‖2 + c|d̃M |21 + cM

n
3 ‖dM‖2

1‖ũM‖2.

Letting η be suitably small, substituting the previous estimates into (2.25), we assert
that

dẼ

dt
+

ν

2
|ũM |21 + γ|d̃M |21 + λγ|d̃M |22 ≤ c5(‖ũM‖2 + ‖d̃M‖2

1),

where c5 is a positive constant depending only on ν, λ, γ, ε,M, ‖uM‖, ‖dM‖1, and
‖d̄M‖1. This fact, together with ũM (x, 0) = d̃M (x, 0) = 0, leads to the
conclusion.

Proposition 2.6. For any T > 0, problem (2.6) has a unique weak solution in
QT .

Proof. Let c6(t) = σ0(1 + βt). If (uM , dM ) is a solution of (2.6) in QT0 , then by
Remark 2.3,

‖uM (T0)‖2 + ‖dM (T0)‖2
1 ≤ c6(T0).
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Take c1 = c6(T0) in the proof of Proposition 2.2. Then there exists a positive constant
δ depending only on c6(T0) and M such that (2.6) has a unique solution (ūM , d̄M )
in Rn × [T0, T0 + δ] with ūM (T0) = uM (T0) and ūM (T0) = dM (T0). Finally, the
conclusion follows from the extension property.

To study the convergence of (2.6), as well as the existence and the uniqueness of
global weak solution of (2.3), we recall the following lemma [23].

Lemma 2.7. Assume that

• X0 ⊂ X ⊂ X1 are three Hilbert spaces,
• the injections X0 → X and X → X1 are continuous,
• the injection X0 → X is compact,
• Y = Lα0(0, T ;X0) ∩W 1,α1(0, T ;X1), α0, α1 > 1.

Then the injection Y → Lα0(0, T ;X) is also compact.

The next lemma can be proved by adapting the same line of argument as for
Theorem 3.2 in Temam [30] to the periodic setting.

Lemma 2.8. If vk → v weakly in L2(0, T ;V ) and strongly in L2(0, T ;H), then

∫
QT

(vk · ∇)vk · wdx →
∫
QT

(v · ∇)v · wdx ∀w ∈ L2(0, T ;H).

We are now in position to prove Theorem 2.1.

Proof of Theorem 2.1. Let {(uM , dM )} be a sequence of solutions of (2.6) in QT .
For any v ∈ H, we take φ = PMv in the first formula of (2.6). Since n ≤ 3, we use
(2.4) and imbedding theory to obtain that

|(∂tuM , φ)| ≤ c‖φ‖1(‖uM‖1 + ‖uM‖ 1
2 ‖uM‖ 3

2
1 + ‖dM‖ 1

2
1 ‖dM‖ 3

2
2 ),

which with Proposition 2.4 implies that

‖∂tuM‖
L

4
3 (0,T ;H−1)

≤ c7(T )

with c7(T ) being independent of M . Thus by Lemma 2.7, {uM} is precompact in
L2(0, T ;H). Similarly, {dM} is precompact in L2(0, T ;H1

p ).

We now take a subsequence, still denoted by {(uM , dM )}, such that
• uM → u, weakly in L2(0, T ;V ), weak∗ in L∞(0, T ;H), and strongly in

L2(0, T ;H);
• dM → d, weakly in L2(0, T ;H2

p ), weak∗ in L∞(0, T ;H1
p ), and strongly in

L2(0, T ;H1
p ).

A standard process shows that (u, d) is a weak solution of (2.3). Finally, the previous
statements indicate that for all t ∈ [0, T ],

‖u(t)‖2 + ‖d(t)‖2
1 +

∫ t

0

(|u(s)|21 + |d(s)|22)ds ≤ 2

min(4λγ, ν)

(
1 +

4γ

ε2

)
σ0e

c4M
− 1

8 t.

The proof of Theorem 2.1 is then complete.

Theorem 2.9. For n = 2, the whole sequence {(uM , dM )} converges to (u, d),
the unique solution of (2.3) in QT .



SPECTRAL APPROXIMATION FOR LIQUID CRYSTAL FLOW 745

Proof. It suffices to prove the uniqueness of the global weak solution of (2.3).
Suppose that both (ū, d̄) and (u, d) are solutions of (2.3). Let ũ = ū−u and d̃ = d̄−d.
We can derive an energy estimate for (ũ, d̃), which is exactly of the same form as (2.25).
The only difference is that uM , dM , ũM , and d̃M in (2.25) are now replaced by u, d, ũ
and d̃, respectively. The terms A(ũ), Bj(∆d̃), and Bj(d̃) can be estimated as before.
Finally we get

d

dt
(‖ũ‖2 + ‖d̃‖2

1) ≤ c(‖u‖2
1 + ‖d̄‖2

2 + ‖d‖2
2 + ‖d̄‖4

1 + ‖d‖4
1)(‖ũ‖2 + ‖d̃‖2

1).

Let

σ(t) = −c

∫ t

0

(‖u‖2
1 + ‖d̄‖2

2 + ‖d‖2
2 + ‖d̄‖4

1 + ‖d‖4
1)ds.

By virtue of Theorem 2.1, σ(t) is finite for all t ∈ [0, T ]. Then the conclusion follows
from this fact with ũ(x, 0) = d̃(x, 0) = 0.

Remark 2.3. Theorem 2.1 also provides a proof for the existence of the global
weak solution of (2.3). Theorem 2.9 gives the uniqueness of solution for n = 2. The
uniqueness of solution of (2.3) with n = 3 is an open problem just as in the Navier–
Stokes equations. Whereas by an argument similar to Theorem 3.4 of Temam [30],
we can prove that (2.3) has at most one solution such that

u ∈ L2(0, T ;V ) ∩ L8(0, T ;L4
p) ∩ L∞(0, T ;H),

d ∈ L2(0, T ;H2
p ) ∩ L8(0, T ;W 1,4

p ) ∩ L∞(0, T ;H1
p ).

In general, we can follow the same line as in Lions [23] to show the uniqueness of
solution (u, d) of (2.3) if

u ∈ L2(0, T ;V ) ∩ Ls(0, T ;Lrp) ∩ L∞(0, T ;H),

d ∈ L2(0, T ;H2
p ) ∩ Ls(0, T ;W 1,r

p ) ∩ L∞(0, T ;H1
p )

where 2
s +

n

r
≤ 1. Such a solution is continuous from [0, T ] into H ×H1

p .

Remark 2.4. The energy estimate in Theorem 2.1 depends on ε. However, if
F (d0) ≤ c, then for all t ∈ [0, T ], we have

‖uM (t)‖2 + ‖dM (t)‖2
1 + ν

∫ t

0

|uM (s)|21ds ≤ c8(T ),

where c8(T ) is independent of ε.

Remark 2.5. When Ω is a bounded domain with a piecewise smooth bound-
ary and the Dirichlet boundary condition is imposed, we can consider a modified
Fourier–Galerkin method as in Lin and Liu [22], and deal with the terms involving
(untruncated) f(d) as in this section, to derive the same results as in Theorems 2.1
and 2.9.

Remark 2.6. By combining the techniques used in this section and those in Lin
and Liu [22], we can derive the existence, the uniqueness, and the regularities of the
local classical solution of (2.3) for n = 2, 3.
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Remark 2.7. In [21], the liquid crystal model is generalized to non-Newtonian
flows by replacing the first equation in (1.1) with

∂u

∂t
+ (u · ∇)u− ν∇ ·D∗(u) +∇p+ λ∇ · (∇d�∇d) = 0, x ∈ Ω, 0 < t ≤ T,

where D∗(u) = q(|D(u)|)D(u), q(z) = c0 + c1z
r, for some c0, c1 and r ≥ 1/2, and

D(u) = (∇u + (∇u)T )/2. In this case, we may follow the same line of arguments as
above and as in [17] to derive the regularity results as in Remark 2.3 for the solutions
(u, d). Then, as in Remark 2.3, we can also show that the solution (u, d) is unique.

3. Error estimates. In the last section, we proved that the numerical solutions
tend to weak solutions of (2.3) in a suitable sense. We shall prove in this section that
the scheme (2.6) provides the spectral accuracy for the unique smooth solution. The
main difficulties in the error estimate come from the following three facts: (i) the
system (2.6) is a strongly nonlinear system, requiring delicate, nontrivial nonlinear
analysis as in [12]; (ii) some conservation properties of the numerical solution play
important roles for the convergence of weak solutions; however, the disturbed system
for the error functions does not satisfy the same conservation properties; (iii) the
system (2.6) is not of parabolic type. Thus, the error estimates cannot be easily
derived from a straightforward application of usual approaches. Therefore, a detailed
error analysis as presented below is fully justified.

Theorem 3.1. We assume that

u ∈ L2(0, T ;Hr1
p ) ∩ L∞(0, T ;H ∩Hσ1

p ), σ1 >
n

2
,

d ∈ L2(0, T ;Hr2
p ) ∩ L∞(0, T ;Hσ2

p ), σ2 >
n

2
+ 1,

(3.1)

with r1 > 0 and r2 > 1. Then, for all t ∈ [0, T ],

‖u− uM‖L2(0,T ;H1
p)∩L∞(0,T ;L2

p) ≤ c∗(M−r1 +M1−r2),

‖d− dM‖L2(0,T ;H2
p)∩L∞(0,T ;H1

p) ≤ c∗(M−r1 +M1−r2),

where c∗ is a positive constant depending only on ν, λ, γ, ε, and the norms of u and
d in the spaces mentioned in (3.1).

Proof. Let u∗
M = PMu, d∗M = PMd, ũM = uM − u∗

M , and d̃M = dM − d∗M . Then
it follows from (2.3) and (2.6) that for all t ∈ [0, T ] and (φ, ψ) ∈ VM × PM ,




(∂tũM , φ) + ((uM · ∇)ũM , φ) + ν(D(ũM ), D(φ))

+ λ(∇ · (∇d̃M �∇d̃M ), φ) =

4∑
j=1

Aj(φ),

(∂td̃M , ψ) + ((ũM · ∇)d̃M , ψ) − γ(∆d̃M − f(d̃M ), ψ) =

8∑
j=1

Bj(ψ),

(3.2)
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where

A1(φ) = ((u · ∇)u− (u∗
M · ∇)u∗

M , φ),

A2(φ) = λ(∇ · (∇d�∇d, φ)− (∇ · (∇d∗M �∇d∗M ), ψ),
A3(φ) = −((ũM · ∇)u∗

M , φ),

A4(φ) = −2λ(∇ · (∇d̃M �∇d∗M ), φ),
B1(ψ) = −((u · ∇)d− (u∗

M · ∇)d∗M , ψ),

B2(ψ) = −γ(f(d)− f(d∗M ), ψ),
B3(ψ) = −((ũM · ∇)d∗M , ψ),

B4(ψ) = −((u∗
M · ∇)d̃M , ψ),

B5(ψ) = − γ

ε2
(|d∗M |2d̃M , ψ),

B6(ψ) = −2γ
ε2
((d∗M · d̃M )d∗M , ψ),

B7(ψ) = − γ

ε2
(|d̃M |2d∗M , ψ),

B8(ψ) = −2γ
ε2
((d∗M · d̃M )d̃M , ψ).

We first take φ = ũM in (3.2). Using (2.4), (2.5), and (2.13), we obtain that

d

dt
‖ũM‖2 + ν|ũM |21 + 2λ(∆d̃TM (∇d̃M ), ũM ) ≤ 2

4∑
j=1

|Aj(ũM )|.(3.3)

Let g(v) = f(v) + v/ε2 and G̃ = ((ũM · ∇)d̃M , (PM − I)g(d̃M )). By taking
ψ = ψ̃M = −∆d̃M + PMf(d̃M ) in (3.2), we derive from (2.4) and (2.16) that

d

dt

(
λ|d̃M |21 +2λ

∫
Ω

F (d̃M )dx

)
− 2λ((ũM · ∇)d̃M ,∆d̃M ) + 2λγ‖ψ̃M‖2

≤ 2λ
8∑
j=1

|Bj(ψ̃M )|+ 2λ|G̃|.
(3.4)

To derive an energy estimate, we have to take only ψ = ψ̃ in (3.2). However, in
order to derive an error estimate, a more precise estimate for ‖d̃M‖ is required. To
this end, we rewrite the second formula of (3.2) in the following alternative form:

(∂td̃M , ψ) + ((uM · ∇)d̃M , ψ)− γ(∆d̃M , ψ) + γ(f(dM )− f(d∗M ), ψ) =
3∑
j=1

Bj(ψ).

(3.5)

By taking ψ = d̃M in (3.5) and using (2.4) and (2.26), we get

2λ

ε2
d

dt
‖ũM‖2 +

4λγ

ε2
|d̃M |21 ≤ 4λγ

ε4
‖d̃M‖2 +

4λ

ε2

3∑
j=1

|Bj(d̃M )|.(3.6)
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Let

E∗(t) = ‖ũM (t)‖2 +
2λ

ε2
‖d̃M (t)‖2 + λ|d̃M (t)|21 + 2λ

∫
Ω

F (d̃M (t))dx.

The combination of (3.3), (3.4), and (3.6) leads to

dE∗

dt
+ ν|ũM |21 +

4λγ

ε2
|d̃M |21 + 2λγ‖ψ̃M‖2 ≤ 4λγ

ε4
‖d̃M‖2 + 2

4∑
j=1

|Aj(ũM )|

+

8∑
j=1

|Bj(ψ̃M )| +
4λ

ε2

3∑
j=1

|Bj(d̃M )|+ 2λ|G̃|.
(3.7)

It remains to estimate the terms at the right side of (3.7). We first estimate
|Aj(ũM )|. Due to (2.4) and (2.18),

|A1(ũM )| ≤ η|ũM |21 +
c

η
M−2r1‖u‖2

σ1
‖u‖2

r1 ,(3.8)

|A2(ũM )| ≤ η|ũM |21 +
c

η
M2−2r2‖d‖2

σ2
‖d‖2

r2 ,(3.9)

|A3(ũM )| ≤ η|ũM |21 +
c

η
(‖u‖2‖u‖6

1 + ‖u‖ 1
2 ‖u‖ 3

2
1 )‖ũM‖2,(3.10)

|A4(ũM )| ≤ η(|ũM |21 + |d̃M |22) + c

(
1

η7
‖d‖2

1‖d‖6
2 +

1

η
‖d‖ 1

2
1 ‖d‖

3
2
2

)
‖d̃M‖2

1.(3.11)

Next, we estimate |Bj(ψ̃M )|. Using (2.18) and imbedding theory yields

|B1(ψ̃M )| ≤ η‖ψ̃M |2 + c

η
(M−2r1 +M2−2r2)(‖u‖2

σ2
‖d‖2

r2 + ‖u‖2
r1‖d‖2

σ2
).(3.12)

Similar to (2.27),

ε2(f(d∗M )− f(d)) = (|d∗M − d|2 − 1)(d∗M − d) + |d|2(d∗M − d)

+|d∗M − d|2d+ 2(d∗M · (d∗M − d))d∗M .

Thus, by (2.18) and imbedding theory,

|B2(ψ̃M )| ≤ η‖ψ̃M‖2 +
c

ηε4
M−2r2(‖d‖4

σ1
+ 1)‖d‖2

r2 .(3.13)

It is easy to show that

|B3(ψ̃M )| ≤ η(‖ψ̃M‖2 + |ũM |21) + c

(
1

η7
‖d‖2

1‖d‖6
2 +

1

η
‖d‖ 1

2
1 ‖d‖

3
2
2

)
‖ũM‖2,(3.14)

|B4(ψ̃M )| ≤ η(‖ψ̃M‖2 + |d̃M |22) + c

(
1

η7
‖u‖2‖u‖6

1 +
1

η
‖u‖ 1

2 ‖u‖ 3
2
1

)
‖d̃M‖2

1,(3.15)
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|Bj(ψ̃M )| ≤ η‖ψ̃M‖2 +
c

ηε4
‖d‖4

σ1
‖d̃M‖2, j = 5, 6, 7, 8.(3.16)

We now estimate |Bj(d̃M )|. We use (2.5), (2.18), and (2.26) to show that
|B1( ˜dM )| ≤ c|d̃M |21 + c(M−2r1 +M−2r2)(‖u‖2

σ1
‖d‖2

r2 + ‖u‖2
r1‖d‖2

σ1
),(3.17)

|B2(d̃M )| ≤ c‖d̃M‖2 +
c

ε4
M−2r2‖d‖4

σ1
‖d‖2

r2 ,(3.18)

|B3(d̃M )| ≤ c|d̃M |21 + c‖d‖2
σ1
‖ũM‖2.(3.19)

Finally, we estimate |G̃|. Similar to (2.19), we have

|G̃| ≤ η(|ũM |21 + |d̃M |22) +
c

ε2M
(‖ũM‖2 + ‖d̃M‖8

1) +
c

η6ε8M7
‖d̃M‖26

1 .(3.20)

Besides,

‖ψ̃M‖2 ≥ 1

2
|d̃M |22 −

c

ε4
‖d̃M‖6

L6 ≥ 1

2
|d̃M |22 −

1

ε4
‖d̃M‖6

1 −
c

ε4
‖d̃M‖2

1.(3.21)

Letting η be suitably small, taking σ1 < 2, and substituting (3.8)–(3.21) into
(3.7), we obtain that

dE∗

dt
+

ν

2
|ũM |21 + λγ|d̃M |22 ≤ F1(ũM , d̃M ) + F2(d̃M ) + F3(u, d),(3.22)

where

F1(ũ, d̃M ) = b∗1(‖ũM‖2 + ‖d̃M‖2
1 + ‖d̃M‖4

1),

F2(d̃M ) = cεM
−1‖d̃M‖8

1 + c2M
−7‖d̃M‖26

1 ,

F3(u, d) = cε(M
−2r1 +M2−2r2)(‖u‖2

σ1
‖u‖2

r1 + ‖d‖2
σ2
‖d‖2

r2 + ‖u‖2
r1‖d‖2

σ2

+ ‖u‖2
σ1
‖d‖2

r2 + ‖d‖4
σ1
‖d‖2

r2 + ‖d‖2
r2),

and cε is a positive constant depending only on µ, λ, γ, and ε, and b∗1 is a positive
constant depending only on ‖u‖1, ‖d‖2 and cε. We derive by direct calculation that

F (d̃M ) =
1

4ε2
|d̃M |4 − 1

2ε2
|d̃M |2 + 1

4ε2
(2π)n.(3.23)

Let us denote

Ẽ(t) = ‖ũM (t)‖2 +
λ

ε22
‖d̃M (t)‖2 + λ|d̃M (t)|21 +

λ

2ε2
‖d̃M (t)‖4

L4 .

Clearly,

E∗(t) ≥ Ẽ(t) +
λ

2ε2
(2π)n, E∗(0) =

λ

2ε2
(2π)n.(3.24)

Thus, integrating (3.22) with respect to t and using (3.23) and (3.24) yield that

Ẽ(t) +
ν

2

∫ t

0

|ũM (s)|21ds+ λγ

∫ t

0

|d̃M (s)|22ds ≤
∫ t

0

(F1(ũM (s), d̃M (s))

+ F2(d̃M (s)))ds+ ρ(t),
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where

ρ(t) =

∫ t

0

F3(u(s), d(s))ds ≤ b∗2(M
−2r1 +M2−2r2)

and b∗2 is a positive constant depending only on ν, λ, γ, ε, T and the norms ‖u‖L2(0,T ;H
r1
p ),

‖u‖L∞(0,T ;H
σ1
p ), ‖d‖L2(0,T ;H

r2
p ), and ‖d‖L∞(0,T ;H

σ2
p ).

We now apply Lemma 2.3 to the last inequality with N = 4, b0 = ρ(T ), b1 =
O(1), b2 = O(1), b3 = O(M−1), b4 = O(M−7), γ2 = 1, γ3 = 3, γ4 = 12, and

z(t) = Ẽ(t) +
ν

2

∫ t

0

|ũM (s)|21ds+ λγ

∫ t

0

|d̃M (s)|22ds.

Since r1 > 0 and r2 > 1, we have ρ → 0 as M → ∞. Thus, all conditions of Lemma
2.3 are fulfilled and the desired result follows.

Remark 3.1. Theorem 3.1 indicates the spectral accuracy of the Fourier-spectral
approximation (2.6) for a smooth solution. It also shows that if a global weak solution
of (2.3) possesses the regularity as in (3.1), then it is a unique solution.

4. Fully discrete Fourier spectral approximations. In actual computation,
we have to discretize the derivatives of unknown functions with respect to t in (2.6).
To do this, let τ be the mesh size of t and

ΠT =

{
t = kτ, 0 ≤ k ≤

[
T

τ

]}
.

For any t ∈ ΠT , we denote the value of v(x, t+ τ) by v+(x, t) or v+ for simplicity. Let

v̄ =
1

2
(v+ + v), δtv =

1

τ
(v+ − v).

Clearly,

2δtv · v = δt|v|2 − τ |δtv|2, 2δtv · v̄ = δt|v|2.(4.1)

Let 0 ≤ θ ≤ 1. A fully discrete scheme for (2.3) is to find a pair (uM , dM ) for all
t ∈ ΠT such that for all (φ, ψ) ∈ VM × PM ,


(δtuM , φ) + ((uM · ∇)uM , φ) + ν(D(uM +θτδtuM ), D(φ))

+λ(∇ · (∇dM �∇dM ), φ) = 0,

(δtdM , ψ) + ((uM · ∇)dM , ψ)− γ(∆(dM +θτδtdM )− f(dM ), ψ) = 0

(4.2)

subject to uM (x, 0) = PMu0(x) and dM (x, 0) = PMd0(x).
Remark 4.1. In (4.2), the linear terms are approximated by the usual θ scheme

which is explicit if θ = 0, otherwise it is implicit. For the sake of efficiency, the
nonlinear terms in (4.2) are treated explicitly, so the stability condition (4.15) is
required.

The following lemma, which is a special case of Lemma 4.16 of Guo [13], will be
used to estimate the time discretization error.

Lemma 4.1. Suppose that
• z(t) and y(z) are nonnegative functions defined on ΠT , and y(z) ≤ 0 for

z ≤ α,
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• the constants α > 0 and bj ≥ 0,
• b0e

Nb1T ≤ min(α, min
2≤j≤N

(
b1
bj
)

1
γj ), and

• ∀t ∈ ΠT , z(t) ≤ τ
∑

s ∈ ΠT
s < t


z(s)(b1 +

N∑
j=2

bjz
γj (s)) + y(s)


+ b0.

Then for all t ∈ ΠT , we have z(t) ≤ b0e
Nb1t.

Let u∗
M = PMu, d∗M = PMd, ũM = uM − u∗

M , and d̃M = dM − d∗M . Like (3.2), we
have the following error equations:



(δtũM , φ) + ((uM · ∇)ũM , φ) + ν(D(ũM + θτδtũM ), D(φ))

+ λ(∇ · (∇d̃M �∇d̃M ), φ) =

4∑
j=0

Aj(φ) ∀φ ∈ VM ,

(δtd̃M , ψ) + ((ũM · ∇)d̃M , ψ)

− γ(∆(d̃M + θτδtd̃M )− f(d̃M ), ψ) =

8∑
j=0

Bj(ψ) ∀ψ ∈ PM ,

(4.3)

where for j ≥ 1, Aj(φ) and Bj(ψ) are the same as in (3.2), and

A0(φ) = (∂tu− δtu, φ), B0(ψ) = (∂td− δtd, ψ).

We first take φ = ũM in (4.3). Then it follows from (2.4), (2.5), (2.13), and (4.1) that

δt‖ũM‖2 − τ‖δtũM‖2 + ν|ũM |21 + 2θντ(D(δtũM ), D(ũM ))

+ 2λ(∆d̃M (∇d̃M ), ũM ) ≤ 2
4∑
j=0

|Aj(ũM )|.(4.4)

Next, let ξ be a positive number to be determined. We take φ = ξτδtũM in (4.3) and
then by (2.13),

ξτ‖δtũM‖2 +
1

2
ξθντ2|δtũM |21 + ξντ(D(ũM ), D(δtũM )) ≤ ξτ

7∑
j=0

|Aj(δtũM )|,(4.5)

where

A5(δtũM ) = −((u∗
M · ∇)ũM , δtũM ),

A6(δtũM ) = −((ũM · ∇)ũM , δtũM ),

A7(δtũM ) = −λ(∇ · (∇d̃M �∇d̃M ), δtũM ).

Now we take ψ = −λ∆d̃M in (4.3). By (2.4), (2.23), and (4.1), we obtain that

λδt|d̃M |21 − λτ |δtd̃M |21 − 2λ((ũM · ∇)d̃M ,∆d̃M ) + 2λγ|d̃M |22 + θλγδt|d̃M |22
− θλγτ2|δtd̃M |22 ≤ 2λγ

ε2
|d̃M |21 + 2λ

8∑
j=0

|Bj(∆ũM )|.(4.6)

Moreover, taking ψ = −ξλτ∆δtd̃M in (4.3) and using (4.1), we deduce that

ξλτ |δtd̃M |21 +
1

2
ξλγτδt|d̃M |22 −

1

2
ξλγτ2|δtd̃M |22

+ ξθλγτ2|δtd̃M |22 ≤ ξλτ

10∑
j=0

|Bj(∆δtd̃M )|,
(4.7)
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where

B9(∆δtd̃M ) = −((ũM · ∇)d̃M ,∆δtd̃M ),

B10(∆δtd̃M ) = −γ(f(d̃M ),∆δtd̃M ).

We now rewrite the second formula of (4.3) as follows:

(δtd̃M , ψ) + ((uM · ∇)d̃M , ψ)− γ(∆(d̃M + θτδtũM ), ψ)

+ γ(f(d)− d(d∗M ), ψ) =
3∑
j=0

Bj(ψ).
(4.8)

Taking ψ = d̃M in (4.8) and using (2.4), (2.26), and (4.1), we assert that

δt‖d̃M‖2 − τ‖δtd̃M‖2 + 2γ|d̃M |21 + θγτδt|d̃M |21 − θγτ2|δtd̃M |21
≤ 2γ

ε2
‖d̃M‖2 + 2

3∑
j=0

|Bj(d̃M )|.(4.9)

Finally, taking ψ = ξτδtd̃M in (4.3), we derive from (4.1) that

ξτ‖δtd̃M‖2 +
1

2
ξγτδt|d̃M |21 − 1

2
ξγτ2|δtd̃M |21 + ξθγτ2|δtd̃M |21

= ξτ

10∑
j=0

|Bj(δtd̃M )|.
(4.10)

It can be verified by the definition of D(v) and (4.1) that

ντ(D(ũM ), D(δtũM )) ≥ 1

4
ντδt(|ũM |21 + ‖∂x1 ũ

(1)
M ‖2 + ‖∂x2 ũ

(2)
M ‖2)

− 1

2
ντ2|δtũM |21 −

1

4
ν|ũM |21.(4.11)

Let

E∗(t) = ‖d̃M (t)‖2 +
1

4
ντ(2θ + ξ)(|ũM (t)|21 + ‖∂x1

ũ
(1)
M (t)‖2 + ‖∂x2

ũ
(2)
M (t)‖2)

+

(
λ+ θγτ +

1

2
ξγτ

)
|d̃M (t)|21 + λγτ

(
θ + ξ

2

)
|d̃M (t)|22 + ‖ũM‖2.

Putting (4.4)–(4.7) and (4.9)–(4.10) together and using (4.11), we derive that

δtE
∗ + 2γ|d̃M |21 + 2λγ|d̃M |22 +

4∑
j=1

αj ≤ F0,(4.12)

where

α1 = ν

(
1− 1

2
θ − 1

4
ξ

)
|ũM |21,

α2 = τ(ξ − 1)‖δtũM‖2 +
1

2
ντ2(ξθ − 2θ − ξ)|δtũM |21,

α3 = τ(ξ − 1)‖δtd̃M‖2 + γτ2(ξθ − θ − 1

2
ξ)|δtd̃M |21,

α4 = λτ(ξ − 1)|δtd̃M |21 + λγτ2(ξθ − θ − 1

2
ξ)|δtd̃M |22,
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and

F0 =
2γ

ε2
‖d̃M‖2 +

2λγ

ε2
|d̃M |21 + 2

4∑
j=0

|Aj(ũM )|+ ξτ

7∑
j=0

|Aj(δtũM )|

+ 2λ

8∑
j=0

|Bj(∆d̃M )|+ ξλτ

10∑
j=0

|Bj(∆δtd̃M )|

+ 2

3∑
j=0

|Bj(d̃M )|+ ξτ

10∑
j=0

|Bj(δtd̃M )|.

We now choose the value of ξ such that all αj are positive. Indeed, for any
φ ∈ PM ,

|φ|21 ≤ nM2‖φ‖2.(4.13)

Let δ be a suitably small positive number and

ξ1(θ, δ) =
1 + θνnτM2 + δ

1 + ν
2nτM

2(θ − 1) , ξ2(θ, δ) =
1 + θγnτM2 + δ

1 + γnτM2(θ − 1
2 )

.(4.14)

Suppose that for θ < 1
2 , we have

τ < τ1(θ) =
1

nM2
min

(
2

γ(1− θ)
,

3− 2θ
ν((1− θ)2 + 1)

,
2

γ(1− 2θ) ,
3− 2θ

2γ(θ − 1)2
)
,

(4.15a)

and for 1
2 ≤ θ ≤ 1, we have

τ < τ2(θ) =
1

nM2
min

(
1

ν(1− θ)
,

3− 2θ
ν((1− θ)2 + 1)

,
3− 2θ

2γ(θ − 1)2
)
.(4.15b)

Thanks to (4.15), we can take ξ = max(ξ1(θ, δ), ξ2(θ, δ)) ≤ 4− 2θ − 4δ. Therefore,
α1 ≥ δν|ũM |21.(4.16)

By (4.13) and (4.14),

α2 ≥ τ(ξ − 1)‖δtũM‖2 +
1

2
νnτ2M2(ξθ − 2θ − ξ)‖δtũM‖2 ≥ δτ‖δtũM‖2,(4.17)

α3 ≥ δτ‖δtd̃M‖2, α4 ≥ λδτ |δtd̃M |21.(4.18)

Therefore, (4.12) reads

δtE
∗ + δν|ũM |21 + 2γ|d̃M |21 + 2λγ|d̃M |22

+ δτ(‖δtũM‖2 + ‖δtd̃M‖2 + λ|δtd̃M |21) ≤ F0.
(4.19)

Hence, it suffices to estimate the terms in F0.
Let η, σ1, σ2, r1, and r2 have the same meanings as in the last section. We first

estimate |Aj(ũM )|. Clearly,
|A0(ũM )| ≤ c‖ũM‖2 + cτ2‖u‖2

H2(t,t+τ,L2
p).
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For 1 ≤ j ≤ 4, the terms |Aj(ũM )| have been estimated in (3.8)–(3.11). We now
estimate ξτ |Aj(δtũM )|. Obviously,

ξτ |A0(δtũM )| ≤ ητ‖δtũM‖2 +
c

η
τ3‖u‖2

H2(t,t+τ ;L2
p).

Since δtũM ∈ VM , we use (2.4), (2.9), (2.10), (2.18), (4.15), and imbedding theory to
get

ξτ |A1(δtũM )|+ ξτ |A2(δtũM )| ≤ ητ‖δtũM‖2 +
c

η
M−2r1‖u‖2

σ1
‖u‖2

r1

+
c

η
M2−2r2‖d‖2

σ2
‖d‖2

r2 ,

ξτ |A3(δtũM )|+ ξτ |A5(δtũM )| ≤ ητ‖δtũM‖2 + η|ũM |21
+ c

(
1

η7
‖u‖2‖u‖6

1 +
1

η
‖u‖ 1

2 ‖u‖ 3
2
1

)
‖ũM‖2,

ξτ |A4(δtũM )| ≤ ητ‖δtũM‖2 + η|d̃M |22
+ c

(
1

η7
‖d‖2

1‖d‖6
2 +

1

η
‖d‖ 1

2
1 ‖d‖

3
2
2

)
‖d̃M‖2

1.

ξτ |A6(δtũM )|+ ξτ |A7(δtũM )| ≤ ητ‖δtũM‖2 +
c

η
Mn−2(‖ũM‖2|ũM |21 + ‖d̃M‖2

1|d̃M |22).

Next, we estimate |Bj(∆d̃M )|. Clearly,

|B0(∆d̃M )| ≤ η|d̃M |22 +
cτ2

η
‖d‖2

H2(t,t+τ ;L2
p).

For 1 ≤ j ≤ 8, |Bj(∆d̃M )| can be estimated as in (3.12)–(3.16). The only differ-
ence is that ψ̃M in those estimations are now replaced by ∆d̃M . Therefore,

8∑
j=1

|Bj(∆d̃M )| ≤ η|ũM |21 + η|d̃M |22 +G(ũM , d̃M ),

where

G(ũM , d̃M ) = cε

(
1

η7
‖d‖ 1

2
1 ‖d‖

3
2
2 +

1

η
‖d‖2

1‖d‖6
2

)
‖ũM‖2

+ cε

(
1

η7
‖u‖ 1

2 ‖u‖ 3
2
1 +

1

η
‖u‖2

1‖u‖6
1

)
‖d̃M‖2

1

+
cε
η2

(
‖d‖4

σ1
‖d̃M‖2 + ‖d‖2

σ1
‖d̃M‖4

1

)
+

cε
η
(M−2r1 +M2−2r2)

(‖u‖2
σ1
‖d‖2

r2 + ‖u‖2
r1‖d‖2

σ2

)
+

cε
η
M−2r2(‖d‖4

σ1
+ 1)‖d‖2

r2 .

We now estimate ξτ |Bj(∆δtd̃M )|. By (2.9), (2.10), and (4.15), we have that

ξτ |B0(∆δtd̃M )| ≤ ητ |δtd̃M |21 +
cτ2

η
‖d‖2

H2(t,t+τ ;L2
p),
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ξτ

8∑
j=1

|Bj(∆δtd̃M )| ≤ η|ũM |21 + ητ |δtd̃M |21 +G(ũM , d̃M ),

ξτ |B9(∆δtd̃M )|+ ξτ |B10(∆δtd̃M )| ≤ ητ |δtd̃M |21 +
c

η
Mn‖ũM‖2|d̃M |21

+
cε
η
(‖d̃M‖6

1 + ‖d̃M‖2).

The terms |Bj(d̃M )| have been estimated by (3.17)–(3.19). Finally, we can estimate
ξτ |Bj(δtdM )| in the same manner as before to obtain that

ξτ

10∑
j=0

|Bj(δtd̃M )| ≤ ‖ũM‖2 + η|ũM |21 + ητ‖δtd̃M‖2 +
c

η
Mn−2‖ũM‖2‖d̃M‖2

1

+
cε
η
M−2‖d̃M‖6

1 + τG(ũM , d̃M ).

Letting η be suitably small and inserting the previous estimates into (4.19), we
derive that for some δ1 > 0,

δtE
∗ + (δ1 − cMn−2‖ũM‖2)|ũM |21 + (δ1 −Mn−2‖d̃M‖2

1)|d̃M |22 ≤ F4(ũM , d̃M ) + F5(u, d),

(4.20)

where

F4(ũM , d̃M ) = b∗1(‖ũM‖2 + ‖d̃M‖2
1 + ‖d̃M‖4

1) + ‖d̃M‖6
1 + cεM

n‖ũM‖2‖d̃M‖2
1,

F5(u, d) = F3(u, d) + cτ2(‖u‖2
H2(t,t+τ ;L2

p) + ‖d‖2
H2(t,t+τ ;L2

p)),

and b∗1 and F3(u, d) being the same as in (3.22).
Now, let Ẽ(t) = ‖ũM‖2 + ‖ũM‖2

1. By summing (4.20) for t ∈ ΠT , we derive that

Ẽ(t) + τ
∑

s ∈ ΠT
s < t

[(δ1 −Mn−2‖ũM (s)‖2) + (δ1 − cMn−2‖d̃M (s)‖2
1)|d̃M (s)|22]

≤ cτ
∑

s ∈ ΠT
s < t

F4(ũM (s), d̃M (s)) + ρ(t),
(4.21)

where

ρ(t) = cτ
∑

s ∈ ΠT
s < t

F5(u(s), d(s)) = b∗(τ2 +M−2r1 +M2−2r2),

and b∗ is a positive constant depending on ν, λ, γ, ε, and the norms ‖u‖C(0,T ;H
r1
p ),

‖d‖C(0,T ;H
r2
p ), ‖u‖H2(0,T ;L2

p), and ‖d‖H2(0,T ;L2
p), provided that

r1 >
n

2
, r2 >

n

2
+ 1.(4.22)



756 QIANG DU, BENYU GUO, AND JIE SHEN

We can now apply Lemma 4.1 to (4.21) with z(t) = Ẽ(t) and

y(t) = (cMn−2‖ũM (t)‖2 − δ1)|ũM (t)|21 + (cMn−2‖d̃M (t)‖2
1 − δ1)|d̃M (t)|22.

The corresponding parameters are N = 4, α = O(Mn−2), b0 = ρ(t) = O(τ2+M−2r1+
M2−2r2), b1 = O(1), b2 = O(1), b3 = O(1), b4 = O(Mn), γ2 = 1, γ3 = 2, and γ4 = 1.
In particular, we have ρ(t) = o(Mn) thanks to (4.22). Therefore, we have proved the
following result.

Theorem 4.2. If (4.15) and (4.22) hold, and u ∈ C(0, T ;Hr1
p ) ∩ H2(0, T ;L2

p)
and d ∈ C(0, T ;Hr2

p ) ∩H2(0, T ;L2
p), then, for all t ∈ ΠT ,

‖u(t)− uM (t)‖2 + ‖d(t)− dM (t)‖2
1 + τ

∑
s ∈ ΠT
s < t

(|u(s)− uM (s)|21 + |d(s)− dM (s)|22)

≤ c∗(τ2 +M−2r1 +M2−2r2),

where c∗ is a positive constant depending on ν, λ, γ, ε, and the norms of u and d in
the mentioned spaces.

5. Numerical results. In this section, we present some numerical simulations
of the model equation (1.1) using the numerical schemes presented in section 4. As
our main purpose is to demonstrate the effectiveness of the numerical methods we
have studied, the simulations are restricted to very special cases.

In all the simulations, we have chosen the geometry to be [−π, π] with parameters
ν = γ = 1 and λ = 10. The parameter ε in the nonlinear terms f is set to be 0.1. We
take zero to be the initial velocity.

In our numerical simulations, the number of Fourier modes in each variable is
taken to be 32 first with a time step size of 10−3, and then compared to the results
computed with 64 modes and a time step size of 0.5× 10−3. In all the testing cases,
the convergence of the numerical solution is evident and we present only the numerical
results with 32 modes in order to better present the graphics (vector plots with large
number of nodes are difficult to visualize when being reduced in size for presentation).

5.1. +1-degree defect at the origin. We begin with the case of a +1-degree
for the director field at the origin, i.e., the initial director field is given by

d0(x, y) = 0.2 ∗ sin((x+ π)/2)2 sin((y + π)/2)2(x− y, x+ y).

The plots of the director field and the velocity field are given in Figure 5.1 and
Figure 5.2, respectively. In addition, the norm of the velocity field is plotted as a
function of time. It shows that the presence of the defect generates a transition
velocity field. After the annihilation of the defect that came from the boundary, the
velocity field turns to zero eventually and the director field approaches to a constant
state. The initial velocity generation process is not greatly affected by the periodic
boundary conditions, but the latter annihilation process is caused by the periodicity
assumption.

In fact, in all the test runs we report here, the solutions always converge to some
steady state which consists of a trivial velocity field and a constant director field. It
remains to be verified whether the convergence to a trivial steady state is true for all
periodic problems.
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Fig. 5.1. Vector plots of d (left to right): t = 0.0, 0.8, 1.3, 1.8 (top), t = 2.3, 2.8, 3.1, 5.0 (bottom).

0 1 2 3 4 5 6 7 8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Fig. 5.2. The time evolution of ‖u‖ (top left) and the vector plots of u (left to right): t =
0.8, 1.3, 1.8 (top), t = 2.3, 2.8, 3.1, 5.0 (bottom).

5.2. Annihilation of pairs of ±1-degree defects. We now study the anni-
hilation of ±1-degree defects for the director field which are given in the interior of
the square domain. In the first experiment, we consider two defects of opposite signs
symmetrically located at (±π/2, 0), i.e., the initial director field is given by

d0(x, y) = 0.2 ∗ sin
(
x+ π

2

)2

sin

(
y + π

2

)2(
x2 + y2 − π2

4.0
, πy

)
.

The annihilation of opposite defects can be clearly observed from Figure 5.3. The
corresponding induced velocity field is plotted in Figure 5.4. This annihilation process
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Fig. 5.3. Vector plots of d (left to right): t = 0.1, 0.5, 0.6, 0.65 (top); t = 0.7, 0.8, 1.0, 4.0 (bottom).

Fig. 5.4. Vector plots of u (left to right): t = 0.1, 0.5, 0.6, 0.65 (top); t = 0.7, 0.8, 1.0, 4.0 (bottom).

is not greatly affected by the periodic boundary conditions.
For the next experiment, we consider two defects of the same signs symmetrically

located at (±π/2, 0), i.e., the initial director field is given by

d0(x, y) = 0.2 ∗ sin
(
x+ π

2

)2

sin

(
y + π

2

)2(
x2 − y2 +

π2

4.0
, 2xy

)
.

The plots of director fields and velocity fields at various times are presented in Figures
5.5 and 5.6.

The time evolution shows that, due to the periodic boundary conditions, two
negative defects come in from the midside of the boundary and annihilate the defects
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Fig. 5.5. Vector plots of d (left to right): t = 0.2, 0.53, 0.55, 0.63 (top); t = 0.64, 0.7, 1.0, 2.5
(bottom).

Fig. 5.6. Vector plots of u (left to right): t = 0.2, 0.53, 0.55, 0.63 (top); t = 0.64, 0.7, 1.0, 2.5
(bottom).

originally present in the sample. The defect nucleation at the boundary occurs roughly
around t = 0.54 and the annihilation takes place around t = 0.63.

Even though a time plot of the norm of the velocity field u is not provided here,
as pointed out earlier, the induced velocity field again approaches zero at large time
and the steady states are reached in both cases.
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Fig. 5.7. Vector plots of d (left to right): t = 0.0, 0.1, 0.25, 0.35 (top); t = 0.45, 0.55, 0.6, 1.0
(bottom).
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Fig. 5.8. The time evolution of ‖u‖ (top left) and the vector plots of u (left to right): t =
0.1, 0.25, 0.35 (top); t = 0.45, 0.55, 0.6, 1.0 (bottom).

5.3. Splitting of a +4-degree defect. We now study the splitting of a +4-
degree defect for the director field located at the origin, i.e., the initial director field
is given by

d0(x, y) = 0.2 ∗ sin((x+ π)/2)2sin((y + π)/2)2(x4 − 6x2y2 + y4 , 4xy(x2 − y2)).

The plots of director fields and velocity fields at various times and the time evolution
of ‖u‖ are presented in Figures 5.7 and 5.8.

As time increases, the +4-degree defect quickly splits into four +1-degree defects
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and they in turn annihilate with the opposite defects coming in from the bound-
ary. Again, the initial splitting of high degree defects is not greatly affected by the
periodicity, though the latter annihilation process is.
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