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Abstract

An efficient and high-order algorithm for three-dimensional bounded obstacle scattering is developed. The method is a
non-trivial extension of recent work of the authors for two-dimensional bounded obstacle scattering, and is based on a
boundary perturbation technique coupled to a well-conditioned high-order spectral-Galerkin solver. This boundary per-
turbation approach is justified by rigorous theoretical results on analyticity of the scattered field with respect to boundary
variations which show that, in fact, the domain of analyticity can be extended to a neighborhood of the entire real axis. The
numerical method is augmented by Padé approximation techniques to access this region of extended analyticity so that
configurations which are large deformations of the base (spherical) geometry can be simulated. Several numerical results
are presented to exemplify the accuracy, stability, and versatility of the proposed method.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

The fast and accurate numerical approximation of scattering returns from irregular obstacles is of vital
importance in many problems of physical interest, e.g. non-destructive testing, spectroscopy, remote sensing,
and radar imaging. There are many algorithms available for such simulations including finite differences, finite
elements, and boundary integral/boundary element methods; see, e.g., the book of Colton and Kress [1], and
the survey papers of Warnick and Chew [2] and Reitich and Tamma [3]. A class of methods which are both
efficient and robust for a wide variety of configurations are those based upon boundary perturbations. In a
recent paper [4], two of the authors presented a spectral-Galerkin/boundary perturbation method for comput-
ing scattering returns from two-dimensional irregular bounded obstacles. This method was shown to be
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efficient (with ‘‘optimal’’ storage and operation counts for a method which recovers the entire near-field),
numerically stable (with respect to all numerical parameters including both spatial and perturbation refine-
ment), and highly effective for problems of low to moderate frequency (while being applicable to high fre-
quency configurations, though not specially designed for such purposes, cf. [5]). In this paper, we discuss
the implementation and performance issues surrounding the generalization of this method to the case of
three-dimensional acoustic scattering where the scalar Helmholtz equation still governs the field; electromag-
netic waves in three dimensions are governed by the full Maxwell equations and merit a separate investigation.

This generalization to three dimensions is non-trivial for several reasons. First, the physics of this problem
are not the same as that of the two-dimensional problem as reflected, for example, in the different nature of the
fundamental solution [1]. Additionally, the natural angular basis functions are now the spherical harmonics,
rather than the familiar complex exponentials which appear in two dimensions, adding considerable complex-
ity to the implementation of these algorithms. Finally, a new solver has to be developed for the resulting two-
point boundary value problem which arises in the radial direction (see Section 4). However, despite these
differences we have found that an implementation in three-dimensional cases can be realized and that it shares
many of the advantages of the two-dimensional scheme devised in [4], including numerical stability, accuracy,
and efficiency.

The outline of the paper is as follows: In Section 2 we briefly recall the governing equations for the
scattering of time-harmonic acoustic radiation from a three-dimensional obstacle. In Section 3 we discuss
two boundary perturbation methods for acoustic scattering: ‘‘field expansions’’ (FE) and ‘‘transformed field
expansions’’ (TFE). In Section 3.1 we recall the classical FE recursions [6] and present a numerical simulation
which exhibits the algorithm’s rather unstable nature. In Sections 3.2 and 3.3 we introduce the TFE method
for addressing the scalar Helmholtz equation in three-dimensions, and in Section 4 we discuss the numerical
implementation of the resulting TFE recursions. We conclude with numerical results presented in Section 5
which include comparisons with not only a family of exact solutions, but also highly resolved simulations
of plane-wave configurations.

2. Governing equations

If time-harmonic plane-wave acoustic radiation of the form
vi ¼ eika�x; jaj ¼ 1; ð1Þ

is incident upon an obstacle R
R :¼ fðr; h;/Þj0 6 r < aþ gðh;/Þ; 0 6 h < 2p; 0 6 / < pg;

then the (reduced) scattered field v = v(r,h,/) is known to satisfy the scalar Helmholtz equation [1]
Dvþ k2v ¼ 0 ðr; h;/Þ 2 X; ð2Þ

where
X :¼ fðr; h;/Þjr > aþ gðh;/Þ; 0 6 h < 2p; 0 6 / < pg:

Of course, to realize a unique solution one must specify, in addition to the periodicity in h and /, boundary
conditions at the scatterer and at infinity. For the former, we choose a pressure release (sound-soft) condition
which gives the following Dirichlet condition
vðaþ gðh;/Þ; h;/Þ ¼ �viðaþ gðh;/Þ; h;/Þ ¼: nðh;/Þ; ð3Þ

and defines the generic Dirichlet data n. We emphasize that a Neumann (sound-hard) boundary condition can
be treated in a similar fashion. Regarding the behavior of solutions at infinity we have the Sommerfeld radi-
ation condition:
lim
r!1

rðorv� ikvÞ ¼ 0: ð4Þ
Gathering (2)–(4) we have the well-known equations governing the scattering of time-harmonic, acoustic
plane-waves from an irregular obstacle
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Dvþ k2v ¼ 0 ðr; h;/Þ 2 X; ð5aÞ
vðaþ gðh;/Þ; h;/Þ ¼ nðh;/Þ; ð5bÞ
lim
r!1

rðorv� ikvÞ ¼ 0: ð5cÞ
2.1. A transparent boundary condition

One of the severe difficulties associated with the numerical simulation of the system (5) is the
unbounded nature of the computational domain, X. In volumetric discretizations, such as the one we advo-
cate here, this problem is usually addressed with the introduction of an ‘‘artificial boundary,’’ and the
imposition there of some boundary conditions motivated by the Sommerfeld radiation condition (4). We
now describe a ‘‘transparent’’ or ‘‘exact’’ boundary condition which can be enforced on such an artificial
boundary. For this, consider any b > aþ jgjL1 , giving rise to an artificial boundary at r = b, and the aug-
mented scattering problem
Dvþ k2v ¼ 0 ðr; h;/Þ 2 Xaþg;b; ð6aÞ
vðaþ gðh;/Þ; h;/Þ ¼ nðh;/Þ; ð6bÞ
orvðb; h;/Þ ¼ orwðb; h;/Þ; ð6cÞ
vðb; h;/Þ ¼ wðb; h;/Þ; ð6dÞ
Dwþ k2w ¼ 0; r > b; ð6eÞ
lim
r!1

rðorw� ikwÞ ¼ 0; ð6fÞ
where
Xr1;r2
:¼ fðr; h;/Þjr1 < r < r2; 0 6 h < 2p; 0 6 / < pg:
The solutions of (5) and (6) are identical in that the v match on Xa+g,b, and v = w on r > b. To specify the exact
boundary condition on v at r = b consider (6d)–(6f):
Dwþ k2w ¼ 0; r > b; ð7aÞ
wðb; h;/Þ ¼ wðh;/Þ; ð7bÞ
lim
r!1

rðorw� ikwÞ ¼ 0; ð7cÞ
where w is meant to denote generic Dirichlet data at r = b. The exact solution of this system can be expressed
as:
wðr; h;/Þ ¼
X1
l¼0

Xl

m¼�l

ŵl;m

r�1=2H ð1Þlþ1=2ðkrÞ
b�1=2H ð1Þlþ1=2ðkbÞ

 !
Y l;mðh;/Þ;
where H ð1Þlþ1=2 is the (l + 1/2)th Hankel function of the first kind, Yl,m is the spherical harmonic with index (l,m),
and
wðh;/Þ ¼
X1
l¼0

Xl

m¼�l

ŵl;mY l;mðh;/Þ:
We note here that H ð1Þlþ1=2 is also known as hð1Þl , the lth spherical Hankel function of the first kind. To satisfy
(6c), given w = wjr=b, we need to produce orwjr=b, i.e. the Dirichlet–Neumann operator (DNO). More pre-
cisely, we define this DNO, T, by:
T ½w� :¼ orwðb; h;/Þ ¼
X1
l¼0

Xl

m¼�l

ŵl;m k
dzH

ð1Þ
lþ1=2ðkbÞ

H ð1Þlþ1=2ðkbÞ
� 1

2b

 !
Y l;mðh;/Þ; ð8Þ
where
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dzH
ð1Þ
lþ1=2ðkbÞ :¼

dH ð1Þlþ1=2ðzÞ
dz

�����
z¼kb

:

Therefore, based upon the augmented system (6), we can equivalently restate (5) on the bounded domain Xa+g,b
Dvþ k2v ¼ 0 ðr; h;/Þ 2 Xaþg;b; ð9aÞ
vðaþ gðh;/Þ; h;/Þ ¼ nðh;/Þ; ð9bÞ
orvðb; hÞ � T ½vðb; hÞ� ¼ 0; ð9cÞ
with the transparent boundary condition at r = b specified via the non-local DNO, T.

3. Boundary perturbation methods

Among the wide array of algorithms available for the numerical solution of bounded-obstacle scattering
problems (see, e.g. [1–3]), a compelling choice for many configurations is based upon geometric perturbations
of the boundary. First explored in their low-order incarnations by Rayleigh [7] and Rice [8], the high-order
generalization (termed the ‘‘method of variation of boundaries’’) was fully explored in a series of papers by
Bruno and Reitich [9–12,6,13]. In Section 3.1 we recall this algorithm (which has subsequently been renamed
the method of ‘‘field expansions’’ (FE) [14–16]) and point out the inherent instability present in this method
due to subtle cancellations in its recursions. It has been shown, however, that a slight modification of this pro-
cedure delivers an accurate and stable numerical approach which can be applied to quite general geometries
[14,17,18,15,16,4]. This method of ‘‘transformed field expansions’’ (TFE) is now fully described for acoustic
scattering in three-dimensional geometries in Section 3.3, and followed by numerical experiments which sub-
stantiate our claims of stability and high-order accuracy.

3.1. Field expansions and cancellations

If the shape of the scattering obstacle R can be viewed as a small perturbation of a separable geometry (e.g.
a circle or ellipse) then a numerical perturbation method is not only natural but should also be highly accurate.
This is the point of view taken in the derivation of the method of ‘‘field expansions’’ (FE) for the solution of
the scattering problem (9) [7–12,6,13]. In particular, if we suppose that g(h,/) = ef(h,/) then it seems reason-
able (and can be rigorously justified [19]) that
vðr; h;/; eÞ ¼
X1
n¼0

vnðr; h;/Þen;
where, from (9), the vn must satisfy
Dvn þ k2vn ¼ 0 ðr; h;/Þ 2 Xa;b; ð10aÞ

vnða; h;/Þ ¼ dn;0nðh;/Þ �
Xn�1

j¼0

f n�j

ðn� jÞ! o
n�j
r vjða; h;/Þ; ð10bÞ

orvnðb; hÞ � T ½vnðb; hÞ� ¼ 0; ð10cÞ
cf. [6,19], and dn,m is the Kronecker delta. As we saw in Section 2.1, the exact solution of (10a) and (10c) can be
written as
vnðr; h;/Þ ¼
X1
l¼0

Xl

m¼�l

dn;l;m
~H lðrÞY l;mðh;/Þ;
where
~H lðrÞ :¼
r�1=2H ð1Þlþ1=2ðkrÞ
a�1=2H ð1Þlþ1=2ðkaÞ

:
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To find the dn,l,m we appeal to (10b) which mandates that
X1
l¼0

Xl

m¼�l

dn;l;mY l;mðh;/Þ ¼ dn;0

X1
l¼0

Xl

m¼�l

n̂l;mY l;mðh;/Þ �
Xn�1

j¼0

X1
l¼0

Xl

m¼�l

F n�j;l;mY l;mðh;/Þ
 !

�
X1
l¼0

Xl

m¼�l

kn�jdn�j
z

~H lðkaÞY l;mðh;/Þdj;l;m

 !
; ð11Þ
where
F jðh;/Þ :¼ f jðh;/Þ
j!

; F j ¼
X1
l¼0

Xl

m¼�l

F j;l;mY l;mðh;/Þ:
This recursion, (11), can be written more simply as
dn;l;m ¼ dn;0n̂l;m �
Xn�1

j¼0

ðF n�j � An;jÞl;m; ð12Þ
where
An;jðh;/Þ :¼
X1
l¼0

Xl

m¼�l

kn�jdn�j
z

~H lðkaÞY l;mðh;/Þdj;l;m
and * denotes convolution. We point out that if all perturbation orders n and spherical harmonic coefficients
(l,m) are retained then (12) gives an exact formula for the scattered field so, at this point, there is no approx-
imation. Of course this is not possible in a numerical simulation, so both the perturbation order and spherical
harmonic expansion are truncated after a finite number of terms, say N and (Nh,N/), respectively. Note that,
from the form of the spherical harmonic expansion, N/ is not a free parameter as it depends linearly upon Nh.
Now, the only consideration left for an implementation is the resolution of the convolution; this can be
achieved by the ‘‘spherical harmonic transform’’ (SHT) which, like the discrete Fourier transform (DFT),
can be accelerated, e.g. [20].

Within their domain of applicability these FE recursions, (12), can provide highly (spectrally) accurate
simulations of the scattered field in a very rapid fashion [6]. In fact, the total computational effort can
be given by
OðNF ðN hÞÞ;

where F is the complexity of the SHT that Suda and Takami [20] show can be OðN 2

h logðN hÞÞ. However, it was
discovered by Nicholls and Reitich [14,17,18] that these recursions feature subtle but significant cancellations

characterized by differences of very large numbers which are required to produce small numbers. This, of
course, is a recipe for disaster in a finite precision numerical simulation.

To make this point clear we recall a calculation performed in our previous paper [4] which was conducted
for a scatterer shaped by
Ra;e :¼ fðr; h; zÞjr < aþ e cosðhÞg;

(where a = 1 and e = 0.7), i.e. a large but smooth deformation of a cylinder of infinite extent. In this test a
numerical simulation of the normal derivative of the field at the surface of the scatterer (the current) using
the FE method was compared with an exact solution. Also, a simulation of the current using our new method
(‘‘transformed field expansions’’ – TFE, see Section 3.3) was compared to the exact solution. The results of
this experiment are summarized in Fig. 1 with measurements of L1 error versus perturbation order N. The
numerical parameters are Nh = 48, Nr = 48, and N = 23, and the frequency is k = 1. We point out the striking
divergence of the FE approximation from the exact solution beyond N = 7 in comparison with the TFE sim-
ulation which gives more accurate answers throughout all orders N. In particular, we note that the best answer
that the FE method can ever deliver has L1 accuracy of 10�1 (when N = 7), while the TFE method gives an-
swers reliable to 10�4 (at N = 23). As demonstrated in [17,15], while the qualitative features of Fig. 1 are quite



Fig. 1. L1-norm of difference between exact current and numerical approximations, versus perturbation order N. Both the FE (stars) and
TFE (circles), see Section 3.3, approximations are plotted for the smooth perturbation f(h) = cos(h), a = 1, e = 0.7, with parameters
Nh = 48, Nr = 48, N = 23, k = 1. Notice the striking divergence of the FE approximation beyond N = 7 and the predictable, progressive
convergence of the TFE approach throughout all orders.
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generic, the quantitative details of the plot (e.g. divergence order of FE) can be manipulated by an astute
choice of e and f. We direct the interested reader to [14,17,18,15,16,21,4] (particularly [15]) for a complete dis-
cussion of these issues.
3.2. Change of variables

The TFE method, as applied to bounded-obstacle acoustic scattering in three dimensions, begins with the
change of variables:
r0 ¼ ðb� aÞr � bgðh;/Þ
ðb� aÞ � gðh;/Þ ¼

dr � bg
d � g

; h0 ¼ h; /0 ¼ /; ð13Þ
where d :¼ (b � a). This change of variables maps the complicated, perturbed geometry Xa+g,b to the simpler
(separable) spherical shell Xa,b. We now seek to restate (9) in these transformed coordinates for the trans-
formed field
uðr0; h0;/0Þ ¼ vððr0 þ Aðr0; h0;/0ÞÞ=d; h0;/0Þ;

where A is defined in (14f). We start by listing some useful formulas for future reference:
ðd � gðh;/ÞÞoh ¼ ðd � gðh;/ÞÞoh0 � Bðr0; h0;/0Þor0 ; ð14aÞ
ðd � gðh;/ÞÞo/ ¼ ðd � gðh;/ÞÞo/0 � Cðr0; h0;/0Þor0 ; ð14bÞ
ðd � gðh;/ÞÞor ¼ d or0 ; ð14cÞ
ðd � gðh;/ÞÞDh ¼ ðd � gÞDh0 � F ðr0; h0;/0Þor0 ; ð14dÞ
dr ¼ d r0 þ Aðr0; h0;/0Þ: ð14eÞ
where Dh :¼ sin(h)oh,
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Aðr0; h0;/0Þ ¼ gðh0;/0Þðb� r0Þ; ð14fÞ
Bðr0; h0;/0Þ ¼ oh0A ¼ ðoh0gðh0;/0ÞÞðb� r0Þ; ð14gÞ
Cðr0; h0;/0Þ ¼ o/0A ¼ ðo/0gðh0;/0ÞÞðb� r0Þ; ð14hÞ
F ðr0; h0;/0Þ ¼ B sinðh0Þ ¼ sinðh0Þðoh0gðh0;/0ÞÞðb� r0Þ: ð14iÞ
To begin the transformation of (9) we start with the Helmholtz equation (9a) in spherical coordinates:
0 ¼ orðr2orvÞ þ
1

sinðhÞ ohðsinðhÞohvÞ þ 1

sin2ðhÞ
o

2
/vþ r2k2v:
Multiplying both sides by (d � g)2 we obtain:
0 ¼ ðd � gÞ2orðr2orvÞ þ ðd � gÞ2 1

sinðhÞ ohðsinðhÞohvÞ þ ðd � gÞ2 1

sin2ðhÞ
o2

/vþ ðd � gÞ2r2k2v

¼: V 1 þ V 2 þ V 3 þ V 4:
We now address each of these terms separately:
V 1 ¼ ðd � gÞ2orðr2orvÞ ¼ ðd � gÞorðr2dor0uÞ ¼
d � g

d
or½ðdr0 þ AÞ2or0u� ¼ or0 ½ðdr0 þ AÞ2or0u�

¼ d2or0 ðr02or0uÞ þ 2d or0 ðr0Aor0uÞ þ or0 ½A2or0u�;
and
V 2 ¼ ðd � gÞ2r2k2v ¼ ðd � gÞ2 r0 þ A
d

� �2

k2u ¼ ðd2 � 2dg þ g2Þ ðr0Þ2 þ 2r0A
d
þ A2

d2

� �
k2u

¼ d2ðr0Þ2k2uþ
X4

j¼1

HjðgÞk2u;
where
H 1ðgÞ :¼ �2dgðr0Þ2 þ 2dAr0;

H 2ðgÞ :¼ g2ðr0Þ2 � 4gAr0 þ A2;

H 3ðgÞ :¼ ð2=dÞAg2r0 � ð2=dÞgA2;

H 4ðgÞ :¼ ð1=d2Þg2A2:
Next,
V 3 ¼
1

sinðhÞ ðd � gÞ2ohðsinðhÞohvÞ ¼ 1

sinðhÞ ðd � gÞ2ohðDhvÞ

¼ 1

sinðhÞ ½ðd � gÞohððd � gÞDhÞvþ ðohgÞðd � gÞDhv�

¼ 1

sinðhÞ ½ððd � gÞoh0 � Bor0 Þððd � gÞDh0 � F or0 Þuþ ðohgÞððd � gÞDh0 � F or0 Þu�

¼ 1

sinðhÞ ½ðd � gÞ2oh0Dh0u� ðd � gÞðoh0gÞDh0u� ðd � gÞoh0 ðF or0uÞ � ðd � gÞBor0Dh0uþ Bor0 ðF or0uÞ

þ ðd � gÞðoh0gÞDh0u� ðoh0gÞF or0u�;
and
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V 4 ¼
1

sin2ðhÞ
ðd � gÞ2o2

/v ¼ 1

sin2ðhÞ
½ððd � gÞo/Þððd � gÞo/Þvþ ðo/gÞðd � gÞo/v�

¼ 1

sin2ðhÞ
½ððd � gÞo/0 � Cor0 Þððd � gÞo/0 � Cor0 Þuþ ðo/0gÞððd � gÞo/0 � Cor0 Þu�

¼ 1

sin2ðhÞ
½ðd � gÞ2o2

/0u� ðd � gÞðo/0gÞo/0u� ðd � gÞo/0 ðCor0uÞ � ðd � gÞCor0o/0u

þ Cor0 ðCor0uÞ þ ðd � gÞðo/0gÞo/0u� ðo/0gÞCo/0u�:
Despite their imposing forms, each of these terms can be significantly simplified using appropriate notation
and several crucial identities. In this regard we define the operator:
J½w� :¼ 1

sinðhÞ ohðsinðhÞohwÞ þ 1

sin2ðhÞ
o2

/w;
which is in fact the Laplace–Beltrami operator on the sphere and whose eigenfunctions are the spherical
harmonics:
J½Y l;m� ¼
1

sinðhÞ ohðsinðhÞohY l;mÞ þ
1

sin2ðhÞ
o

2
/Y l;m ¼ �lðlþ 1ÞY l;m: ð15Þ
Furthermore, for any h = h(r,h,/):
o/ðho/hÞ ¼ ðo/hÞ2 þ ho2
/h;

ohðsinðhÞhohhÞ ¼ sinðhÞðohhÞ2 þ hohðsinðhÞohhÞ;
so that
ðo/hÞ2 ¼ o/ðho/hÞ � ho
2
/h;

ðohhÞ2 ¼ 1

sinðhÞ ohðsinðhÞhohhÞ � 1

sinðhÞ hohðsinðhÞohhÞ:
From this we obtain
T 1 :¼ 1

sin2ðhÞ
ðo/hÞ2 þ ðohhÞ2

¼ 1

sin2ðhÞ
o/ðho/hÞ � 1

sin2ðhÞ
ho2

/hþ 1

sinðhÞ ohðsinðhÞhohhÞ � 1

sinðhÞ hohðsinðhÞohhÞ

¼ 1

sinðhÞ ohðsinðhÞhohhÞ þ 1

sin2ðhÞ
o/ðho/hÞ

( )
� 1

sinðhÞ hohðsinðhÞohhÞ þ 1

sin2ðhÞ
ho2

/h

( )

¼ 1

sinðhÞ oh sinðhÞoh
1

2
h2

� �� �
þ 1

sin2ðhÞ
o/ o/

1

2
h2

� �� �( )
� h

1

sinðhÞ ohðsin hohhÞ þ 1

sin2ðhÞ
o2

/h

( )

¼ J
1

2
h2

� �
� hJ½h�:
Additionally, for any w and h, the following is true:
ðo/ðw� hÞÞ2 ¼ ðo/w� o/hÞðo/w� o/hÞ ¼ ðo/wÞ2 þ ðo/hÞ2 � 2ðo/wÞðo/hÞ;
so that
ðo/wÞðo/hÞ ¼ 1

2
ððo/wÞ2 þ ðo/hÞ2 � ðo/ðw� hÞÞ2Þ:
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Similarly,
ðohwÞðohhÞ ¼ 1

2
ððohwÞ2 þ ðohhÞ2 � ðohðw� hÞÞ2Þ:
Consequently, using the linearity of J,
T 2 :¼ 1

sin2ðhÞ
ðo/wÞðo/hÞþ ðohwÞðohhÞ

¼ 1

2

1

sin2ðhÞ
ðo/wÞ2þ 1

sin2ðhÞ
ðo/hÞ2� 1

sin2ðhÞ
ðo/ðw� hÞÞ2þðohwÞ2þðohhÞ2�ðohðw� hÞÞ2

( )

¼ 1

2

1

sin2ðhÞ
ðo/wÞ2þðohwÞ2

 !
þ 1

sin2ðhÞ
ðo/hÞ2þðohhÞ2

 !
� 1

sin2ðhÞ
ðo/ðw� hÞÞ2þðohðw� hÞÞ2

 !( )

¼ 1

2
J

1

2
w2

� �
�wJ½w�þJ

1

2
h2

� �
� hJ½h��J

1

2
ðw� hÞ2

� �
þðw� hÞJ½w�h�

� �

¼ 1

2
fJ½wh�� hJ½w��wJ½h�g:
We can also show that
o/0 ðCor0uÞ ¼ Cor0o/0uþ ðor0uÞðo/0CÞ ¼ Cor0o/0uþ ðor0uÞðo2
/0gÞðb� r0Þ; ð16Þ
and, similarly,
oh0 ðF or0uÞ ¼ oh0 ððDh0gÞðb� r0Þor0uÞ ¼ ðoh0Dh0gÞðb� r0Þor0uþ ðDh0gÞððb� r0Þoh0or0uÞ: ð17Þ
We are now in a position to simplify the following radial contribution to the Laplacian:
I :¼ 1

sinðhÞ ðd � gÞ2ohðsinðhÞohvÞ þ 1

sin2ðhÞ
ðd � gÞ2o2

/v:
Applying the change variables (13), we find:
I ¼ 1

sinðhÞ fðd � gÞ2oh0Dh0u� ðd � gÞðoh0gÞDh0u� ðd � gÞoh0 ðF or0uÞ � ðd � gÞBor0Dh0uþ Bor0 ðF or0uÞ

þ ðd � gÞðoh0gÞDh0u� ðoh0gÞF or0ug þ
1

sin2ðhÞ
fðd � gÞ2o2

/0u� ðd � gÞðo/0gÞo/0u� ðd � gÞo/0 ðCor0uÞ

� ðd � gÞCor0o/0uþ Cor0 ðCor0uÞ þ ðd � gÞðo/0gÞo/0u� ðo/0gÞCo/0ug:
Using (16) and (17):
I ¼ ðd� gÞ2 1

sin2ðhÞ
o2

/0uþ
1

sinðhÞoh0Dh0u

 !
þ 2

sin2ðhÞ
Cðg� dÞor0o/0uþ

1

sin2ðhÞ
ðg� dÞðb� r0Þor0uðo2

/0gÞ

� 2

sin2ðhÞ
Co/0gor0uþ

1

sinðhÞ ðg� dÞðb� r0Þor0uðoh0Dh0gÞþ
1

sinðhÞ ðg� dÞðDh0gÞðb� r0Þoh0or0u

� 2
1

sinðhÞ ðDh0gÞðor0uÞBþ
1

sinðhÞ ðg� dÞBor0Dh0uþ
1

sin2ðhÞ
Cðb� r0Þðo/0gÞo2

r0uþ
1

sinðhÞBðDh0gÞðb� r0Þo2
r0u;
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and, after rearranging terms, we obtain
I ¼ ðd � gÞ2 1

sin2ðhÞ
o

2
/0uþ

1

sinðhÞ oh0Dh0u

 !( )

þ 2

sin2ðhÞ
Cðg � dÞor0o/0uþ

1

sinðhÞ ðg � dÞðDh0gÞðb� r0Þoh0or0uþ
1

sinðhÞ ðg � dÞBor0Dh0u

( )

þ 1

sin2ðhÞ
ðg � dÞðb� r0Þor0uðo2

/0gÞ þ
1

sinðhÞ ðg � dÞðb� r0Þor0uðoh0Dh0gÞ
( )

� 2
1

sin2ðhÞ
Cðo/0gÞor0uþ

1

sinðhÞ ðDh0gÞðor0uÞB
( )

þ 1

sin2ðhÞ
Cðb� r0Þðo/0gÞo2

r0uþ
1

sinðhÞBðDh0gÞðb� r0Þo2
r0u

( )
:

Simplifying further
I ¼ ðd � gÞ2 1

sin2ðhÞ
o2

/0uþ
1

sinðhÞ oh0Dh0u

 !( )

þ 2 ðg � dÞðb� r0Þ 1

sin2ðhÞ
ðo/0gÞo/0 ðor0uÞ þ ðoh0gÞoh0 ðor0uÞ

 !( )

þ ðg � dÞðb� r0Þor0u
1

sin2ðhÞ
ðo2

/0gÞ þ
1

sinðhÞ oh0 ðsinðhÞðoh0gÞÞ
( )

� 2ðb� r0Þor0u
1

sin2ðhÞ
ðo/0gÞ2 þ ðoh0gÞ2

( )
þ ðb� r0Þ2o2

r0u
1

sin2ðhÞ
ðo/0gÞ2 þ ðoh0gÞ2

( )
;

and using (15) we find:
I ¼ ðd � gÞ2J½u� þ ðg � dÞðb� r0ÞfJ½gor0u� � gJ½or0u� � ðJ½g�Þor0ug

þ ðg � dÞðb� r0Þor0uJ½g� � 2ðb� r0Þor0u J
1

2
g2

� �
� gJ½g�

� �

þ ðb� r0Þ2o2
r0u J

1

2
g2

� �
� gJ½g�

� �
;

¼ d2J½u� � 2dgJ½u� þ g2J½u� � dðJ½g�Þðb� r0Þor0uþ ðb� r0ÞgðJ½g�Þor0u

� 2 J
1

2
g2

� �
� gJ½g�

� �
ðb� r0Þor0uþ J

1

2
g2

� �
� gJ½g�

� �
ðb� r0Þ2o2

r0u

� dðb� r0ÞJ½gor0u� þ gðb� r0ÞJ½gor0u� þ dðb� r0ÞgJ½or0u�
� g2ðb� r0ÞJ½or0u� þ dðb� r0ÞðJ½g�Þor0u� gðb� r0ÞðJ½g�Þor0u:
Finally, the original Helmholtz equation (9a) becomes
or0 ðr0or0uÞ þJ½u� þ ðr0Þ2k2u ¼ F ðr0; h0;/0; uÞ

where
�d2F ¼ 2dor0 ðr0Aor0uÞþor0 ðA2or0uÞ�2dgJ½u�þg2J½u��dJ½g�ðb� r0Þor0uþðb� r0ÞgJ½g�or0u

�2 J
1

2
g2

� �
�gJ½g�

� �
ðb� r0Þor0uþ J

1

2
g2

� �
�gJ½g�

� �
ðb� r0Þ2o2

r0u�dðb� r0ÞJ½gor0u�þgðb� r0ÞJ½gor0u�

þdðb� r0ÞgJ½or0u��g2ðb� r0ÞJ½or0u�þdðb� r0ÞJ½g�or0u�gðb� r0ÞJ½g�or0uþ
X4

j¼1

H jðgÞk2u:
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The Dirichlet condition, (9b), simply transforms to
uða; h0;/0Þ ¼ nðh0;/0Þ

while (9c), upon multiplication by (d � g), can be written as
0 ¼ ðd � gÞorvðb; h;/Þ � ðd � gÞT ½vðb; h;/Þ� ¼ dor0uðb; h0;/0Þ � dT 0½uðb; h0;/0Þ� þ g T 0½uðb; h0;/0Þ�:

Since T 0 = T, (9c) transforms to
or0uðb; h0;/0Þ � T ½uðb; h0;/0Þ� ¼ Jðh0;/0Þ;

where
dJðh0;/0Þ ¼ �gT ½uðb; h0;/0Þ�:

Collecting all of these transformed equations, we find that u, upon dropping primes, satisfies
orðr2oruÞ þJ½u� þ r2k2u ¼ F ðr; h;/; u; gÞ ðr; h;/Þ 2 Xa;b; ð18aÞ
uða; h;/Þ ¼ nðh;/Þ; ð18bÞ
oruðb; h;/Þ � T ½uðb; h;/Þ� ¼ Jðh;/; u; gÞ: ð18cÞ
3.3. Transformed field expansions

Consider the transformed field u; setting g = ef it is possible, following the method of Nicholls and Reitich
[14,18] and Nicholls and Nigam [19], to prove the following analyticity theorem.

Theorem 1. Given an integer s P 0, if f 2 Cs+2 and n 2 Hs+3/2, there exists a unique solution
uðr; h;/; eÞ ¼
X1
n¼0

unðr; h;/Þen ð19Þ
of (18) satisfying, for some positive constants C and K,
kunksþ2 6 Kknksþ3=2Bn
for any B > Cjf jCsþ2 .

Following [4], we insert the strongly convergent series (19) into (18) and derive recursions for the {un}:
orðr2orunÞ þJ½un� þ r2k2un ¼ F nðr; h;/Þ ðr; h;/Þ 2 Xa;b; ð20aÞ
unða; h;/Þ ¼ dn;0nðh;/Þ; ð20bÞ
orunðb; h;/Þ � T ½unðb; h;/Þ� ¼ J nðh;/Þ; ð20cÞ
where dn,p is the Kronecker delta,
�d2F n ¼ 2dorðrAorun�1Þ þ orðA2orun�2Þ � 2dfJ½un�1� þ f 2J½un�2� � dJ½f �ðb� rÞorun�1

þ ðb� rÞf J½f �orun�2 � 2 J
1

2
f 2

� �
� fJ½f �

� �
ðb� rÞorun�2

þ J
1

2
f 2

� �
� fJ½f �

� �
ðb� rÞ2o2

r un�2 � dðb� rÞJ½f orun�1� þ f ðb� rÞJ½f orun�2�

þ dðb� rÞfJ½orun�1� � f 2ðb� rÞJ½orun�2� þ dðb� rÞJ½f �orun�1 � f ðb� rÞJ½f �orun�2

þ
X4

j¼1

Hjðf Þk2un�j; ð20dÞ
and
dJ n ¼ �fT ½un�1ðb; h;/Þ�: ð20eÞ
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We emphasize that Fn only involves un�j (j = 1,2,3,4) and Jn only depends on un�1. Hence, for each n, un can
be determined from (20) which is simply an inhomogeneous Helmholtz equation on a spherical shell with
inhomogeneous data. In the next section we present an efficient spectral-Galerkin method for the numerical
simulation of (20).

Remark 2. At this point we remark that our new TFE method can still be used, with minor modification, to
treat the inhomogeneous problem of scattering in the presence of a (compactly supported) source near the
obstacle. This can be accurately modeled with the addition of a ‘‘source’’ function S(r,h,/) to the right-hand
side of (2). It is not difficult to see that this S will propagate to the right-hand side of (18a) intact after the
change of variables. However, in a completely ‘‘honest’’ implementation of the method one must consider that
in the transformed coordinates this function S will depend upon g (and consequently e) so that for each S

considered, a Taylor expansion must be found and the nth order term, Sn, will appear on the right-hand side of
(20a).

However, we can avoid this complication by careful consideration of the benefit of our method, i.e. that
it produces linear (though recursive) problems for the unknowns, un. Fortunately, S is known for us so that
upon transformation to the new coordinates we can ‘‘ignore’’ the implicit dependence upon g and simply
view it as a new function ~S depending solely on the transformed variables (r 0,h 0,/ 0). Now, when we expand
in powers of e, ~S will only appear at order zero in (20a) and no Taylor series expansion is necessary. (Notice
that if we attempt to ignore the implicit dependence of u upon e then we must solve a nonlinear problem for
u which is what we aim to avoid.) In this way we can easily incorporate general source functions S in our
solution technique.
4. Spectral-Galerkin algorithm

Clearly, for the TFE method outlined above, (20), to be a competitive and reliable algorithm for the sim-
ulation of scattering configurations, we must devise a highly accurate and robust scheme for solving the Helm-
holtz equation (20a) coupled to the nonstandard boundary conditions (20b) and (20c). For this we advocate a
spectral-Galerkin method based upon Legendre polynomials very much in the spirit of the method detailed in
[4]. While the design philosophy of the two-dimensional method [4] is very similar to the one we outline below,
we now provide, for the reader’s convenience, a complete account of the algorithm.

As stated above, for each n, we need to find un by solving the following Helmholtz equation in a spherical
shell:
orðr2orUÞ þJ½U � þ r2k2U ¼ F ðr; h;/Þ 2 Xa;b; ð21aÞ
Uða; h;/Þ ¼ nðh;/Þ; ð21bÞ
orUðb; h;/Þ � T ½Uðb; h;/Þ� ¼ gðh;/Þ; ð21cÞ
where F(r,h,/), n(h,/) and g(h,/) are given functions. It is well known that the main difficulty in using the
exact DNO, T, in the boundary condition at the artificial boundary is that it is a global operator. This leads
to a dense sub-block in the linear system generated by a Galerkin method to solve (21) associated with (arti-
ficial) boundary unknowns. An important observation is that while this operator T is global in physical space,
it is ‘‘local’’ in frequency space, see (8). To take advantage of this fact, we expand the solutions, U(r,h,/),
F(r,h,/), n(h,/), and g(h,/), in spherical harmonic series
ðUðr; h;/Þ; F ðr; h;/ÞÞ ¼
X1
l¼0

Xl

m¼�l

ðûl;mðrÞ; f̂ l;mðrÞÞY l;mðh;/Þ;

ðnðh;/Þ; gðh;/ÞÞ ¼
X1
l¼0

Xl

m¼�l

ðn̂l;m; ĝl;mÞY l;mðh;/Þ:
Recalling the definition of the DNO, (8), it is easy to see that we can decompose (21) into the following se-
quence of one-dimensional, two-point boundary value problems:
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orðr2orûl;mÞ þ ðr2k2 � lðlþ 1ÞÞûl;m ¼ f̂ l;m; r 2 ða; bÞ; ð22aÞ
ûl;mðaÞ ¼ n̂l;m; ð22bÞ

orûl;mðbÞ � k
dzH

ð1Þ
lþ1=2ðkbÞ

H ð1Þlþ1=2ðkbÞ
� 1

2b

 !
ûl;mðbÞ ¼ ĝl;m: ð22cÞ
It is known from [22,23] that
Im
dzH

ð1Þ
lþ1=2ðkbÞ

H ð1Þlþ1=2ðkbÞ

( )
> 0; Re

dzH
ð1Þ
lþ1=2ðkbÞ

H ð1Þlþ1=2ðkbÞ

( )
< 0; �

dzH
ð1Þ
lþ1=2ðkbÞ

H ð1Þlþ1=2ðkbÞ
� lþ 1=2þ 1

b
as l!1; ð23Þ
which implies the well-posedness of the problem (22).
To describe the spectral-Galerkin method for (22), let us first make a change of variables
x ¼ 2ðr � aÞ
b� a

� 1; ð24Þ
which maps r 2 (a,b) to x 2 I := (�1,1). If we denote
~ul;mðxÞ :¼ ûl;mðrÞ; ~f l;mðxÞ :¼ f̂ l;mðrÞ; ~gl;m :¼ ĝl;m; ~nl;m :¼ n̂l;m;

c :¼ bþ a
b� a

; x :¼ kðb� aÞ
2

; ta :¼ 2

b� a
; tb :¼ �k

dzH
ð1Þ
lþ1=2ðkbÞ

H ð1Þlþ1=2ðkbÞ
þ 1

2b
;

then, (22) becomes:
oxððxþ cÞ2ox~ul;mÞ þ ððxþ cÞ2x2 � lðlþ 1ÞÞ~ul;m ¼ ~f l;m; x 2 I ; ð25aÞ
~ul;mð�1Þ ¼ ~nl;m; ð25bÞ
taox~ul;mð1Þ þ tb~ul;mð1Þ ¼ ~gl;m: ð25cÞ
It is straightforward to show that the functions
hl;mðxÞ :¼ ~gl;m � tb
~nl;m

ta þ 2tb

 !
xþ ~gl;m þ tb

~nl;m þ ta
~nl;m

ta þ 2tb
satisfy the two boundary conditions in (25). Hence, setting
d :¼ ~gl;m � tb
~nl;m

ta þ 2tb
; f l;m :¼ ~f l;m � ððxþ cÞ2x2 � lðlþ 1ÞÞhl;m � 2dðxþ cÞ; ~ul;mðxÞ ¼ ul;mðxÞ þ hl;mðxÞ;
we can rewrite (25) as the following problem with homogeneous boundary conditions:
oxððxþ cÞ2oxul;mÞ þ ððxþ cÞ2x2 � lðlþ 1ÞÞul;m ¼ fl;m; x 2 I ; ð26aÞ
ul;mð�1Þ ¼ 0; ð26bÞ
taoxul;mð1Þ þ tbul;mð1Þ ¼ 0: ð26cÞ
To continue our specification, let us denote by PN the space of complex-valued polynomials of degree less than
or equal to N, and
X ðl;mÞN :¼ fu 2 P N juð�1Þ ¼ 0; taoxuð1Þ þ tbuð1Þ ¼ 0g:

The spectral-Galerkin method for (26) is to find uðl;mÞN 2 X ðl;mÞN such that
Z

I
oxððxþ cÞ2oxu

ðl;mÞ
N Þ�vN dxþ

Z
I
ððxþ cÞ2x2 � lðlþ 1ÞÞuðl;mÞN �vN dx ¼

Z
I

fl;m�vN dx; 8vN 2 X ðl;mÞN ; ð27Þ
where �vN is the complex conjugate of vN. We recall that if ta and tb are real numbers and PN consists of real
polynomials, then there exist unique real numbers ðaðl;mÞk ; bðl;mÞk Þ such that
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X ðl;mÞN ¼ spanfcðl;mÞ0 ðxÞ; cðl;mÞ1 ðxÞ; . . . ; cðl;mÞN�2ðxÞg;

where
cðl;mÞk ðxÞ ¼ LkðxÞ þ aðl;mÞk Lkþ1ðxÞ þ bðl;mÞk Lkþ2ðxÞ;

and Lk(x) is the kth Legendre polynomial [24,25]. It is easy to see that this is still true if we allow all of the
ðaðl;mÞk ; bðl;mÞk Þ, ta, tb, PN, and X ðl;mÞN to be complex valued. In fact, one easily verifies that
aðl;mÞk ¼ ð2k þ 3Þta

taðk þ 2Þ2 þ 2tb

; bðl;mÞk ¼ aðl;mÞk � 1:
We note that from (23), Re{tb} > 0, so that ðaðl;mÞk ; bðl;mÞk Þ are always well defined. Therefore, setting
uðl;mÞN ðxÞ :¼
XN�2

j¼0

uðl;mÞj cjðxÞ; uðl;mÞ :¼ ðuðl;mÞ0 ; uðl;mÞ1 ; . . . ; uðl;mÞN�2Þ
T
;

aðl;mÞj;n :¼
Z

I
oxððxþ cÞ2oxc

ðl;mÞ
n Þ�cðl;mÞj dx; Aðl;mÞ :¼ ðaðl;mÞj;n Þ;

bðl;mÞj;n :¼
Z

I
ððxþ cÞ2x2 � lðlþ 1ÞÞcðl;mÞn �cðl;mÞj dx; Bðl;mÞ :¼ ðbðl;mÞj;n Þ;

f ðl;mÞj :¼
Z

I
fl;m�cðl;mÞj dx; fðl;mÞ :¼ ðf ðl;mÞ0 ; f ðl;mÞ1 ; . . . ; f ðl;mÞN�2 Þ

T
;

the system (27) becomes the following complex-valued system of equations:
ðAðl;mÞ þ Bðl;mÞÞuðl;mÞ ¼ fðl;mÞ: ð28Þ
Due to the special form of cðl;mÞj , we additionally have that
bðl;mÞj;n ¼ 0; jj� nj > 4; aðl;mÞj;n ¼ 0; n < j� 2:
Hence, for each l and m, the linear system (28) can be solved in OðN 2Þ operations by using a direct Gaussian
elimination process. Renaming N as Nr, the spherical harmonic-Legendre approximation for (21) is given
(with x defined by (24)) by:
U Nr ;Nh
ðr; h;/Þ ¼

XNh�1

l¼0

Xl

m¼�l

XNr�2

j¼0

ðuðl;mÞj cðl;mÞj ðxÞ þ hl;mðxÞÞY l;mðh;/Þ ð29Þ
which is the solution of the following approximate variational problem:
� ðr2orUNr ;Nh
; orvÞ � sinðhÞohU Nr ;Nh

; oh
1

sinðhÞ v
� �� �

� o/UNr ;Nh
; o/

1

sin2ðhÞ
v

" # !
þ k2ðr2UNr ;Nh

; vÞ ¼ ðF ; vÞ 8v 2 V Nr ;Nh
;

UNr ;Nh
ða; h;/Þ ¼ nNh

ðh;/Þ;
orUNr ;Nh

ðb; h;/Þ � T ½U Nr ;Nh
ðb; h;/Þ� ¼ gNh

ðh;/Þ;
where (Æ,Æ) is the L2 inner product,
V Nr ;Nh
¼ spanfcðl;mÞj ðxðrÞÞY lmðh;/Þj0 6 jmj 6 l 6 N h � 1; 0 6 j 6 Nr � 2g;
and,
ðnNh
ðh;/Þ; gNh

ðh;/ÞÞ ¼
XNh�1

l¼0

Xl

m¼�l

ðn̂l;m; ĝl;mÞY l;mðh;/Þ:
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Having now completely specified our numerical algorithm we can comment on its computational complexity.
As we have seen, in a simulation that retains N perturbation orders we must solve the equation (20) (N + 1)-
many times. Each of these problems is equivalent to the generic Helmholtz problem (21) which, in turn,
amounts to a one-dimensional problem (22) for each pair (l,m). To convert (21) to (22) requires a spherical
harmonic transform (SHT) at cost OðF ðN hÞÞ. We have just seen that (22) can be solved in quadratic time
in the discretization parameter Nr, thus the computational cost is:
Fig. 2.
approx
(N/ =
OðNF ðN hÞN 2
r Þ:
As we stated earlier, Suda and Takami [20] have shown that the SHT can be accomplished in time propor-
tional to OðN 2

h logðN hÞÞ so that the cost of our algorithm is:
OðNN 2
h logðN hÞN 2

r Þ:

Finally, we point out that the numerical analysis of this spectral-Galerkin approximation to (21) is performed
in [26] which shows that the L2-error decays exponentially fast as soon as Nr and Nh are sufficiently large to
resolve the wave in the spherical shell. We refer to [26] for a precise description of the error estimates. We also
note that the error analysis for a related problem (where T in (21) is replaced by ik) was done in [27].

We now present numerical results demonstrating the spectral accuracy of the above scheme for the Helm-
holtz problem (21). For this we note that we have a family of exact solutions to the homogeneous Helmholtz
equation, (21a), of the form:
Ul;mðr; h;/Þ :¼ r�1=2H ð1Þlþ1=2ðkrÞY l;mðh;/Þ: ð30Þ
Upon choosing (l,m) we can use this as an exact solution for the full problem, (21), provided that we set
F ðr; h;/Þ ¼ 0; nðh;/Þ ¼ a�1=2H ð1Þlþ1=2ðkaÞY l;mðh;/Þ; gðh;/Þ ¼ 0: ð31Þ
To specify a particular numerical experiment, we now choose a = 2, b = 4, l = 2, and m = 1 and report, in
Fig. 2, the results of using our spherical harmonic-Legendre algorithm. We observe that for any fixed k,
the error converges exponentially as soon as enough modes are used to resolve the wave.
Error, measured in L2, between an exact solution, (30), of the Helmholtz equation, (22), and our spherical harmonic-Legendre
imation for different frequencies k. In the figure, the number triples denote the number of colatitudes (Nh), longitudes
2(Nh � 1)), and modes in the radial direction (Nr), respectively.
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5. Numerical results

In this section we present two sets of numerical experiments which illuminate the behavior of our new
numerical scheme. The first is based upon an exact solution, cf. (30), which we have found useful in
measuring the performance of Boundary Perturbation methods. The second set approximates our
original plane-wave scattering problem; here highly resolved numerical simulations are used as reference
solutions.

5.1. Computations of surface currents

To evaluate the performance of a numerical algorithm for scattering there are many tests, in both the near
and far fields, available for consideration. As in [4] we choose to measure the normal derivative of the field at
the scattering surface, cf. Section 3.1 and Fig. 1, which, for electromagnetics applications, has the physical
interpretation of a current. We define this normal derivative as
mðhÞ :¼ rvjr¼aþef � Ng;
where
rv ¼ orv;
1

r
ohv;

1

r sinðhÞ o/v
� �

;

and
N g :¼ ðaþ gÞ;�ðohgÞ;� 1

sinðhÞ o/g
� �
is chosen unnormalized as in [4]. With this choice of normal it is easy to see that
mðhÞ ¼ ðaþ gÞorvjr¼aþef �
ðohgÞ
ðaþ gÞ ohvjr¼aþef �

ðo/gÞ
ðaþ gÞ sin2ðhÞ

o/v
��
r¼aþef

: ð32Þ
To use the TFE algorithm in a simulation of the current m, (32), we must perform a few manipulations:
ðaþgÞðd�gÞm¼ ðaþgÞ2ðd�gÞorvjr¼aþg�ðohgÞðd� gÞohvjr¼aþg�
1

sin2ðhÞ
ðo/gÞðd�gÞo/v

��
r¼aþg

¼ ðaþgÞ2dor0ujr0¼a�ðoh0gÞðd�gÞoh0ujr0¼aþðoh0gÞ2dor0ujr0¼a�
1

sin2ðhÞ
ðo/0gÞðd� gÞo/0u

��
r0¼a

þ 1

sin2ðhÞ
ðo/0gÞ2dor0ujr0¼a;
where we have used (14) to change coordinates. Dropping primes and further simplifying we find
ðaþ gÞðd � gÞm ¼ ðaþ gÞ2doruþ doru ðohgÞ2 þ 1

sin2ðhÞ
ðo/gÞ2

( )
� ðd � gÞ ðohgÞohuþ 1

sin2ðhÞ
ðo/gÞo/u

( )

¼ ðaþ gÞ2doruþ doru J
1

2
g2

� �
� gJ½g�

� �
� 1

2
ðd � gÞfJ½gu� � gJ½u� � uJ½g�g; ð33Þ
where u is to be evaluated at r = a. Setting g = ef, the current, m, in the new coordinates is also analytic in e
[19], provided that f is sufficiently smooth, so that
mðh;/; eÞ ¼
X1
n¼0

mnðh;/Þen;
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and (33) can be used to show that � �

ad mn ¼ ða� dÞf mn�1 þ f 2mn�2 þ a2dorun þ 2adf orun�1 þ f 2dorun�2 þ dJ

1

2
f 2 orun�2 � dfJ½f �orun�2

� 1

2
dJ½fun�1� þ

1

2
dfJ½un�1� þ

1

2
dJ½f �un�1 þ

1

2
fJ½fun�2� �

1

2
f 2J½un�2� �

1

2
fJ½f �un�2;
where terms with negative index are set to zero. From this we can approximate m with
mN ðh0;/0; eÞ :¼
XN

n¼0

mnðh0;/0Þen: ð34Þ
Before discussing our numerical results in detail, we point out that the Taylor series (34) evaluated at a par-
ticular point ðh00;/

0
0Þ may be summed directly (‘‘Taylor summation’’), or rationally approximated using the

method of Padé [28]. To summarize this method, suppose that the truncated Taylor series
tN ðeÞ :¼
XN

n¼0

tne
n

of an analytic function t(e) is approximated by the rational function
pL;MðeÞ :¼
PL

l¼0alelPM
m¼0bmem

;

where L + M = N and the {al,bm} are determined from the {tn} via Padé’s algorithm [28]. Then pL,M(e) has
rather remarkable properties of approximation of t(e), in particular, the ability to deliver, with high accuracy,
the value of t(e0) when e0 is a point of analyticity outside the disk of convergence of the Taylor series of t(e)
[28]. As we shall later see, this enables us to compute scattering returns from obstacles which are very large

perturbations of a circle.

5.2. Exact solutions

As we saw at the end of Section 4, a useful family of exact solutions of (9a) and (9c) is given by the Ul,m of
(30) for each (l,m). Given a profile g(h,/) = ef(h,/) we will have a solution to (9) provided that we set
nðh;/Þ ¼ nl;mðh;/Þ :¼ U l;mðaþ ef ðh;/Þ; h;/Þ: ð35Þ
So, provided with the triple (e, f,nl,m), the TFE algorithm delivers approximations to the field and the current
which can be compared with the exact field, Ul,m, and its current. For the experiments of this section we will
choose the nondimensional radius a = 1, together with b = 2, l = 2, and m = 1. Regarding the profiles, f,
which specify the perturbation of the scatterer from a sphere, we choose the shapes considered by Bruno
and Reitich [6]:
f1ðh;/Þ ¼
3

2
cos2ðhÞ � 1

2
; ð36aÞ

f2ðh;/Þ ¼
1

8
ð35 cos4ðhÞ � 30 cos2ðhÞ þ 3Þ; ð36bÞ

f3ðh;/Þ ¼
3

8
cosð/Þ sinðhÞð4� 5 sin2ðhÞÞ: ð36cÞ
For each profile we conduct the following tests:

(1) Fixing the frequency k = 1 we vary e to demonstrate the robustness with respect to the perturbation size.
(2) Fixing the perturbation size e = 0.1 we vary the frequency k to demonstrate the robustness with respect

to the frequency.

For the first profile f1 given in (36a) and pictured in Fig. 3, we show, in Fig. 4, the results as e is varied
through values of 0.125, 0.25, 0.5, and 1.0 for k = 1. Here the errors are dominated by the expansion error.



Fig. 3. Domain shaped by f1, cf. (36a), with e = 0.5.

Fig. 4. Error in current, measured in L1, between an exact solution, (30), and our new TFE algorithm. The scattering obstacle is shaped
by r = 1 + ef1. The frequency is fixed at k = 1, the perturbation amplitudes are e = 0.125, 0.25, 0.5, 1.0, and the numerical parameters are
Nh = 40, N/ = 78, and Nr = 60.
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We observe that the errors decay monotonically as N, the number of terms in the perturbation expansion,
increases. It is remarkable that the algorithm even converges at the very large value of e = 1 thanks to the
use of Padé summation.



Fig. 5. Error in current, measured in L1, between an exact solution, (30), and our new TFE algorithm. The scattering obstacle is shaped
by r = 1 + ef1. The perturbation amplitude is fixed at e = 0.1, the frequencies are k = 20, 40, 60, and the numerical parameters are Nh = 50,
N/ = 98, and Nr = 60.
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In Fig. 5, we fix e = 0.1 and show the convergence results for frequencies k = 20, 40, 60. We observe that the
error decays monotonically as N increases until it reaches machine precision or the accuracy limited by the
spatial resolution. We note that even at a relatively high frequency k = 60, the modest number of modes used
in this test still provide very accurate results.

Remark 3. Before we move to the other two profiles, let us point out another advantage of our approach.
Since we use a spectral approximation of the exact Dirichlet Neumann Operator, T, we can choose the outer
boundary to be quite close to the obstacle, thus, reducing the effective wave number in the radial direction from
ðaþ jgjL1Þk to essentially ðjgjL1Þk, and consequently, reducing the required number of points in the radial
direction significantly.

In order to validate the above claim, we fix e = 0.1, Nh = 50 and N/ = 98 and we compare the errors in
choosing b = 2 as compared to b = 1.2 with three frequencies and two values of Nr. The results are reported
in Table 1. We observe, for example, that for b = 2 and k = 40, Nr = 50 is required for the error to be of order
10�13 while only Nr = 24 is needed if we choose b = 1.2. Clearly, one should choose b to be very close to
ðaþ jgjL1Þ to minimize the number of modes needed in the radial direction.

Now we consider the second profile f2 given in (36b) and shown in Fig. 6. We present in Fig. 7 the results as
e is varied through values of 0.125, 0.25 and 0.5 for k = 1. The error behavior is similar to that for the first
profile except that slightly more terms in the Taylor series are needed as this profile is a more irregular defor-
mation of the sphere. In Fig. 8, we present the convergence results for frequencies k = 20, 40, 60 with e = 0.1.
The results are, again, similar to the first case save that a few more modes were necessary to achieve compa-
rable accuracy.

We now turn to the third profile f3 given in (36c) and pictured in Fig. 9. In Fig. 10, the results with fixed
parameters k = 1, Nh = 40, N/ = 78, and Nr = 60 are shown for varying e. In Fig. 11, we report the conver-
gence results for frequencies k = 20, 40, 60 with e = 0.1 and Nh = 50, N/ = 98, Nr = 60. These results are also
very similar to the first two profiles, except that in Fig. 11, the plateau reached at N = 21 for k = 60 is due to
insufficient spatial resolution.



Table 1
Comparison of errors with b = 2 and b = 1.2

Nr k = 20 k = 40 k = 60

Case I. a = 1, b = 2
20 0.29763838 · 10�6 N/A N/A
30 0.33960572 · 10�13 0.67513035 · 10�5 N/A
40 0.15703991 · 10�14 0.46352098 · 10�10 0.88338883 · 10�3

50 0.17613860 · 10�14 0.34953493 · 10�13 0.36524574 · 10�7

60 0.12354349 · 10�14 0.35001966 · 10�13 0.14695808 · 10�8

Case II. a = 1, b = 1.2
10 0.17356540 · 10�7 0.26397995 · 10�4 N/A
16 0.50100256 · 10�14 0.49344552 · 10�9 0.71672433 · 10�3

24 0.22039046 · 10�14 0.58447350 · 10�13 0.24197446 · 10�8

32 0.22163657 · 10�14 0.58473324 · 10�13 0.25240995 · 10�8

Fig. 6. Domain shaped by f2, cf. (36b), with e = 0.5.
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5.3. Plane-wave scattering

In the experiments described in this section we return to the original plane-wave scattering problem (5) with
the Dirichlet data n set equal to the opposite of the incident radiation, (1), evaluated at the surface of the scat-
terer. We will choose the problem parameters a = 1, b = 2, and the profiles f1, f2, and f3 from Section 5.2. Of
course, we no longer have an exact solution for comparison and instead use a ‘‘high resolution’’ approxima-
tion (Nh = 81, N/ = 140, Nr = 80) as a reference solution.

Beginning with the profile f1, (36a) (see Fig. 3) with perturbation size e = 0.1 we display in Fig. 12 results of
numerical simulations with frequencies k = 1, 5, 10, 20. In this example the numerical parameters are set to
Nh = 41, N/ = 70, Nr = 60. We point out that by order N = 13 we can achieve ‘‘best’’ accuracies (allowed
by the fixed spatial resolution) of 10�14, 10�12, 10�9 and 10�6 for k = 1, 5, 10 and 20, respectively. To achieve
better results naturally requires a further refinement of the numerical parameters Nh, N/, and Nr.



Fig. 7. Error in current, measured in L1, between an exact solution, (30), and our new TFE algorithm. The scattering obstacle is shaped
by r = 1 + ef2. The frequency is fixed at k = 1, the perturbation amplitudes are e = 0.125, 0.25, 0.5, and the numerical parameters are
Nh = 40, N/ = 78, and Nr = 60.

Fig. 8. Error in current, measured in L1, between an exact solution, (30), and our new TFE algorithm. The scattering obstacle is shaped
by r = 1 + ef2. The perturbation amplitude is fixed at e = 0.1, the frequencies are k = 20, 40, 60, and the numerical parameters are Nh = 70,
N/ = 138, and Nr = 60.

Q. Fang et al. / Journal of Computational Physics 224 (2007) 1145–1169 1165



Fig. 9. Domain shaped by f3, cf. (36c), with e = 0.5.

Fig. 10. Error in current, measured in L1, between an exact solution, (30), and our new TFE algorithm. The scattering obstacle is shaped
by r = 1 + ef3. The frequency is fixed at k = 1, the perturbation amplitudes are e = 0.125, 0.25, 0.5, 1.0, and the numerical parameters are
Nh = 40, N/ = 78, and Nr = 60.
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In Figs. 13 and 14 we display similar results for the profiles f2, (36b), and f3, (36c). Again, the perturbation
size is fixed at e = 0.1 while the frequencies are varied through k = 1, 5, 10, 20. The numerical parameters are
fixed at Nh = 41, N/ = 70, Nr = 60. We note that the ‘‘best’’ accuracies, allowed by the fixed spatial resolution,



Fig. 11. Error in current, measured in L1, between an exact solution, (30), and our new TFE algorithm. The scattering obstacle is shaped
by r = 1 + ef3. The perturbation amplitude is fixed at e = 0.1, the frequencies are k = 20, 40, 60, and the numerical parameters are Nh = 50,
N/ = 98, and Nr = 60.
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can be achieved for all frequencies considered by N = 16 (for f2) and N = 13 (for f3). The precise values of
these accuracies is determined by the numerical parameters and can be further reduced with refinement in
the discretization parameters Nh, N/, and Nr.
Fig. 12. Error in current, measured in L1, between a highly resolved plane-wave solution, and our new TFE algorithm. The scattering
obstacle is shaped by r = 1 + ef1. The perturbation amplitude is fixed at e = 0.1, the frequencies are k = 1, 5, 10, 20, and the numerical
parameters are Nh = 41, N/ = 70, and Nr = 60.



Fig. 13. Error in current, measured in L1, between a highly resolved plane-wave solution, and our new TFE algorithm. The scattering
obstacle is shaped by r = 1 + ef2. The perturbation amplitude is fixed at e = 0.1, the frequencies are k = 1, 5, 10, 20, and the numerical
parameters are Nh = 41, N/ = 70, and Nr = 60.

Fig. 14. Error in current, measured in L1, between a highly resolved plane-wave solution, and our new TFE algorithm. The scattering
obstacle is shaped by r = 1 + ef3. The perturbation amplitude is fixed at e = 0.1, the frequencies are k = 1, 5, 10, 20, and the numerical
parameters are Nh = 41, N/ = 70, and Nr = 60.
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6. Concluding remarks

In this paper, we have presented an efficient and high-order algorithm for three-dimensional bounded
obstacle acoustic scattering. The method extends our recent work [4] for two-dimensional bounded obstacle
scattering, and is based upon a boundary perturbation method paired with a high-order spectral-Galerkin sol-
ver. This boundary perturbation approach is justified by rigorous theoretical results on analyticity of the scat-
tered field with respect to boundary variations. Several numerical results have been presented to exemplify the
accuracy, stability, and versatility of the proposed method.
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