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Abstract

We extend the fictitious domain spectral method presented in Gu and Shen (SIAM J Sci
Comput 43:A309-A329, 2021) for elliptic PDEs in bounded domains to the Helmhotlz
equation in exterior domains. We first reduce the problem in an exterior domain to a bounded
domain using the exact Dirichlet-to-Neumann operator. Next, we formulate the reduced
problem into an equivalent problem in an annulus by using a fictitious domain approach.
Then, we apply the Fourier-spectral method in the radial direction to reduce the problem in
an annulus to a sequence of 1-D Bessel-type equations, each with a one-sided open boundary
condition that are to be determined by the boundary condition of the original Helmholtz
equation. We solve these 1-D Bessel-type equations by the Legendre-spectral method, and
determine the open boundary conditions with a least square approach. We derive a wave
number explicit error estimate for the special case of a circular obstacle, and provide ample
numerical results to show the effectiveness of the proposed method.
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1 Introduction

Time harmonic wave propagations appear in many applications such as wave scattering
and transmission, noise reduction, fluid-solid interaction, etc. How to efficiently solve the
Helmholtz and Maxwell equations arising from acoustic and electromagnetic scattering prob-
lems has been a focus of research in the last few decades, see [2—4, 8, 9, 14, 19, 20, 23-25,
28] and the references therein.

We consider in this paper the acoustic scattering problem governed by the Helmholtz
equation:

— Aup — Kug = f inQ=R)\Qy,

ug =g onaf2y, (1.1
lim #'/2(8,uyy — ikuy) = 0,
r—00

where k > 0 is the wave number, €21 is a simply connected bounded domain in RZ andr =
v/x2 + y2. The difficulty caused by the unboundedness of the domain is usually dealt with by
domain truncation. Specifically, one first introduces a large domain D; of simple geometry
that encloses €21 and redefine the problem in the bounded domain 2 := D1 N (Rz\Ql) with
the Dirichlet-to-Neumann (DtN) boundary condition on d D;. For convenience, D can be
chosen as a simple geometry, such as an open disk in 2-D case or a ball in 3-D case.

In the context of spectral methods, if the obstacle is star-shaped, the solution can be
approximated by a transformed field expansion approach [12, 26, 27], which requires solv-
ing a sequence of Helmholtz equations in the transformed regular domain. However, the
applicability and effectiveness of this approach depend heavily on the shape and regularity
of the obstacles. In this work, we adopt an entirely different fictitious domain approach pro-
posed in [16] for elliptic PDEs in two-dimensional complex geometries. Since the forcing
function f can be smoothly extended into the obstacle [5, 6], instead of transforming the
complex domain into a regular domain, we enclose the original domain 2 with an outside
circle and an inside circle, and formulate an extended problem in the annulus, see Fig. 1.
At the outside circle, we still use the exact DtN boundary condition, but we determine the
boundary condition at the inside circle to enforce the boundary condition at the obstacle.
Under the polar coordinates, taking the Fourier expansion of the solution leads to a sequence
of 1-D Bessel-type equations with undetermined boundary conditions at the left end. The
key step in our agorithm is to determine these boundary conditions such that the boundary
condition at the obtacle is satisfied. Once the boundary conditions at the left end are deter-
mined, the sequence of 1-D Bessel-type equations can be efficiently solved by a standard
spectral-Galerkin method. The algorithm described above is relatively easy to implement
compared with the algorithms based on the transformed field expansion approach [26].

Analysis for the proposed method is highly nontrivial. Unlike usual Galerkin approxima-
tions of the Helmholtz equations, our method leads to an unusual Petrov—Galerkin formulation
in which the “boundary” condition of the trial space is given at the original boundary of the
obstacle, which is not part of the boundary of the computational domain. Thus, the well-
posedness of this formulation can not be easily established with a usual procedure. In this
paper, we focus on the analysis for the special case when the obstacle is a disk. We develop
the a priori estimates for the extended Helmholtz problem, and further establish the error
estimates with explicit dependence on the wave number for our method, similar to previ-
ous results established for different type of methods in [7, 11, 13, 18, 21, 29]. In particular,
the error estimates show that our method is not plaqued by the polution effect suffered by
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low-order methods [1] and it can converge exponentially as soon as the discretization is fine
enough when the solution is smooth.

The rest of the paper is organized as follows. In Sect. 2, we describe the fictitious domain
method with an annular embedding and formulate the extended problem. In Sect.3, we
describe the dimension-reduction process and introduce a practical algorithm using spectral-
Galerkin method for the derived 1-D equations. In Sect. 4, we investigate the a priori estimates
of the proposed method for a special case. In Sect. 5, we perform rigorous error analysis fol-
lowing the a priori estimates. In Sect. 6, we present several numerical examples to demonstrate
the effectiveness of this method. Some concluding remarks are given in the last section.

2 Problem Formulation
We first introduce some notations, followed by a description the acoustic scattering prob-

lem. Then, we formulate an equivalent extended problem and describe a Petrov—Galerkin
formulation.

2.1 Notations

We present below some of the notations to be used throughout this paper. Denote by w* (r) =
r¥ the weight functions associated with the polar transform, and define the L? weighted inner
product,

(@0, D)yt 1 :/ a(r)o(ryrkdr, 2.1
I!

for any integer k and any interval I’ C [0, 4+-00). Also, define the L and H' weighted spaces

L2y = (@) « iill o= /@, @) e 1 < 00}, (2.2)

H () = (a0 : il e pr = \/(12, @) iy + Oit, 0,00) i < 00} (23)

Similarly, for any domain " C [0, +00) x [0, 277), define the L? weighted inner product,
(U, V) b = / uvrkdrde, (2.4)

and the L2 weighted space

L2(2) = {u(r,0) : lullyh g = /(. w) ko < 00} (2.5)

We will omit the subscript or superscript when k = 0, and these spaces reduce to the usual
non-weighted spaces.
We also denote the line integral over any closed curve I' € R? by

(u,v)r := f uvds. (2.6)
r

2.2 The Extended Problem

As in [26], we first reformulate (1.1) into a problem in a finite domain by the DtN mapping.
Indeed, by a classical argument of separation of variables, the solution of (1.1) with f =0
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Fig.1 An illustrative figure for
the domain enclosing

for r > ro (b is sufficiently large that €21 is enclosed by Dy := {(r,0) : r < b}) can be
expressed as

o0
un(r.0) = > anH\ kr)e™, 2.7)

m=—0Q

where H,Zl) (kr) is the m-th order Hankel function of the first kind. If uy (b, 6) is known and

o0
VO) = unb.0) = Y Ve, 2.8)
m=—o0
then the DtN map T is given by

[ee)

)
H, .
Tup) =—- )Y e _(kro) ) (kr‘))xpmel’"@. (2.9)
m=—0oQ Hm (kVO)

Hence, (1.1) with Supp{ f} C D; is equivalent to

—Auy —kzuH = f inQQ,
ug =g onoafy, (2.10)

9
? +T(ug) =0 ondD,
.

where © = Dy N (R?\Q) is the problem domain.

One approach to deal with the possible complex geometry of 2 is the fictitious domain
method, which encloses €2 with a standard domain and solve the problem in the new standard
domain. For simplicity, we assume (x, y) = (0,0) € Q and let Dy := {(r,0) : r < a} be
a small disk such that D, C Q1, and denote Q= {(r,0) : a < r < b} which is an annulus
(see Fig.1). Assume f is smoothly extended from 2 to Q (the extension is still denoted as
f) 5, 6], then instead of solving (2.10), we solve the following extended problem:

—Au—k2u=f inﬁ,
u=g ond, @2.11)

3
M Tw =0 ondD,.
ar

It is clear that uy = u|q, the restriction of solution to the above extended problem to €2, is
the solution of (2.10).
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In order to study the well-posedness of the above problem, we define the trial and test
spaces as

o0
X = !u = 3 @ " e Hy)N L (D), ulag, = g}, 2.12)

m=—0Q0

and

Y = {v = Y 0" 0" e Hy(HN L (1), v(a,0) zove}. (2.13)

m=—00

We also define the sesquilinear form B : X x ¥ — C by
B(u, v) := (9yu, 9;v),, & + (Bgu, dv),-1 & — kz(u, V-1t b(T(u),v)sp,. (2.14)
Then a Petrov—Galerkin formulation of (2.11) is given by:

{ given f € L2(&), find u € X such that (2.15)

B(u,v) = (f, v)wﬁ, YvevY,

where the weight function w(r) = r.

3 Numerical Algorithms
We first present a conceptual algorithm without spatial discretization for the extended problem

based on the DtN mapping and Fourier expansion in the azimuthal direction, followed by a
practical algorithm using the spectral-Galerkin method.

3.1 An Algorithm Without Spatial Discretization

Similarly as in our previous work [16], we apply dimension reduction on the problem (2.11)
by expanding the equation with Fourier series as follows:

f= 2 frmem (3.1)
and o
w= Y @"(r)e". 3.2)

Plugging the above expressions in (2.11), we derive a sequence of the 1-D Bessel-type
equations for 4™

2

1 R m- o A
—;a,(ra,u'") + r—zum — kX" =", rel:=(a,b), 3.3)

3,u"(b) — kDy, " (b) = 0,

(1
where D, j := L (*b)

Note that the equation (3.3) is underdetermined since no boundary condition is specified
at r = a. To ensure the well-posedness of (3.3), we add an artificial boundary condition
1™ (a) = t™ where ™ is to be determined.
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We first figure out the relation between & and 1, which is given by the following result.

Lemma 3.1 Let ¢™ be the solution to

2
0 (ri @) + 59" — K29 =0, rel,

34
" (@) =1, 9:¢"(b) — kDm 9" (b) =0,
and Y™ be the solution to
Lo caem + m—zwm — Ky =" rel
r r r r2 s s (35)
Y™ (@ =0, 39y" (1) —kDpury™ () =0.
Then the solution to (3.3) is given by
a" ="M + Y. (3.6)
Lemma 3.1 can be trivially verified.
Therefore, the solution to (2.11) is given by
s .
u(r, @)= (@"¢" () + " (r)e? (3.7)
m=—00
where {f,,} can be determined by the boundary condition # = g on 921, namely
e .
D @)+ Y (r))e™ =g on Q. (3.8)

m=—0Q0

Proposition 3.1 Let u, given by (3.7), be the solution of (2.11). Then u is also a solution of
(2.15).

Proof Let u, given by (3.7), be the solution of (2.11). It is clear that ™ = "¢™ + Y™
is in HJJ(I) N sz,l(l). Also, (3.8) implies # = g on 921, so u € X. For any v =
Z,fi_oo ok (r)eike € Y, multiplying 9% on both sides of (3.3) and using integration by
parts lead to

@™, 88" .1 +m>@", 8% o1 p =K@, 0,1 = kb Dy g™ BYOF (D) = (f", )1
Multiplying the above by eimee_ik'e, integrating over 6, and summing up the results for all
m leads to B(u, 0*e™*?) = (f, 0*e'*),, & for all k. Hence, u is also a solution of (2.15). O

3.2 A Practical Algorithm

We develop below a practical algorithm for finding an approximation to {#,,} through (3.8),
which leads to an approximation to u given in (3.7).

We first solve the 1- D equations (3 4) and (3.5) by the spectral-Galerkin method. Specifi-
cally, define the space W, = ={u e H (HNL? - (I) : u(a) = o} forany o € C, and define

the sesquilinear form Bm : (Hw Hn Lif, (I)) (Hul) Hn Lirl (1)) — Cby

By (i1, D) := By, 8,0)w,1 +m* (@, 0)yy1 ; — K*(@1, D)w,1 — kb Dy ki (b)0(b).  (3.9)
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Then multiplying 0 € W, to both sides of (3.4) and using integration by parts lead to the
following variational formulation of (3.4):

find ¢” € W) such that
An ¢ (f 1 suc Aa ) (3.10)
B, (¢™,v) =0, YveW,.
Similarly, the variational formulation of (3.5) is given by
find ™ € Wy such that
n wm < Hosten . 3.11)
Bm(w 5 v) = (f 5 v)w,ls Yv e Wp.

Let Py be the space of all complex polynomials of degree at most N on /. Denote
Wy n = Wy N Py, then the spectral-Galerkin methods for (3.10) and (3.11) are given by

[ﬁAnd oy € WLN such that ) (3.12)
B, (9%, 0n) =0, Viy € Won
and .
{ﬁAnd U eA Wo.N S}\lCh Athat A ) (3.13)
By (Y, 0n) = (f™, ON)w.1, Yin € WoN.

By Lemma 3.1, after obtaining ¢}, and v/, the approximation to & can be constructed as

iy =t"oN + Y. (3.14)
Finally, we take the truncated expansion

M M

upn =y anee™ = Y ("gh + yp) e (3.15)

m=—M m=—M
as the approximate solution of the extended problem (2.11). Here the critical step is to
determine {t’"} _ s Subject to the interior boundary condition # = g on 9€2;. One straight-

forward way is to prescrlbe J collocation nodes {(7;, 6 ])} le on 921, and enforce

upn(Fj 0) ~ g6, j=1,---.J, (3.16)

or
M

3 (") + VR Gp) i~ g @), =10 (3.17)

m=—M

For J > M, (3.17) corresponds to the following least square problem:

J M

S (O E) FURE) &~ g(6))

m=—M

min

i (3.18)
t e

In practical implementation, we empirically choose J between 4 M and 8 M which has the
best conditioning-efficiency balance on (3.18). Another discretization is taking the projection
of the residue onto the finite-dimensional Fourier subspace and setting it zero. Specifically,
suppose €21 is characterized by the curve r = p(6), then we enforce

(uMN(p(G), 0) —g(0), eim)w vy =0 (3.19)

@ Springer



46  Page 8 of 27 Journal of Scientific Computing (2023) 94:46

or

M
(Z (z%;&(p(o))+w;v"(p(e)>)e“"9—g(9>,e”9> =0, (320
[0,27)

m=—M

forl=—M,---, M, where (f, 8)0.2m) = fozn fgdo.
To sum up, the following algorithm results from the above discussion.

Algorithm 3.1 Given M (number of nodes in 0 direction) and N (number of nodes in the r
direction), we find an approximate solution uyry of the extended problem (2.11) as follows.

Step 1. Perform the domain embedding 2 C Q and extend f from Q to Q smoothly;

Step 2. Compute the truncated Fourier expansion of f (r, 0) with respect to 0, obtaining an
approximation to (3.1);

Step 3. Solve (3.4) and (3.5) using the spectral-Galerkin formulation (3.12) and (3.13) with
degree of freedom N, obtaining approximate solutions {¢y;} and {{};}, respectively;

Step 4. Determine {t"} through the least square problem (3.18) or the linear system (3.20);

Step 5. Compute uyn by (3.15).

We remark that in Step 4 the least square problem (3.18) with unknowns {¢”*} is an
overdetermined linear system with a J x (2M + 1) dense matrix. One can solve (3.18)
by standard algorithms such as QR factorization or SVD [30]. If the size M and J are
moderately large, the collocation nodes {(7;, 6 1)} will be densely distributed on 9€2; such
that any adjacent rows of the matrix will be nearly parallel. Consequently, the problem (3.18)
will be close to rank-deficient. In this case, the truncated SVD solution is recommended [15].
More precisely, denoting the problem as min; || A¢ — b||> and choosing a truncation number
& > 0, then the approximate solution is givenby ¢, = Y _, (ul.Tb Joi)vi,whereUT AV = X
is the SVD of A with column partitions U = [u; --- uy]and V = [v --- vap41], and
o1, -+, 0, are the « largest singular values. This approach can also be applied to the linear
system (3.20), although it can be solved by other standard linear solvers. Usually, the linear
system (3.20) is better-conditioned than (3.18) if €2 is closer to a circle, namely, if p(0) ~ p
which is a constant. However, if the domain geometry is more complex, (3.18) may become
better-conditioned than (3.20).

A similar argument presented in [16] implies that the complexity of Algorithm 3.1 is
O (M?3) with a small constant included in O ("), provided that N = O(M). Hence the com-
plexity is essentially the same order as the spectral-Galerkin method for the Helmholtz
equation with a disk obstacle.

In order to establish the well-posedness and error estimates for the above algorithm, we
formulate it as a Petrov—Galerkin method below. We set

M
Xun = {uMN = 0 {0 iy € Py (wun(p®).6) —g©), ") =0, jml < M} ,
m=—M !
M
Yun = 1Jv = f)mrei”’ezﬁmeP,(v a,Q,ei’"g) =0,|m|l <Mjy.
MN { MN m;M N @) N N> (vmn(a, 0) 027) |m| <
(3.21)

Proposition 3.2 Let uyn be given by (3.15) with {t,,} determined from (3.20), then uyn is
a solution of the following Petrov—Galerkin method: find upn € Xy n such that

Bumn, vun) = (f, vun) g, Youn € Yun. (3.22)
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Proof Let uyy be given by (3.15) with {z,,} determined from (3.20). We have &y € Py, and

M .
(3.20) implies that upry € Xprn. On the other hand, forany vy = Y ﬁ]f\, (r)elke e Yun
k=—M
with f)]f\, € WU,N, we derive from (3.12), (3.13) and (3.14) that
B (@, 08) = (f™. 08)w.1. VIk| < M. (3.23)

Multiplying the above by eimeg’ike, integrating over ¢, and summing up the results for all
|m| < M leads to B(uyn, 0¥e*?) = (f, f)kelke)w’ﬁ for all |k| < M. Hence, uyy is also a

solution of (3.22). ]

Remark 3.1 1f {t,,} are determined through (3.18), we can also formulate it into a similar
Petrov—Galerkin formulation. However, its error analysis is much more difficult and will not
be considered in this paper.

4 A Priori Estimates

We only consider the special case that €2; is a disk with radius p, and a, b are chosen such
that 0 < a < p < b. Besides, we assume the boundary value is homogeneous, i.e. g = 0. For
nonhomogeneous boundary values on 9€21, the original problem (2.11) can be converted to
a new one with homogeneous boundary condition by subtracting an suitable lifting function
from u. We assume that k > ko for some positive k¢ throughout the analysis.

Before carrying out an error analysis for the problem (2.11), we establish some a priori
estimates for the solution of (2.11). These estimates are essential for the error analysis in the
next section.

First, we define the 1-D trial space

X={aeHyDNL: (I):i(p) =0}, 4.1

and test space .
Y={de Hy()NL (1) :(a) =0} 4.2)
Let u be the solution of (2.11), and hence u is a solution of (2.1 §) (Proposition 3.1). Recall
that we can write u = Y oo @™ (r)e™ and f = Y20 f™(r)e™?. Since u = 0 on

a2, " (p) = 0 for all m, so 4™ € X. For any 9 € ¥, taking v = d¢™ in (2.15), we can
derive that the coefficient & is a solution of the following 1-D variational problem: given
fme sz(l), find # € X such that

Bu@,9) = (f", D1, VD€V, (4.3)
where l§m is defined in (3.9).

Lemma4.1 Forallii € )A(, we have

i@ < cota, psm) (18,41, +mal? ). (4.4)
where
—1, 2im| _ 2lm|y g 20m] 2lm|y—1 0
ot prmy o | @ = D@2 @m0, “s)
Inp—Ina, m=0.
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Proof 1If m # 0, consider the minimization problem
P
iqf/ 10,02 r +m?|i>r~'dr st di(a) =8, d(p) = 0. (4.6)
u Ja

The Euler-Lagrange equation of (4.6) is given by

2
— i) + =i =0, d(a) =38, i(p) =0, @7
r

whose solution is &g (r) = (o™r ™" — p~ ™) (p"a™™ — p~"a™)~'s. So for any function
u satisfying ii(a) = 6, u(p) = 0, we have

P
A2 2iA 42 .—1
ol M]+m||u|| = [ ool Py ar
a

= |m|(p2‘"" - az""') L2 4 a?mly 512, (4.8)

If m = 0, by similar argument, the Euler-Lagrange equation has the solution i(r) =
(Inr —In p)(Ina — In p)~'8. So for any function # satisfying ii(a) = 8, i(p) = 0, we have

P
[ER— / 10, li0%rdr = (Inp — Ina)~ 152 (4.9)
a
Using #(a) = § in (4.8) and (4.9) leads to (4.4). ]
Note that the constant cq satisfies 0 < ¢o < |m|~' if m # 0, and c) — 0 as p — a.

Before giving the a priori estimates, we revisit the 1-D equation (3.4), whose solution ¢”
can be explicitly formulated as

. Hy (kr)
" (r) = 1O Gy’ (4.10)
ImI
We define two constants,
3.H,, (ka)
ci(a,bym, k) := 9,¢" (a) = kT’ 4.11)
H‘m‘(ka)
and
HOY k) |
cr(a, bym, k) = ||¢'"||w1 =/ T rdr. 4.12)
a (ka)

By the property of Hankel functions, we can derive that |c 1| has a linear growth with m (see
Fig.2), namely
letl < eni(a, by k)m| + ci2(a, by k),  Vm, (4.13)

for some real constants c11, c12 > 0, which only depend on a, b and k. We define

cia3(a, b; k) == inf {c11 + c12}. (4.14)
c11,c12 satisfying 4.13)

Moreover, c¢; is a decreasing function of m (see Fig.3), so we have
0 <cyla,b;m, k) <ca(a, b;0,k), 4.15)

in which the bound is independent of m.
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Fig.2 |c1| := |89 (a)| v.s. |m| for various k
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Fig.3 ¢ := [¢™ |2, ; V.s. |m| for various k

Letii € X , by mean-value theorem, there exists some &; € (a, b) such that

b
a a
2— =) alPrdr = (2= =) 1al? ;.
/a< r>|u|rr ( -‘Eﬁ)”u”w’l

(4.16)
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We define
0, ifRe(cy) >0,

1
i _ 1 2[m] .
K@ bym k) = | (et Goaf) LO) T Re(cp) < 0, and m 0,

2—a/g;) "' =1
(( a/éy) )

acys ’

exp if Re(c1) <0, andm = 0.

4.17)
Now we are ready to state the a priori estimate for the 1-D variational formulation (4.3).

Theorem 4.2 Suppose k > kg for some ko > 0. Let i be the solution of (4.3). If p € (a, b)
satisfies % > \*, then

0rullw, s + Imlllill -1 ; + kllidllw, < CCrill fllw1s (4.18)
where .
k. ifim| < kb,
Cop = <7 Fml = (4.19)
1, ifm| > kb,

and C is a constant only depending on a, b, p, ko, i.
Proof By simple calculation, it can be verified using % > A%, (4.13) and (4.14) that
1 4+ acomin(Re(c1),0) > 2 —a/&) "' > 0. (4.20)
First, we take 9 = ii — {i(a)¢™ € ¥ in (4.3), then the left hand side
B (il, 9) = Bu(i, i) — (@) Bu (i, ¢™)
= 19,413, ; +m a2, — k1Al ; — kbDy il (@)

_@ [(arﬁ, al‘W)w,I
Am2 (@, §™) 1 — K2, §MV 1 — kb Dy ki ()P" (BY] . (421)

Note that using integration by parts,

m2
0= / ! <‘3’<’3r¢’"> + ¢ - rk2¢>’”> dr
1 r

= it ™, 1 +m*(l, §™) 1y — K2, §) 1
—kam,kﬁ(b)qb’” (b) + aui(a)d,¢" (a), 4.22)

so it follows from (4.21) that

By (@, 0) = 10,4l15, ; +m* a1 -, — K14l ;
—kb Dy k|A(D)|* + alit(a)*c1(a, by m, k)
= (f™, i — i(a)p™) 1. (4.23)

Define c3(a, b, p;m, k) := 1 + acomin(Re(cy), 0). By (4.20), we have ¢z > (2 —
a/€;)~! > 0. Then using (4.4), the real part of (4.23) leads to

es (a2, +m21al? 1 ) = Kl — kbRe(Dy )l (b)

<Re(f, 1)1 +Re(f, i(@)¢p™) 1.

(4.24)
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We use the inequality AB < e A% + %2 for all A, B, ¢ > 0O repeatedly in the following. Due
to the fact that Re(D,, ) < 0 (see (2.34b) of [29]), we obtain

~ 2
es (Wil +mlal? )

2002 2502
<k lally,, ; + erkllully, ; +

2112
115, 1

481k2
A I 4
+ella@ ™ 1%, + @nfn?,,,, (4.25)
1

forall ey, &} > 0.

Define c4(a, b, p;m, k) == c3 — 8’1c0cz. Since ¢ and ¢; are both uniformly bounded
independent of m and k, we can choose &/ sufficiently small (independent of m and k) such
that (2 — a/é,;)_1 < ¢4 < 3 < 1. Then by Lemma 4.1, it follows that

et >||f||w1 (426)

ca (Nl +mlal ) < (0 + ek ald, , + <

It remains to bound || & ||2w ;- Using standard regularity argument, we can easily verify that
if f e L%U(I), the weak solution # of (4.3) satisfies (r — a)d,ii € Y. Taking 0 = (r — a)0,u
in (4.3), using the identity (&1, )y, 1 + (U, i)y, 7 = 2Re(it, ), ; and integration by parts, we
obtain

b
2Re (9,41, 0, ((r — )iy 1)), |, = a/ 19,4 2dr + (b — a)b|d,i(b)|%; 4.27)

b
b._
2Re (@, (r — a)dyit), .\ , = —a/ al2r2dr + 2= Lam) 2 (4.28)
’ a

b b
2Re (i, (r — a)d,i), , = —2/ |ﬁ|2rdr+(b—a)b|12(b)|2+a/ la*dr;  (4.29)
a a

Then the real part of (4.3) leads to

R R b—a , b a_ .
a||a,u||%+(b—a)b|aru(b)|2+m2T|u(b)|2+k2/ Q- ;)|u|2rdr
a

<am?|al -, + k(b — a)bla®)|* +2 \Re(ﬁ (r — a)arft)w,,\
<am?al ., + Kb —apla®) + b — a1 /15, + 10,4l7, ;. (4.30)

a2
—2,1 E ||M||w—l’11

Note that al|u ||2w so it follows from (4.26) and (4.30) that

R R b—a , a .
alld.ill] + (b — a)bld,a(b)* +mZT|u<b)|2 +EQ2 - §)||u||%u,,

u

<c '+ eokzuﬁn%,, 1+ K2 (b — a)bla(b)?

_ 1 R
+[c4‘(4 5+ )+(b—a) ]nfn?,,,,, 4.31)
where £; is defined in (4.16). We define cs(a, b, p; m, k; i1) :==2— & —c, (1 + €1). Using
the fact ¢4 > (2 — a/£;)~", we can choose &; small enough (1ndependent of m and k) such

that l(2 a/§; — ch) < c¢5 <2 —a/§;. Then it follows from (4.31) that
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b—a , R
m27|u<b>|2+k2c5||u||%u,,

< k(b —a)blib)|* + [c; (—> ) +(b—a) ] 1A%, @432

4e k2
To bound k2(b — a)b|i(b)|?, we consider |m| > kb and |m| < kb separately.

(i) |m| > kb: In this case, m{ > k2b, and hence the term k(b — a)b|ii(b)|* is absorbed
by m22541ii(b)|? in (4.32), namely,

2 A CLELE Sy L] T 4.33)
I, <cs T k2 453 +O=—a) [y “.
(ii) |m| < kb: We take 0 = & — ii(a)¢™ in (4.3) and consider the imaginary part. By using
(4.23) we have
kbIIm (D )|AB) > < [Im(f, @), 1] + I (f, A(@)¢™ w11 (4.34)

So by Lemma 4.1, it follows from (4.34) that
K2bla(b)|?

2 A2 2 a2
< k7esllilly, ; + &5l 115, li(a)]

2
+ + I £112
(483|Im(Dm,k)|2 4eg|1m(Dm,k)|2> vl

2 ~n2 A2 20412
k=esllitlly, ; + escoca(lldrilly, ; +m=llally, i )

1 2 .
4.35
* (483|Im(Dm,k)|2 * 4sg|1m(Dm,k)|z> 7,1 (4.35)

for all 3, ag > 0. By choosing &3 small enough (independent of m and k) such that c5 —
(b — a)ez > 0 and using (4.35) in (4.32), we can bound ||ﬁ||120,, as follows

Kles = (b — el = b - aeseoes (19,13, +m* 1l )

b_a Co—a 1, 7p
Gexlm(Dy 0+ A Im Dy 01

N
[ (4 g2 T TemaTs
(4.36)

Due to the fact that if |m| < kb, Im(Dy, ) > c(kb)_]/ 3 for some constant ¢ only depending
on a (see (2.35) of [29]), we find

K2l , < (es = (0 —a)es) ™' (0 — a)sgcocz (Noal2,, +m2hal? )

k2
)+(b—d) +C(b—a)k’b’(* 7)]||f||2w,1-
(4.37)

+(cs — (b —a)e3)™! [c; e

Finally, note that ¢4 and c5 are both bounded above and below independent of m and k.
Combining (4.26), (4.33) and (4.37) leads to the desired result. ]

Remark 4.1 Theorem 4.2 implies that the H' norm of & is bounded by the ||f||w,1. The
hypothesis a/p > A* implies thatif c; > Ooracyz — (1 — (2 —a/&;)~") < 0, then the result
is valid for all ¢ < p < b. Otherwise, the result is valid when p € (a, a/A*), noting that
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0 < A* < 1. The latter case requires that p should be sufficiently close to a. In practice, the
shape of the obstacle is given by the problem, while the radius a of the smaller disk Dy is
set from the method. It is preferable to set D close to €2 to minimize the cost and to ensure
that the a priori estimate holds.

The a priori estimate for the original 2-D variational formulation can be directly deduced
using Theorem 4.2.

Theorem 4.3 Suppose k > kg for some ko > 0. Let u be the solution of (2.15). If p € (a, b)
satisfies % > \*, then
4
IVullg + kllullg < Ck3 | flig. (4.38)
where C is a constant only depending on a, b, p, ko, u.

Proof Thanks to the orthogonality of the Fourier basis, it follows Theorem 4.2 that

oo

2 2 2 A 2 AT 2 TR 2
1Vuld + K2l = D2 2w (10rinldf + Ml o, + K, )

m=—0Q0

o0
2 8
< Y e fIt, < k3l

m=—0Q0

which completes the proof. O

5 Error Estimates

In this section, we will carry out an error analysis for the spectral-Galerkin method (3.22).
We still assume that 27 is a disk with radius p (¢ < p < b) and g = 0.

5.1 Analysis of the 1-D Scheme

Let us first investigate the error between the 1-D solutions #"” given by (3.6) and ity given
by 3.14). . . .
We define Xy = X N Py, Yx =Y N Py, and introduce two projections as follows,

7y ¥ = Yy st (D — g0, 0y) =0, Vo€ ¥, by € Yy, (5.1)
mh X = Xy st (0@ — i), diiy) =0, Vit € X, iy € Xn. (5.2)

Also, for o, s € Nand o < s, we introduce
BS = {u e LX) : [(r—a)(b—r]7 dlia e LX), o <1 < s] (5.3)

with the seminorm -
lilgs = [(r —a)(b—r)] 2 8}l 54

For these two projections, we have the following result [17].
Lemma5.1 Leto =0or 1, foranyu € Yn B} withs > o and s € N, it satisfies
10, eyt — @)1 + N9, (it — @) |1 + N*|wid — il < CLN*Slidlgg, (5.5

where Cy, is a constant determined by a and b.
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Lemma 5.1 is a direct consequence of the Legendre polynomial approximation property
(with a scaling from [—1, 1] to [a, b] and a extension to complex functions) that can be found
in [17].

In Sect. 4, we characterized it as a solution of the 1-D variational problem (4.3). Similarly,
since Q1 is a disk with radius p, the condition (3.19) implies i’y (p) = 0 for all m, so
ﬁ','\’, eX ~ - Together with (3.12)-(3.13), we can derive that ﬁ’,@ is a solution of the following
1-D variational problem

ven e ol N SHER (5.6)
By (un,on) = (f", ON)w, 1, YOy € Yn,

{ given f™ € L2(I), find iiy € Xy such that
where By, is defined in (3.9).
Recall ¢™ is the solution of (3.4), we define ¢} = 7r1(\), (@™ — 1) + 1, then ¢ (a) = 1.
Also, let s be any integer such that |¢™| By < 00, then by Lemma 5.1,
2 2

m
Ioll3 = |8, (rd, o) + — — rk o

1
(13- (o — 6™IIT + 19 (o — @™)IF + m* + Kok — 6™ 117)
(N* +m* + &%) N’Z‘Y|¢m|§6, (5.7)

=

=
where C only depends on a and b. Then by Sobolev inequality,

1 1 1
|0, (¢ (@) — 9™ (@)| < (m +2)%||8r(<pX} ="} - lor oy — ™7,

1 3_
= Ci( +HIN " g, (5.8)

b—a

namely,

1 3
0@y (@] = le1] + Cr( +4HIN2 " gy, (5.9

b—a
where C is the constant in Lemma 5.1 and c¢; is defined in (4.11).
Now we are ready to establish the following error estimate.

Theorem 5.2 Ler it and iy be the solutions of 1-D variational problems (4.3) and (5.6),
respectively. Let ¢™ be the function defined by (4.10). Suppose ¢" € B and ii € Bf/ for
some integers s > % and s’ > 2, then there exists some & € (a, b) such that the following
Statement is true: if

1

max(aci3—1+Q2—a/&)~',0) "\ 2iml .
4 > A*(a, b, m, k) := ( aci3+1—Q2—a/g)~! )  fm#0,
0

(5.10)
exp(ZUE =) i =0,
there is some constant C only depending on a, b, p, ii such that
19- (it — dn)llw,r + Imllld — iy -1 4
+ (k= COml+ DTN 4 m? + KN T219" 5y ) it = i s
= C(CNT + CNI™ 4+ N ) i, (5.11)
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where
1 .
M . _ e Iml+ k3G +mD), i Im] < kb, 5.12)
mk k+|ml, iflm| > kb, '
k L, § < kb,
Cr(i)k.: +|m|+. if lm| < (5.13)
|m|+ 1, if|m| > kb,
whenever N is sufficiently large such that
CLG—— +HINI (9" gy < Cleyl. (5.14)
b—a 0
In particular, if N is large enough such that
1
Cml+1D)72N* +m> + kN> |¢" | < (1 — o)k, (5.15)
for some 0 < € < 1, then
10, (@ — an)llw,r + Imlllit —dnlly-1,; + ekl —dnllw,r
<cC (C,;l’)kN_s/ +CONTT 4 NH/) il gy (5.16)

Proof By simple calculation, it can be verified using a/p > A** that 1 — acplci| > (2 —
a/S)_l. So there exist some 1, iy € RT satisfying

1— 1 — (14 wacoler| > (2 —a/e)~". (5.17)

Also, let N be sufficiently large such that

130 M2
Cr( +4HIN2T "y < 3 lal, (5.18)

b—a
then by (5.9) it holds that
o
[0,y (@)| <1+ ?)|Cl|- (5.19)
Letey =iy — n,{,ﬁ andey =i — 711{,12, then
Bu(en.0n) = Bu(@n.dy), Viy € Y. (5.20)

We first take Oy = ey — en (a)ﬂ € I?N in (5.20). Using the inequality

A 2 _—
B, (i1, 0) = fﬁ . (8,(r8,.ﬁ) + m—ﬁ — rsz))dr —aii(a)d, v(a), (5.21)
I r
we obtain
By (en, dn) = Byu(en. en) — Bulen, ex(@ey) = l,enlly,  +m’llenl i ,
—kllen Iy, ; — kbDm ilen (B))* — en(a)(en, Io) + alen (@) *d,@ (@), (5.22)

where [ is defined in (5.7). Similarly,

By(En, 0n) = m>@n, en)y-1.; — K*(@ny en)w,1 — kbDy kén (b)en (b) — en (@)@, Ip)
+aen(@)éy (@), 9 (a). (5.23)
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Therefore, equating (5.22) and (5.23), and taking the real part lead to
19renlly, ; +mPllenll i ; — K llen|ls, ; — kbDu klen (b)|* + alen (@)]*Re(d, ¢} ()
= m*Re((@n, en)y-1.1) — k*Re((@n. en)w.1) — kbRe(Dy kén (b)e (b))
+aRe(ey (a)éy (@), @} (@) + Re(ey () iy — i, Ip)). (5.24)

We bound the terms on the righthand side of (5.24) as follows

Re((En, en)y-1) < %ueNn g ulenl? (5.25)

—Re(@n, en)uw.1) < eallen?, ; + ﬁnémﬁm,, (5.26)

—Re(Dy én (ben (b)) < |Re(Dm,k>|(%|eN<b>|2 + %|5N(b>|2>, (5.27)

Re(en @i @do@) < 20N ey @) + Mf;)ialclliéwn, (5.28)

Re(en (@) (iy — i, Ip)) < “2”;'“'| V@ P+ iy — a3, (5.29)
4pzalcy |

where ¢4 > 0 and the inequality (5.19) is used for getting (5.28). Then using Lemma 4.1, it
follows (5.24) that

co(loren 3, ; +mPllenlls 1 ) < (1 +e)k>llen 3, ; + 11, (5.30)

where c¢ := 1 — 1 — (1 4+ u2)aco|cy| and

o, kb . 2 (3 + pu2)*alcy| 2
I = TMHQNHW’I + 7|R6(Dm,k)||eN(b)| ?| N(a)]
m2 3
Nl + ———Ilan — @l ol3 (5.31)
dpy TN dpsaley| e

Note that (5.17) implies
c6>2—a/E)"! >0. (5.32)

Next, we bound kZ|ley ||2w ; by taking ¥ = 2(r — a)drey € I?N in (5.20). By similar
arguments as in (4.27), we obtain

2
A A 2 2 2 2 m-(b—a) 2
Re(Bn(en,v)) = alldren |7 + (b — a)bldren (b)|” — am”llenll,—> ; + — len (D)

b
+k2 / Q- %)\elerdr — K*(b — a)blen (b))* — 2kb(b — a)Re(Dy, ren (b)dren (b)),
(5.33)
and

Re(By (En, 1))
b
= —2Re (/ (r —a)d, (ra,éN)Mdr> +2b(b — a)Re(8,en(b)d,en (b))
+2m*Re((@n, (r — @)dren) -1 ;) — 2k*Re((@n, (r — a)dren)w.1)

B - 2(b — a)? s a
—2kb(b — a)Re(Dy, xén (b)drey (b)) < (% 18, (rd-en) 7 + > lloren ||%)
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+b(b — a) (2k*|Re(Dm 1) 1*1en () + 218, () + [den (b)]?)
8(b —a)?m* _ a -
+ (Tnemﬁ + §||3r€N||% +bb—a)’k*en 7 + llorenlls ;. (5.34)
Equating (5.33)-(5.34) and using (5.30) lead to

b—a _
m2T|eN<b)|2+c7k2||eNn2 <cg'li + L+ kb(b — a)len (b)), (5.35)

w,l —

where ¢c7 :=2—a/€ —cg '(1 + &4) with some & € (a, b) satisfying the mean value theorem

b a 2 a 2
2= DlenlPrdr=Q2—2Dllenls, ;. (5.36)
a r &
and
20— a)* ~ 2 2 25 2 ~ 2
I = ———— 13,3 2n)lI} + b(b — ) 27| Re(Dm )" 1w (D)I” + 213, 2x (B)I)
8(b —a)’m* . -

= lenl] + b — )’k en . (5.37)

Note that (5.32) implies ¢, l<2-4 /&, so we can always choose &4 small enough such that
c7 > 0.

For the term k2b(b — a)len (b) |2 in (5.35), we can use the same argument as in the proof
of Theorem 4.2 to deal with |m| > kb and |m| < kb separately, and obtain

19renlly, ; +mPllenlls i, + K llenlly, ; S I+ b+ I, (5.38)

with

2.4 ANz 12 25 2 <
o [ks(k +mbEnl} + Klen )P, if Im] < kb, 5:39)

0, if|m| > kb,

where A < B means A < CB for some constant C only depending on a, b, p, i, jt1, i42.
Therefore, by the triangle inequality and (5.38),

16, — )13, +m* i —an P20, + Kl — an2,,
<2 (||8re1v||2w’1 + m2||€N||2w_1’, + K lenl?
Hldren 12, +m2len I, + k2||éN||2w,,)
S Cibllen I3 + Crlen ()2

+(Im| + DIen@P + (m| + D" iy — all2iol?

+loenl7 + I0ren ] + 19-en )1, (5.40)
with . K2+ m2 k3 +m%), if m| < kb
Co = {kz +m?, if|m| > kb, ’ T G4D
and 5 5
s 1, if |m| < kb,
Coe = [;ztﬁ +if [ml >|nklz|a._ . 642
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Using (5.7), we have
19, @ = an)lly, ; +m*lla —anls -, + K lld —anlly,
< C Ve 3 + CPlen B + (Iml + Diew @)
+lo,enl7 + 19renli7 + 19-en )1
+(lml + DTN mt KNG Gl — (5.43)
Finally, by the Sobolev inequality and Lemma 5.1, it holds that if & € Bf,,

~ 1 roo o A1 3_oia
[0ren ()] < (m +2)2|0.enll; ||3r€N||12,, < N2 SIMIBf/, (5.44)

en ()] < (ﬁ + 2 8,an 12 8,17, < N2l (5.45)
for all r € [a, b]. Then using Lemma 5.1 again, it follows (5.43) that
19, @ — an)lly, ; +m*lla = anli; -, + K Nd —anll,
S (CONT 4+ EDNIT 4 N2 il
H(lm| + DTN+ mt H KONTEG" G lla — . (5.46)

which leads to the desired result. ]

5.2 Analysis of the 2-D Case

Now let us describe the error between the 2-D solutions u given by (3.7) and uy given by
(3.15). We need to introduce the following space

o0
HS" = {u = Y @"re™: a™ e B NHYy ()N LE_ ()N L%U(I)} . (547

m=—0oQ

with the norm

o0
My = > [mm@f, + U+ m) o 12+ A+ mD (i 2
m=—0oQ
+lldim IIi,,)} < 0. (5.48)

Thanks to Theorem 5.2, we can prove the following result by using the same argument as
in the proof of in [29, Theorem 4.3]:

Theorem 5.3 Let u and uy be the solutions determined by (3.7) and (3.15), respectively.

Suppose u € H* 5 for some integers s' > 2 and 5" > 1, then there exists some & € (a, b)

such that the following statement is true: if ¢ > A*™*, then there is some constant C only

depending a, b, p, u such that forany 0 < ¢ < 1,

IV —umn)lig + ekllu —umnllg
1 —s 2 1o _ _ N
<cC (c}w?kN Y O NT N (L kMM ) el

(5.49)
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whenever N > Ny for some Ny > 0, which only depends on a, b, p, u, s. Here \**, C[(‘;?k
and Cz(vzl?k are defined in Theorem 5.2.

We remark that if u is sufficiently smooth, the regularity index s” and s” can be arbitrarily
large which implies the spectral convergence of the method.

6 Numerical Results

We present below several numerical examples to illustrate the accuracy of our algorithm.

6.1 Accuracy Test

In this example, we investigate the accuracy of the proposed method by prescribing an explicit
solution. We set f in (2.10) as

f=F50,0) + fio(r.0) + f(r,6), ©.1)
where
fEr.0) = (—k2H;1)(kr) + 2k(jr7“L 1)H;1+)1 (kr) — km;ﬁr)z(kr)) e, (6.2)
Then the exact solution is given by
u=a*(r,0) +iky(r,0) + 050, 0) 6.3)
where
ik (r,0) = H" (kr)e'”, (6.4)

First, the shape of the obstacle is chosen as the following smooth curve
Q={(r,0):r <p@®):=1+40.2cos(50)}, (6.5)
and the enclosing annulus is chosen as
Q={(r,0:08<r <15} (6.6)

We implement Algorithm 3.1 for £ = 10, 50, 100 and M = 5, 10, - - - , 100. The ODEs
(3.4) and (3.5) are solved by the spectral-Galerkin methods (3.12) and (3.13), respectively,
with the degree of freedom N = M. The Legendre polynomials are employed to construct
basis functions for the space Wg, ~- Also, we take the least square formulation (3.18) to
determine {#"}, and the number of collocation nodes on 92 is set as J = 4 M. The problem
domains and collocation nodes for M = 10 are shown in Fig.4. The L? and L™ relative
errors, defined as

lu —umnllp2/lullr2q) and lu — upnlliLeo@)/lullLe@). 6.7)

respectively, are shown in Fig. 6 for various M and k. To investigate the conditioning of the
least square system (3.18), we list the condition numbers of the system for various M and k in
Fig.5. We observe that while the condition number increases as M, it surprisingly decreases
with k. It can be observed from Fig. 6 that, for all values of K considered, the errors start to
decrease rapidly as soon as M is sufficiently large, i.e. M = O(K), and eventually converge
exponentially.

@ Springer



46  Page22of 27 Journal of Scientific Computing (2023) 94:46

Fig.4 The original domain, 2 ! ! :
embedding annulus and
collocation nodes for M = 10 in | |
the first accuracy test 1.5
1 L 4
0.5} J
0 L 4
-05¢ 1
At J
-1.5¢ 1
2 L L L
-2 -1 0 1 2
1010 : : : :
—x%— k=10
108
g
E
£ 10%¢
Z
=
.8
= a4l
g 10
3
o
102 ¢
10°
0 20 40 60 80 100

Fig. 5 The condition number of the least square system (3.18) versus M for k = 10, 50, 100 in the first
accuracy test

Second, we choose the obstacle to be an equilateral pentagon with vertices

2im 2im T
(—ro sin(’?x o cos(’? + 5)) . j=0..4 (6.8)

where rop = 0.7+/2, and the enclosing annulus is chosen as
Q=1{0r,0:07<r<2}. (6.9)

The domains, condition numbers and error curves are shown in Figs.7, 8 and 9. The
behaviors of L? and L™ error decays are similar to the preceding case.

@ Springer



Journal of Scientific Computing (2023) 94:46 Page230f27 46

of & R of
10 k=10 10
—— k=50
—x—k = 100
E 1051 £ w0’
z z
& &
N 2
1010 ~ 10710t
X
1078 107°
0 20 40 60 80 100 0 20 40 60 80 100
M M

Fig.6 L2 and L™ solution errors versus M for k = 10, 50, 100 in the first accuracy test

Fig.7 The original domain, 2 : : :
embedding annulus and
collocation nodes for M = 10 in
the second accuracy test

151 1

05}

o

Fig.8 The condition number of
the least square system (3.18)
versus M for k = 10, 50, 100 in
the second accuracy test

Condition Number
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0 -
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Fig.9 L2 and L™ solution errors versus M for k = 10, 50, 100 in the second accuracy test

6.2 Plane-Wave Scattering

In this example, we simulate the plane-wave scattering problem from a smooth bounded
obstacle, where f vanishes in the problem (2.10). The obstacle is characterized by

Q={r,0):r <p®) :=14+0.2cos(46)}. (6.10)

We consider a pressure release (acoustics) or perfectly conducting (TE in electromagnetics)

surface, which is given by
g(0) = —exp(ikp(0) cos(9)). (6.11)

Different from the preceding example where we evaluate errors in the entire domain, we
compute the surface current on the “near field" (at r = p(0)) [26], which is defined as

4G
v(®) = p®ru(0(®).0) — =D ayu(p). 0. (6.12)
p(6)

In this scenario, no explicit solutions are available for this complex geometry, so we use
the high-order integral equation (IE) method [10, 22] to provide high-accuracy solutions
for error evaluation. We use 1024 discretization points to guarantee a “well-resolved” IE
solution.

We consider k£ = 10, 50, 100, and use our algorithm with M varying from M = 20 to
300. In this experiment, the enclosing annulus is chosen as

Q=1{(r0:08 <r < 1.4} (6.13)

Note that when f = 0, the solution " of the 1-D equation (3.5) are identically zero for
all m. Hence we only need to compute ¢ from the 1-D equation (3.4). For all M, we
solve (3.4) by the spectral-Galerkin formulation (3.12) with fixed N = 80. To obtain higher
accuracy, we set denser collocation nodes where the boundary is concave. We report the
domain, condition number and error curves in Figs. 10, 11 and 12. We observe that for this
problem, the condition numbers for all k are essentially identical, and the errors still decrease
exponentially although the error curves flat out due to the ill conditioning.
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Fig. 10 The original domain, 2 T T T
embedding annulus and
collocation nodes for M = 20 in | i
the plane-wave scattering 1.5
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Fig. 11 The condition number of 1015 T &
the least square system (3.18)
versus M for k = 10, 50, 100 in
the plane-wave scattering
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Fig. 12 L2 and L™ errors of the surface current (6.12) versus M for k = 10, 50, 100 in the plane-wave
scattering
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7 Concluding Remarks

In this paper, we developed an efficient spectral method to solve the Helmholtz equation in
exterior domains. Using a fictitious domain approach, we embedded the original complex
domain in an annulus, and formulated a corresponding extended problem. Assuming the
boundary condition at the inner annulus is known, the 2-D equation can be decomposed
into a sequence of 1-D equations using Fourier expansion that can be solved by standard
spectral-Galerkin methods. Hence, the key for our algorithm was to determine the boundary
condition at the inner annulus from the original Dirichlet boundary condition by a least square
formulation.

The proposed algorithm is relatively easy to implement, with essentially the same order of
computational complexity as the spectral method for elliptic equations in the same domain
[16]. We also presented numerical results to show that our algorithm can achieve exponential
convergence when the solution is smooth, even for non-smooth polygonal obstacles. However,
the associated least square system to determine the boundary conditions at the inner artificial
boundary is ill-conditioned and may prevent us from using very fine resolution when the
wave number becomes very large. How to improve the current approach for solving the least
square system requires further investigation.

We established the well-posedness of the new formulation and carried out error analysis
for the special case when the obstacle is a disk. How to extend the analysis to the general
case is challenging and still under investigation.
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