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AN EFFICIENT SPECTRAL METHOD FOR ELLIPTIC PDES IN
COMPLEX DOMAINS WITH CIRCULAR EMBEDDING∗
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Abstract. We apply the fictitious domain concept with circular embedding to solve elliptic
boundary value problems in domains of complex geometry. Different from the usual approach with
rectangular embedding, the circular embedding enables us to transform two-dimensional problems
in complex domains to a sequence of one-dimensional problems that can be efficiently solved by a
spectral Petrov–Galerkin formulation. It is shown, at least in the special case, that this method is
well-posed along with error estimates indicating spectral convergence. Ample numerical results are
presented to demonstrate the effectiveness of this approach for problems with smooth solutions as
well as singular solutions.

Key words. spectral method, fictitious domain, elliptic PDE, error estimate

AMS subject classifications. 65N15, 65N35, 65N85

DOI. 10.1137/20M1345153

1. Introduction. Spectral methods have become a major computational tool
in solving PDEs thanks to their high accuracy for problems with smooth solutions.
However, their applicability has been mostly limited to problems posed in regular
geometries. For problems in complex geometries, there are essentially two approaches
that are amenable to spectral methods: (i) map the complex domain into a regular
domain through an explicit, smooth mapping [26] or through the Gordon–Hall map-
ping [19] and (ii) embed the complex domain into a larger regular domain, which
belongs to the class of fictitious domain methods. The first approach is limited to
problems with smooth (or a fixed number of piecewise smooth) boundaries that can
be mapped to regular domains with explicit mapping and will lead to a transformed
PDE with complicated variable coefficients. So we shall concentrate on the second
approach in this paper.

There have been various attempts in using the fictitious domain approach to
solve PDEs in complex domains. Examples include adding a penalty term to the
extended equations [5, 27, 32], introducing Lagrange multipliers on the boundary
[12, 18, 33], diffuse domain method [10, 11, 22], boundary integral method [8, 15, 6]
etc. The main drawbacks of these methods are their low order of convergence rate
even for smooth solutions and, in the case of spectral methods, high computational
cost [33, 13, 14, 17]. The Fourier extension method [9, 24, 23] has been shown to
be very effective for parabolic-type PDEs, and elliptic-type PDEs can be solved as
steady-state solutions of parabolic-type PDEs.

In a recent work [20], we presented our first attempt in using spectral methods
to solve 2-D second-order elliptic PDEs by enclosing the original complex domains
into a larger rectangular domain. Two types of Petrov–Galerkin formulations with
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A310 YIQI GU AND JIE SHEN

special trial and test functions are constructed. One is suitable only for the Poisson
equation. The other works for general elliptic equations, but its well-posedness is
still not available. Both algorithms require solving a O(NM)×O(NM) sparse linear
system, where N and M are, respectively, the degrees of freedom in the x- and y-
direction.

In this paper, we present a more efficient and well-posed spectral method using
a circular embedding. The main advantage of this approach is that by using the po-
lar transformation, the extended 2-D problem can be decomposed into a sequence of
1-D differential equations with an undetermined boundary condition at the artificial
boundary. These boundary conditions are determined by the original boundary con-
dition of the PDE through a least-square formulation. More precisely, this approach
only needs to solve a sequence of N ×N sparse linear systems, where N is the degree
of freedom in the r-direction, and a 2M × 2M full linear system, where M is the
number of degree of freedom in the θ-direction. Compared to the method in [20], it is
more efficient and much simpler to implement. Moreover, at least for a special case,
the well-posedness and error estimates can be rigorously established.

The rest of the paper is organized as follows. In section 2, we describe the fictitious
domain formulation with a circular embedding, build the extended problem, and
describe the whole algorithm in both the spatial continuous and discrete cases. In
section 3, we carry out a rigorous error analysis for a special case. In section 4, we
present several numerical examples to demonstrate the convergence rate for various
problems. Extension to 3-D problems is presented in section 5, followed by some
concluding remarks in section 6.

We first present some of the notations to be used in what follows. We define the
scaled Jacobi weight function,

ω̂α,β(r) = (1− r)αrβ ,(1.1)

and the weighted L2 inner product,

(u, v)ω̂α,β =

∫ 1

0

u(r)v̄(r)ω̂α,β(r)dr.(1.2)

The corresponding weighted L2 and H1 spaces are defined by

L2
ω̂α,β =

{
u(r) :

∫ 1

0

|u(r)|2ω̂α,β(r)dr <∞
}
,(1.3)

H1
ω̂α,β =

{
u(r) : u, ∂ru ∈ L2

ω̂α,β

}
,(1.4)

equipped with norms

‖u‖ω̂α,β =

(∫ 1

0

|u(r)|2ω̂α,β(r)dr

) 1
2

,(1.5)

‖u‖1,ω̂α,β =
(
‖u‖2ω̂α,β + ‖∂ru‖2ω̂α,β

) 1
2 .(1.6)

In particular, we set (·, ·) = (·, ·)ω̂0,0 ‖ · ‖ = ‖ · ‖ω̂0,0 .
Let Π := (0, 1) × [0, 2π); we introduce the space H1,s

p (Π) with s ≥ 0, which
contains functions defined in Π that are 2π-periodic with respect to θ, with the norm
defined by

‖u‖H1,s
p (Π) =

 ∞∑
|m|=0

m2s
(
m2‖um‖2ω̂0,−1 + ‖∂rum‖2ω̂0,1

) 1
2

,(1.7)
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SPECTRAL METHOD WITH CIRCULAR EMBEDDING A311

assuming u can be expanded by

u(r, θ) =

∞∑
|m|=0

um(r)eimθ.(1.8)

More precisely, u(r, θ) ∈ H1,s
p (Π) if and only if um(r) ∈ H1

ω̂0,1 ∩ L2
ω̂0,−1 and∑∞

|m|=0m
2s(m2‖um‖2ω̂0,−1 + ‖∂rum‖2ω̂0,1) < ∞. We also define the non-uniformly

weighted Sobolev space

B̂sα,β =
{
u(r) : ∂kr u ∈ L2

ω̂α+k,β+k , 0 ≤ k ≤ s
}
.(1.9)

2. Problem formulation and its approximation. We shall first describe the
formulation with circular embedding and its decomposition using the polar transform.
Then, we present the precise Petrov–Galerkin formulation in both spatial continuous
and discrete cases.

2.1. Problem formulation and a conceptual algorithm. We consider the
following Poisson-type problem:

αV −∆V = F in Ω,

V = H on ∂Ω,
(2.1)

where α ≥ 0; Ω is a 2-D simply connected smooth domain; F ∈ C(Ω);H ∈ C(∂Ω). Let

Ω̃ be a circular domain that encloses Ω, namely, Ω ⊂⊂ Ω̃ (see Figure 2.1), and assume

that F is extended smoothly from Ω to Ω̃. Smooth extensions (or continuations) of
given functions have been well studied. For examples, the extension by using truncated
Fourier series in 1-D cases is developed in [7, 23, 2], and the Fourier extension in high-
dimensional cases can be implemented by performing 1-D extension on each direction
[9, 24, 3, 4]. We assume in the following a smooth extension can always be performed

on F . Thereafter if U solves the following extended problem in Ω̃,

αU −∆U = F in Ω̃,

U = H on ∂Ω,
(2.2)

we have U |Ω = V . Hence, we only need to solve the extended problem (2.2). It
is worth noting that the convergence of the method can be affected by the chosen

Fig. 2.1. The original domain Ω and the enclosing circle Ω̃.
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A312 YIQI GU AND JIE SHEN

extension technique [7]. However, it is not clear in what sense the above problem is
well-posed. Unlike traditional approaches in which one starts with a well-posed weak
formulation and then constructs corresponding numerical algorithms, we shall first
construct a feasible algorithm through a dimension reduction and then find a suitable
weak formulation that corresponds to the algorithm.

Without loss of generality, we assume in the following Ω̃ = {(x, y) : x2 + y2 < 1},
which is the interior of the unit circle. By applying the polar transform,

T : Π→ Ω̃, T(r, θ) = (r cos θ, r sin θ),(2.3)

to (2.2) and denoting

u(r, θ) := U(r cos θ, r sin θ), f(r, θ) := F (r cos θ, r sin θ), h(r, θ) := H(r cos θ, r sin θ),

we have

αu− 1

r
(rur)r −

1

r2
uθθ = f, (r, θ) ∈ Π;

uθ(0, θ) = 0, u is periodic in θ;

u = h on Γ;

(2.4)

where Γ = T−1(∂Ω) is the preimage of ∂Ω. Next, we apply the Fourier transform
in θ direction to reduce the 2-D problem (2.4) to a sequence of 1-D problems. More
precisely, expanding u and f as

u(r, θ) =

∞∑
|m|=0

um(r)eimθ,(2.5)

f(r, θ) =

∞∑
|m|=0

fm(r)eimθ(2.6)

and substituting (2.5) and (2.6) into (2.4), we find that um(r) are determined by a
sequence of Bessel-type ODEs

−1

r
∂r(r∂ru

m) +

(
m2

r2
+ α

)
um = fm(r), 0 < r < 1,(2.7)

with one-sided pole conditions

um(0) = 0 if m 6= 0.(2.8)

Note that the system (2.7)–(2.8) is undetermined since there is no boundary condition
at r = 1. To arrive at a well-posed system for um, we propose to add an artificial
boundary condition

um(1) = tm(2.9)

with tm to be determined. Given tm, the solution um(r) can be explicitly derived as
follows. Let {φm} be the solution of

− 1

r
∂r(r∂rφ

m) +

(
m2

r2
+ α

)
φm = 0, 0 < r < 1,

φm(0) = 0 if m 6= 0, φm(1) = 1,

(2.10)
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SPECTRAL METHOD WITH CIRCULAR EMBEDDING A313

and {ψm} be the solution of

− 1

r
∂r(r∂rψ

m) +

(
m2

r2
+ α

)
ψm = fm, 0 < r < 1,

ψm(0) = 0 if m 6= 0, ψm(1) = 0.

(2.11)

Then, it is easy to see that we have

um(r; tm) = tmφm(r) + ψm(r).(2.12)

It can be verified that the solutions of (2.10) have the following expression:

φm(r) =

{
r|m|, α = 0,
I|m|(

√
αr)

I|m|(
√
α)
, α > 0

(2.13)

for all m, where I|m|(z) are the modified Bessel functions of the first kind [1]. As for
(2.11), we can solve it efficiently with a spectral-Galerkin approximation described in
[29].

It remains to determine {tm}. The key is to choose {tm} such that u = h on Γ.
Specifically, suppose Γ is star-shaped and parametrized by

Γ = {(ρ(θ), θ) : 0 ≤ θ < 2π} ;(2.14)

we find that u = h on Γ is equivalent to∫ 2π

0

u(ρ(θ), θ)ξ(θ)dθ =

∫ 2π

0

h(ρ(θ), θ)ξ(θ)dθ ∀ξ(θ) ∈ L2[0, 2π).(2.15)

Using (2.5) and (2.12) and taking ξ(θ) = eikθ, we find from the above that

∞∑
|m|=0

∫ 2π

0

(tmφm(ρ(θ)) + ψm(ρ(θ))) ei(m−k)θdθ =

∫ 2π

0

h(ρ(θ), θ)e−ikθdθ ∀|k| = 0, 1, 2, . . . .

(2.16)

Remark 2.1. For more general boundaries Γ, e.g., the boundary of complicated
polygonal shapes, it can be parametrized by Γ = {(ρ(t), θ(t)) : 0 ≤ t < 1}, and an
equation similar to (2.16) can be formulated.

2.2. Continuous Petrov–Galerkin formulation. We derive below the
Petrov–Galerkin formulation corresponding to the method described in section 2 for
the extended 2-D problem (2.4). We define 1-D Hilbert spaces by

Ŵ 0 =

{
u(r) :

∫ 1

0

(|u|2 + |∂ru|2)r dr <∞
}
,

Ŵm =

{
u(r) : u(0) = 0,

∫ 1

0

m2

r
|u|2 + r|∂ru|2dr <∞

}
, m 6= 0,

Ŷ m = {u ∈ Ŵm : u(1) = 0} ∀m,

(2.17)

equipped with the following norms:

‖u‖Ŵm :=

{(
‖u‖2ω̂0,1 + ‖∂ru‖2ω̂0,1

) 1
2 , m = 0,(

m2‖u‖2ω̂0,−1 + ‖∂ru‖2ω̂0,1

) 1
2 , m 6= 0.

(2.18)
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A314 YIQI GU AND JIE SHEN

Then we define

W :=

u(r, θ) =

∞∑
|m|=0

um(r)eimθ : um ∈ Ŵm,

∞∑
|m|=0

‖um‖2
Ŵm <∞

(2.19)

with norm

‖u‖W :=

 ∞∑
|m|=0

‖um‖2
Ŵm

 1
2

.(2.20)

We also define a bilinear form A(·, ·) : W ×W → C by

A(u, v) :=
∞∑
|m|=0

m2(um, vm)ω̂0,−1 + (∂ru
m, ∂rv

m)ω̂0,1 + α(um, vm)ω̂0,1 .(2.21)

Next, we define the trial space by

X :=
{
u ∈W : u|Γ = h

}
(2.22)

and the test space by

Y :=

v ∈W : v(r, θ) =

∞∑
|m|=0

vm(r)eimθ with vm ∈ Ŷ m
(2.23)

and consider the following weak formulation:{
Find u ∈ X such that

A(u, v) = (rf, v) ∀v ∈ Y.
(2.24)

We show below that any solution of the algorithm constructed in the last subsection
is a solution of the above weak problem.

Proposition 2.1. Let {φm}, {ψm} be the solutions of (2.10) and (2.11), and let
um = tmφm(r)+ψm(r) with {tm} satisfying (2.16). Then u(r, θ) =

∑∞
|m|=0 u

m(r)eimθ

is a solution of (2.24).

Proof. It is clear that each um = tmφm(r)+ψm(r) satisfies (2.7) with um(1) = tm

and um ∈ Ŵm. Hence u(r, θ) =
∑∞
|m|=0 u

m(r)eimθ ∈ W . For any v =
∑∞
|m|=0v

m(r)

eimθ ∈ Y , we multiply vm on both sides of (2.7) and integrate by parts to obtain

m2(um, vm)ω̂0,−1 + (∂ru
m, ∂rv

m)ω̂0,1 + α(um, vm)ω̂0,1 = (fm, vm)ω̂0,1 .(2.25)

Sum up (2.25) for |m| = 0, 1, . . .; it directly follows that A(u, v) = (rf, v).
It remains to show u ∈ X. Indeed, we derive from (2.16) that u(ρ(θ), θ) =

h(ρ(θ), θ), which implies u ∈ X. Hence, u is a solution of (2.24).
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The well-posedness of (2.24) in the general case is not easy. We can show that
A(·, ·) is continuous in W ×W . Indeed,

|A(u, v)| ≤
∞∑
|m|=0

m2|(um, vm)ω̂0,−1 |+ |(∂rum, ∂rvm)ω̂0,1 |+ α|(um, vm)ω̂0,1 |

(2.26)

≤
∞∑
|m|=0

m2‖um‖ω̂0,−1‖vm‖ω̂0,−1 +‖∂rum‖ω̂0,1‖∂rvm‖ω̂0,1 +α‖um‖ω̂0,1‖vm‖ω̂0,1

≤ (1 + α)‖u‖W ‖v‖W ∀u, v ∈W.

However, it is not obvious how to prove an inf-sup condition for A(·, ·), which is
required for the well-posedness of problem (2.24). We shall provide a partial answer
to this problem under a special setting in the next section.

2.3. Discrete Petrov–Galerkin formulation and a practical algorithm.
We now construct a discrete Petrov–Galerkin formulation for (2.24).

We first construct a spectral approximation to ψm(r). Let P̂N be the set of
all polynomials on [0, 1] of degree no greater than N . We set Ŵm

N := Ŵm ∩ P̂N ,

Ŷ mN := Ŷ m ∩ P̂N , and let {ψmN } ∈ Ŷ mN be the solution of

(r∂rψ
m
N , ∂rv

m) +

((
m2

r
+ αr

)
ψmN , v

m

)
= (rfm, vm) ∀vm ∈ Ŷ mN .(2.27)

Then, by the superposition principle, we can check that umN = tmNφ
m(r) + ψmN (r) is

the unique solution of

(r∂ru
m
N , ∂rv

m) +

((
m2

r
+ αr

)
umN , v

m

)
= (rfm, vm) ∀vm ∈ Ŷ mN ,(2.28)

satisfying umN (1) = tmN in Ŵm
N . We define the discrete trial space by

XMN :=

{
uMN (r, θ) =

M∑
|m|=0

umN (r)eimθ : umN ∈ Ŵm
N ,

(
uMN , e

ikθ
)

Γ
(2.29)

=
(
h, eikθ

)
Γ
, |k| = 0, . . . ,M

}
.

Let uMN =
∑M
|m|=0(tmNφ

m(r) +ψmN (r))eimθ, where {tmN} are to be determined. Then,
it is easy to see that the conditions(

uMN , e
ikθ
)

Γ
=
(
h, eikθ

)
Γ

for |k| = 0, . . . ,M(2.30)

are equivalent to

M∑
|m|=0

∫ 2π

0

(tmNφ
m(ρ(θ)) + ψmN (ρ(θ))) ei(m−k)θdθ =

∫ 2π

0

h(ρ(θ), θ)e−ikθdθ, |k| = 0, . . . ,M.

(2.31)

D
ow

nl
oa

de
d 

01
/2

1/
21

 to
 1

28
.2

10
.1

07
.1

30
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/p
ag

e/
te

rm
s



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
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We set the discrete test space to be

YMN :=

vMN (r, θ) =

M∑
|m|=0

vmN (r)eimθ : vmN ∈ Ŷ mN

 .(2.32)

Then, our discrete Petrov–Galerkin formulation for (2.24) is{
Find uMN ∈ XMN such that

A(uMN , vMN ) = (rf, vMN ) ∀vMN ∈ YMN .
(2.33)

Theorem 2.1. Let {φm} and {φmN} be the solution of (2.10) and (2.27), re-
spectively. Then, (i) (2.31) admits a unique solution {tmN}, and (ii) uMN (r, θ) =∑M
|m|=0 u

m
N (r)eimθ with umN = tmNφ

m(r) + ψmN (r) is the unique solution of (2.33).

Proof. We first show that {tmN} can be uniquely determined from (2.31). To
this end, we expand ρ(θ) in Fourier series, i.e., ρ(θ) =

∑∞
j=−∞cje

ijθ. Note that
c0 is positive because ρ(θ) > 0. Also, the expression of φm given in (2.13) im-
plies {φm(ρ(θ))}Mm=0 is a linearly independent set. Hence φm(ρ(θ))eimθ for |m| =
0, 1, . . . ,M are linearly independent. The system matrix for (2.31) is invertible since
each column is the coordinate vector of φm(ρ(θ))eimθ onto the finite-dimensional
Fourier space.

Now we rewrite vm in (2.28) as vn, multiply both sides of (2.28) by ei(m−n)θ,
and integrate it with respect to θ over [0, 2π). By summing up the results for |m| =
0, . . . ,M and |n| = 0, . . . ,M , we find immediately that A(uMN , vMN ) = (rf, vMN )
for all vMN ∈ YMN . On the other hand, since {tmN} are determined from (2.31), we
find that uMN ∈ XMN . Hence, uMN (r, θ) is a solution of (2.33).

For the uniqueness, we consider (2.33) with f = 0 and h = 0. We observe that
f = 0 implies ψmN ≡ 0 for all m; h = 0 and ψmN ≡ 0 for all m imply that tmN = 0 for

all m. Since any solution of (2.33) can be written as uMN (r, θ) =
∑M
|m|=0 u

m
N (r)eimθ,

we have uMN = 0.

Note that the expression of solutions to (2.10) is explicitly given by (2.13). On
the other hand, {ψmN } can be efficiently and accurately computed (cf. [29]); the main
difficulty in finding uMN is to determine {tmN} from (2.31). In fact, taking ξk = eikθ

in (2.31) leads to a severely ill-conditioned linear system. However, we can reduce the
condition number to a remarkable extent by using the scaled Fourier basis

ξ̃k(θ) := ρ−|k|avg e
−ikθ,(2.34)

where ρavg ∈ (0, 1) represents the average radius of the domain boundary. A straight-
forward formula for ρavg is

ρavg =
1

2π

∫ 2π

0

ρ(θ)dθ.(2.35)

Then the linear system for {tmN} can be rewritten by

M∑
|m|=0

tmNρ
−|k|
avg

∫ 2π

0

φm(ρ(θ))ei(m−k)θdθ

(2.36)

= ρ−|k|avg

∫ 2π

0

h(ρ(θ), θ)e−ikθdθ − ρ−|k|avg

M∑
|m|=0

∫ 2π

0

ψm(ρ(θ))ei(m−k)θdθ, |k|= 0, . . . ,M.
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The exponentially growing factor ρ
−|k|
avg added here plays the role of a precondi-

tioner. For the trivial case α = 0 and ρ(θ) = ρ0 ∈ (0, 1), the coefficient matrix in
(2.36) is exactly the identity. For general domains, our numerical examples show that
the condition number of (2.36) grows exponentially as M increases, however, with

a base number very close to 1. This choice of {ξ̃k} leads to desirable simplicity for
numerical implementation.

To summarize the preceding discussions, we propose the following algorithm.

Algorithm 2.1. Given M (number of nodes in θ direction) and N (number of
nodes in the r direction), we find an approximation to the extended problem (2.2) as
follows.
Step 1. Compute the truncated Fourier expansion of f(r, θ) := F (r cos θ, sin θ) with

respect to θ, obtaining an approximation to (2.6).
Step 2. Compute {ψmN } using a spectral-Galerkin method described in [29].
Step 3. Determine {tmN} from the linear system (2.36).

Step 4. Compute uMN (rk, θj) =
∑M
|m|=0 u

m
N (rk)eimθj (0 ≤ k ≤ N, 0 ≤ |j| ≤ M)

with umN (r) = tmNφ
m(r) + ψmN (r), and obtain the final approximate solution

UMN (xk, yj) = uMN (T−1(xk, yj)) (0 ≤ k ≤ N, 0 ≤ |j| ≤M).

We now estimate the computational cost for this algorithm.
Step 1. The truncated Fourier expansion of f(r, θ) can be obtained in O(NM log(M))

flops using FFT.
Step 2. For each m, φm is explicitly given by (2.13), and ψmN can be computed by the

spectral-Galerkin formulation [29] with O(N2) flops.
Step 3. If we evaluate the integrals in (2.36) by numerical quadrature with O(K)

nodes and weights, then the total flops for dealing with (2.36) are O(KMN+
KM2 +M3).

Step 4. The evaluation cost by tensor product is O(min(N,M)NM).
Hence, for K ≥M , the complexity for Algorithm 2.1 is O(MN2 +KMN+KM2). In
particular, if we set K = O(M) and N = O(M), then the total complexity is O(M3),
which is essentially the same order as the spectral-Galerkin algorithm for second-order
elliptic equations in the rectangular domain [28]. Moreover, we should mention that
the constant included in O(·) is small.

3. Error analysis. Analysis of the spectral approximation (2.33) in the general
case appears to be very difficult, so we only consider the special case ρ(θ) = ρ0, in
which the solution spaces X and XMN can be characterized more explicitly. We be-
lieve that the analysis in this particular case provides some theoretical foundation for
the proposed algorithm and sheds some light on the eventual analysis for the general
case.

To simplify the presentation, we only consider the homogeneous boundary condi-
tion, i.e., h = 0. We assume ρ0 < 1 and choose the extended domain to be the disk

with radius 1. Also, we set α = 0, in which case φm = r|m|. For α > 0, φm = Jm(
√
αir)

Jm(
√
αi)

will lead to similar results.
First, we define the following ρ0-dependent subspace of Ŵm defined in (2.17):

X̂m = {u ∈ Ŵm : u(ρ0) = 0}.(3.1)

We expand the solution of (2.24) as u =
∑
|m|≥0u

m(r)eimθ. In the case ρ(θ) = ρ0,

u|∂Ω = 0 is equivalent to um(ρ0) = 0. Thus X in (2.22) (with h = 0) can be rewritten
as
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A318 YIQI GU AND JIE SHEN

X =

u =
∑
|m|≥0

um(r)eimθ : um ∈ X̂m,
∑
|m|≥0

‖um‖2
Ŵm <∞

 .(3.2)

Similarly, let X̂m
N = X̂m ∩ P̂N , which is a subset of X̂m; then

XMN :=

uMN =

M∑
|m|=0

umN (r)eimθ : umN ∈ X̂m
N , |m| = 0. . . . ,M

 .(3.3)

Note that in this special case XMN is a subspace of X.
We introduce the 1-D bilinear operator b̂m(·, ·) : X̂m × Ŷ m → C by

b̂m(u, v) = m2(u, v)ω̂0,−1 + (∂ru, ∂rv)ω̂0,1 .(3.4)

Let u =
∑
|m|≥0u

m(r)eimθ and uMN =
∑M
|m|=0u

m
N (r)eimθ be the solutions to

(2.24) and (2.33); then{
um ∈ X̂m such that

b̂m(um, vm) = (fm, vm)ω̂0,1 ∀vm ∈ Ŷ m,
(3.5)

and {
umN ∈ X̂m

N such that

b̂m(umN , v
m
N ) = (fm, vmN )ω̂0,1 ∀vmN ∈ Ŷ mN ,

(3.6)

where Ŷ m is defined in (2.17) and Ŷ mN = Ŷ m ∩ P̂N .

3.1. Well-posedness of the 1-D systems (3.5) and (3.6). It is easy to check
that

|b̂m(u, v)| ≤ ‖u‖Ŵm‖v‖Ŷm ∀m,(3.7)

i.e., the bilinear form b̂m(·, ·) is continuous in X̂m × Ŷ m. For the well-posedness of

(3.5) and (3.6), we need to establish an inf-sup condition for b̂m(·, ·).
First, we need the following result that estimates the boundary value for functions

in X̂m.

Lemma 3.1. For u ∈ X̂m with ‖u‖Ŵm = 1, we have

|u(1)| ≤

{
ĉ0, m = 0,

ĉ(ρ0;m)|m|− 1
2 , m 6= 0,

(3.8)

where

ĉ0 ≈ 1.479 and ĉ(ρ0;m) :=
(

1− ρ2|m|
0

) 1
2
(

1 + ρ
2|m|
0

)− 1
2

< 1.(3.9)

Proof. First we consider the case m 6= 0. We need to estimate

sup |u(1)| s.t. ‖u‖Ŵm = 1,(3.10)
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which is clearly equal to

sup |u(1)| s.t.

∫ 1

ρ0

m2

r
|u|2 + r|∂ru|2dr = 1, u(ρ0) = 0,(3.11)

by taking u ≡ 0 in [0, ρ0] since u(0) = 0. Consider the following variational problem:

inf

∫ 1

ρ0

m2

r
|u|2 + r|∂ru|2dr s.t. u(ρ0) = 0, u(1) = 1.(3.12)

The Euler–Lagrange equation of (3.12) is given by

m2

r
u− ∂r(r∂ru) = 0, u(ρ0) = 0, u(1) = 1,(3.13)

whose solution is

u∗(r) = (1− ρ2m
0 )−1rm + (1− ρ−2m

0 )−1r−m.(3.14)

Then

inf
u(ρ0)=0,u(1)=1

(∫ 1

ρ0

m2

r
|u|2 + r|∂ru|2dr

) 1
2

=

(∫ 1

ρ0

m2

r
|u∗|2 + r|∂ru∗|2dr

) 1
2

(3.15)

= |m|
1
2

((
1− ρ2|m|0

)−1

−
(
1− ρ−2|m|

0

)−1
) 1

2

.

Hence

sup
‖u‖Ŵm=1

|u(1)| =

(
inf

u(ρ0)=0,u(1)=1

(∫ 1

ρ0

m2

r
|u|2 + r|∂ru|2dr

) 1
2

)−1

(3.16)

= |m|− 1
2

(
1− ρ2|m|

0

) 1
2
(

1 + ρ
2|m|
0

)− 1
2

.

Similarly for m = 0, we have

inf
u(ρ0)=0,u(1)=1

(∫ 1

ρ0

(|u|2 + |∂ru|2)rdr

) 1
2

=

(∫ 1

ρ0

(|u∗|2 + |∂ru∗|2)rdr

) 1
2

,(3.17)

where u∗ solves the Euler–Lagrange equation

−∂r(r∂ru) + ru = 0, u(ρ0) = 0, u(1) = 1.(3.18)

Specifically, the solution has the expression

u∗(r) =
−K0(ρ0)I0(r)

I0(ρ0)K0(1)− I0(1)K0(ρ0)
+

I0(ρ0)K0(r)

I0(ρ0)K0(1)− I0(1)K0(ρ0)
,(3.19)

where I0(r) and K0(r) are the modified Bessel functions of the first and second kinds
with ν = 0. Hence by integration by parts and the property of the modified Bessel
functions,
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(3.20)

sup
‖u‖

Ŵ0=1

|u(1)|

=

(
inf

u(ρ0)=0,u(1)=1

(∫ 1

ρ0

(|u|2 + |∂ru|2)rdr
) 1

2

)−1

=

(∫ 1

ρ0

(|u∗|2 + |∂ru∗|2)rdr
)− 1

2

=

(∫ 1

ρ0

(−∂r(r∂ru∗) + ru∗)u∗dr + ∂ru
∗(1)

)− 1
2

= (∂ru
∗(1))−

1
2 <

(
−K0(0)I

′
0(1)

I0(0)K0(1)− I0(1)K0(0)
+

I0(0)K
′
0(1)

I0(0)K0(1)− I0(1)K0(0)

)− 1
2

≈ 1.497.

The proof is complete.

Also, we need the following Hardy-type inequlity.

Lemma 3.2. ∫ 1

0

|u(r)|2rdr ≤ c0
∫ 1

0

|u′(r)|2rdr(3.21)

with c0 = 1
2ρ0 − 1

2 ln ρ0 − 1
4 > 0 for all u ∈ X̂0.

Proof. Since u(ρ0) = 0, we note that u(r) = −
∫ r
ρ0
u′(s)ds; then by the Cauchy–

Schwarz inequality it follows that

∫ 1

0

|u(r)|2rdr =
∫ 1

0

∣∣∣∣∫ r

ρ0

(u′(s)s
1
2 )s−

1
2 ds

∣∣∣∣2 rdr ≤ ∫ 1

0

(∫ 1

0

|u′(s)|2sds
)(∫ r

ρ0

s−1ds

)
rdr

(3.22)

=

∫ 1

0

|u′(r)|2rdr
∫ 1

0

(∫ r

ρ0

s−1ds

)
rdr = c0

∫ 1

0

|u′(r)|2rdr.

We can now prove the following result.

Theorem 3.3. The following inequality holds:

inf
um∈X̂m

sup
vm∈Ŷm

b̂m(um, vm)

‖um‖Ŵm‖vm‖Ŵm

(3.23)

≥ C̃(ρ0,m) :=


(

1
2ρ

2
0 − 1

2 ln ρ0 + 3
4

)−1
(

1 +
√

2
2 ĉ0

)−1

, m = 0,

ρ
2|m|
0 , m 6= 0.

Proof. First we assume m 6= 0. Given um ∈ X̂m, suppose ‖um‖Ŵm = 1 without

loss of generality. Let wm = um(1)r|m| and vm = um − wm ∈ Ŷ m. Then by Lemma
3.1 it follows that

‖wm‖Ŵm = |um(1)||m| 12 ≤ ĉ(ρ0;m);(3.24)

therefore

‖vm‖Ŵm ≤ ‖um‖Ŵm + ‖wm‖Ŵm ≤ 1 + ĉ(ρ0;m).(3.25)

Also, since

m2

r
wm − ∂r(r∂rwm) = 0,(3.26)
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by integrating by parts and (3.24) we have

b̂m(um, vm) = m2(um, um − wm)ω̂0,−1 + (∂ru
m, ∂ru

m − ∂rwm)ω̂0,1(3.27)

= ‖um‖Ŵm −
∫ 1

0

(
m2

r
wm − ∂r(r∂rwm)

)
umdr − um(r∂rwm)

∣∣∣1
0

= 1− |um(1)|2|m| ≥ 1− ĉ2(ρ0;m) ≥ ρ2|m|
0 .

Therefore, combining (3.27) and (3.25) leads to (3.23).
Similarly, we can obtain a bound for m = 0 by taking v0 = u0 − u0(1) ∈ Ŷ 0 and

using Lemma 3.1 and Lemma 3.2.

The above result indicates that the inf-sup condition for b̂m holds in the spatial
continuous case. Note that in the proof of Theorem 3.3, the constructed function
vm = um(r) − um(1)r|m| belongs to Ŷ mN if um ∈ X̂m

N for 0 < |m| ≤ N , and v0 =

u0 − u0(1) belongs to Ŷ 0
N if u0 ∈ X̂0

N . Hence, using exactly the same procedure as
above, we can prove that the inf-sup condition holds also in the spatial discrete case.

Theorem 3.4. The following inequality holds:

inf
um∈X̂mN

sup
vm∈ŶmN

b̂m(um, vm)

‖um‖Ŵm‖vm‖Ŵm

≥ C̃(ρ0,m) ∀m.(3.28)

Remark 3.1. Notice that the inf-sup constant behaves like ρ
2|m|
0 , which is a mono-

tonically increasing function of ρ0. Hence, it is better to choose the artificial boundary
closer to the original boundary since it increases the inf-sup constant and reduces the
domain for computation.

3.2. Error estimate. We introduce the orthogonal projection operator π̃mN :

Ŵm → Ŵm
N by

(∂r(π̃
m
N v − v), ∂rwN )ω̂0,1 = 0 ∀wN ∈ Ŵm

N .(3.29)

The following approximation property of π̃mN is well known (cf. Lemma 3.10 in [21]).

Theorem 3.5. For any v ∈ Ŵm ∩ B̂s0,−1 with s ≥ 1, we have

‖π̃mN v − v‖ω̂0,−1 + ‖∂r(π̃mN v − v)‖ω̂0,1 ≤ cN1−s‖∂srv‖ω̂s,s−1 ,(3.30)

where c is a positive constant independent of m, N , and v.

In order to describe the error in Π := {(r, θ) : ρ0 < r < 1, θ ∈ [0, 2π)}, we define

Bsp,ρ0(Π) =

u : u(r, θ) =

∞∑
|m|=0

um(r)eimθ with ‖u‖Bsp,ρ0 (Π)(3.31)

:=

 ∞∑
|m|=0

1 +m2

C̃2(ρ0,m)
‖∂srum‖2ω̂s,s−1

 1
2

<∞

D
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and

H1,t
p (Π) =

u : u(r, θ) =

∞∑
|m|=0

um(r)eimθ with um ∈ Ŵm, ‖u‖H1,t
p (Π)(3.32)

:=

 ∞∑
|m|=0

(1 + |m|2t)‖um‖2
Ŵm

 1
2

<∞

 .

We can now prove the following error estimate.

Theorem 3.6. Let u ∈ X and uMN ∈ XMN be the solutions of (2.24) and (2.33).
Suppose u ∈ Bsp,ρ0(Π) ∩H1,t

p (Π) with s ≥ 1 and t ≥ 0. Then

‖u− uMN‖X ≤ cN1−s‖u‖Bsp,ρ0 (Π) +M−t‖u‖H1,t
p (Π).(3.33)

Proof. Let um ∈ X̂m and umN ∈ X̂m
N be the solution of (3.5) and (3.6), respectively.

By applying the second Strang lemma (Lemma 2.25 in [16]) with (3.28), it immediately
follows that

‖um − umN‖Ŵm ≤
(

1 +
1

C̃(ρ0,m)

)
inf

vmN∈X̂mN
‖um − vmN ‖Ŵm ∀m.(3.34)

If in addition um ∈ B̂s0,−1, then by Theorem 3.5, we obtain that

‖um − umN‖Ŵm ≤ c
1 + |m|
C̃(ρ0,m)

N1−s‖∂srum‖ω̂s,s−1 .(3.35)

Therefore,

‖u− uMN‖2X =

M∑
|m|=0

‖um − umN‖2Ŵm +
∑
|m|>M

‖um‖2
Ŵm

(3.36)

≤ c
M∑
|m|=0

1 +m2

C̃2(ρ0,m)
N2(1−s)‖∂srum‖2ω̂s,s−1 +M−2t

∑
|m|>M

m2t‖um‖2
Ŵm

≤ cN2(1−s)‖u‖2Bsp,ρ0 (Π) +M−2t‖u‖2
H1,t

p (Π)
.

The proof is complete.

4. Numerical results. To demonstrate the effectiveness of our algorithms, we
present several numerical examples by using the algorithm summarized in section 2
for the linear problem (2.1), followed by a nonlinear example.

In the first example, we set α = 10 in (2.1) and consider the exact solution to be

U(x, y) = exp(y/(x+ 2))(4.1)

inside a smooth domain (cf. Figure 4.1)

Ω = {(r, θ) : r < 0.7 + 0.2 sin(3θ)}.(4.2)
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Fig. 4.1. The original domain and the
enclosing domain in the first example.

Fig. 4.2. Relative errors versus M in the first
example.

Fig. 4.3. The original domain and the en-
closing domain in the second example.

Fig. 4.4. Relative errors versus M in the
second example.

Since the boundary is smooth, we approximate the undetermined coefficients {tm}
by the formulation (2.31). We set N = 2M and plot the relative L2 and max errors
versus M in Figure 4.2. We observe that both errors decay exponentially, which is
consistent with the results in Theorem 3.6.

In the second example, we change the domain to a tank-shaped polygon (cf.
Figure 4.3). The other settings are the same as the first one. The numerical results
are shown in Figure 4.4. We also observe an exponential convergence rate despite the
fact that the domain is not smooth.

In the third example, we consider the problem (2.1) with F ≡ 1 and Ω being a
square (−T, T )2 with T = 0.7, which is enclosed by a circle (cf. Figure 4.5). It is well
known that the exact solution has singularities at the corners of the domain and is
given by

u(x, y) = −64T 2

π4

∞∑
n,m=1
n,m odd

(−1)
n+m

2
cos(nπx2T )cos(mπy2T )

nm(n2 +m2)
.(4.3)

We use the algorithm with {tm} being computed by (2.31) and plot the error profile in
Figure 4.6, from which we see the error is mainly distributed near the four corners. In
Figure 4.7, we plot the relative L2 error versus M (with N = 2M). Since the solution
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Fig. 4.5. The original domain and the en-
closing domain in the third example.

Fig. 4.6. Error mesh when M = 90 in the
third example.

Fig. 4.7. Relative L2 error versus M from
our spectral method in the third example.

Fig. 4.8. Relative L2 error versus the
square root of d.o.f. from spectral element
method in the third example.

has corner singularities, the convergence rate is algebraic with order between (4, 5). As
a comparison, we solved the same problem using the spectral element method with
nine equal sized elements and plotted the convergence rate versus the square root
of degree of freedom in Figure 4.8. We observe that the two methods have similar
convergence rates.

As the last example, we apply our algorithm to solve the following steady-state
Allen–Cahn equation:

−a∆U + U3 − U = F in Ω := {(r, θ) : r < 0.8 + 0.1 sin(5θ)},
U = H on ∂Ω,

(4.4)

where a is a positive constant and the exact solution U is set as (4.1); the domain Ω
and the enclosing circle Ω̃ are shown in Figure 4.9. Assuming F is smoothly extended
to Ω̃, this nonlinear equation can be solved, e.g., through a fixed-point iteration

αUk −∆Uk = −1

a
U3
k−1 +

(
1

a
+ α

)
Uk−1 +

1

a
F in Ω̃,

Uk = H on ∂Ω.

(4.5)

In each iteration, (4.5) is solved by our embedding method with M=32 and N=64, and
the solution Uk is evaluated at radially equispaced nodes {(ri, θj)}i=1,...,N ; j=1,...,M .
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Fig. 4.9. The original domain and the enclosing domain in the fourth example.

Fig. 4.10. Relative maximum errors versus iterations in the fourth example.

After each iteration, we will automatically get Uk in the extended domain Ω̃ (at
the nodes) so the right-hand side of (4.5) is well defined at the next iteration. Our
numerical results indicate that good choices for α for a = 1 and 0.1 are 1 and 22,
which lead to exponential convergence for the fixed point iteration (see Figure 4.10).

5. Extension to 3-D problems. The algorithm presented in section 2 can be
extended to three dimensions by embedding the complex domain into a larger sphere.
To fix the idea and simplify the presentation, we shall describe a detailed formulation
in the continuous case and briefly discuss how to implement it.

Consider, for instance, the following Dirichlet problem:

αV −∆V = F in Ω,

V = H on ∂Ω,
(5.1)

where Ω is a 3-D domain that can be embedded in Ω̃ = {(x, y, z) :
√
x2 + y2 + z2 <

R}. Assuming F is smoothly extended to Ω̃, we are led to solve the extended problem

αU −∆U = F in Ω̃,

U = H on ∂Ω,
(5.2)

and we have V = U |Ω. Now denote

u(r, ω, θ) = U(cos θ sinω, sin θ sinω, cosω),(5.3)

f(r, ω, θ) = F (cos θ sinω, sin θ sinω, cosω),(5.4)

h(r, ω, θ) = H(cos θ sinω, sin θ sinω, cosω);(5.5)
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we can rewrite (5.2) in spherical coordinates as

αu− 1

r2
∂r(r

2∂ru)− 1

r2 sinω
∂ω(sinω∂ωu)− 1

r2 sin2 ω
∂2
θu = f,

(r, ω, θ) ∈ (0, R)× (0, π)× [0, 2π),

u = h on Γ,

(5.6)

where Γ is the image of ∂Ω under the spherical transform.
Let {Pml } be the associated Legendre functions [31] given by

Pml (x) =
(−1)m

2ll!
(1− x2)m/2

dl+m

dxl+m
{

(x2 − 1)l
}
, m ≥ 0,(5.7)

P−ml (x) = (−1)m
(l −m)!

(l +m)!
Pml (x), m < 0.(5.8)

We can expand f and u as

(f, u)(r, ω, θ) =

∞∑
l=0

l∑
|m|=0

(flm, ulm)(r)Pml (cosω)eimθ;(5.9)

then it follows from the above and (5.6) that the coefficients {ulm} satisfy the following
sequence of 1-D Bessel-type equations:

αulm −
1

r2
(r2u′lm)′ +

l(l + 1)

r2
ulm = flm, r ∈ (0, R), 0 ≤ |m| ≤ l <∞,

ulm(0) = 0 if m 6= 0.
(5.10)

To make the ODEs (5.10) well defined, we supplement them with the following one-
sided boundary condition:

ulm(R) = tlm,(5.11)

where the boundary values {tlm} will be determined by u = h on Γ. Specifically,
assuming Γ can be parametrized as Γ = {(r, ω, θ) : r = ρ(ω, θ)}, similar to the 2-D
case, we can determine {tlm} from∫ 2π

0

∫ π

0

u(ρ(ω, θ), ω, θ; tlm)ξkn(ω, θ)dωdθ(5.12)

=

∫ 2π

0

∫ π

0

h(ρ(ω, θ), ω, θ)ξkn(ω, θ)dωdθ ∀|n| ≤ k,

where ξkn(ω, θ) = Pnk (cosω)einθ.
Setting ulm(r) = tlmφl(r) + ψlm(r) in (5.10), we find that φl and ψlm can be

uniquely determined from

αφl −
1

r2
(r2(φl)

′)′ +
l(l + 1)

r2
φl = 0, r ∈ (0, R), 0 ≤ l <∞,

φl(0) = 0 if m 6= 0; φl(R) = 1,
(5.13)

and

αψlm −
1

r2
(r2(ψlm)′)′ +

l(l + 1)

r2
ψlm = flm, r ∈ (0, R), 0 ≤ |m| ≤ l <∞,

ψlm(0) = 0 if m 6= 0; ψlm(R) = 0 .
(5.14)
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We now briefly describe the whole algorithm. Since φl, the solution of (5.13), can
be expressed as the spherical Bessel function [1], we only have to find approximations
to {ψlm(r)} and {tlm}.

Algorithm 5.1. Given L, N , number of spherical expansion terms, and number
of axial expansion terms, we find an approximation to the extended problem (5.2) as
follows.
Step 1. Compute approximation to the expansion coefficients flm(r) by spherical trans-

form.
Step 2. Compute {ψNlm}, approximation to {ψlm} by solving (5.14) using a spectral-

Galerkin method (cf. [30]).
Step 3. Determine {tlm} from the linear system

∫ 2π

0

∫ π

0

L∑
l=0

l∑
|m|=0

(tlmφl(ρ(ω, θ)) + ψlm(ρ(ω, θ)))Pml (cosω)eimθξkn(ω, θ)dωdθ

(5.15)

=

∫ 2π

0

∫ π

0

h(ρ(ω, θ), ω, θ)ξkn(ω, θ)dωdθ ∀|n| ≤ k ≤ L.

Step 4. Then, the approximation to u is given by uNL(r, ω, θ) =
∑L
l=0

∑l
|m|=0ulm(r)

Pml (cosω)eimθ with ulm(r) = tlmφl(r) +ψNlm(r); obtain the final approximate
solution UNL(x, y, z) from uNL(r, ω, θ) by an inverse spherical transform.

The computational complexity can be estimated by a similar argument as in
section 2.3. Step 1 costs O(NL3) flops, and Step 2 costs O(L2N2) flops. In Step
3, suppose we evaluate the integrals in (5.15) by numerical quadrature with O(K)
nodes and weights for each variable; then it takes O(K2L2N + K2L3 + KL4) flops
to build the matrix, and we assume the linear system (5.15) is solved in X flops.
And Step 4 requires O(LN2 + L3N) flops. Hence, for K ≥ L, the complexity for
Algorithm 5.1 is O(K2L2N + K2L3 + X). We note that X = O(L6) if (5.15) is
solved with a simple Gaussian elimination but can be significantly reduced if a fast
linear solver is developed. Note that the computational complexity in the 3-D case
with a straightforward implementation is quite large; further investigation is needed
to develop a more efficient implementation.

6. Concluding remarks. This paper developed an efficient spectral method for
solving elliptic problems in complex domains using a domain embedding approach.
By inserting the original complex domain into a regular circular domain, the extended
problem, under a Petrov–Galerkin formulation, can be decomposed into a sequence of
1-D problems with undetermined boundary conditions at the outer artificial boundary.
Then, the undetermined boundary conditions can be uniquely determined using the
original boundary condition. The complete algorithm is very efficient and easy to
implement. More precisely, in the 2-D case, it only requires solving a sequence of 1-D
Bessel-type problems that can be efficiently solved by a spectral-Galerkin method, plus
a system with unknowns being the undetermined boundary conditions. Compared to
the approach of embedding complex domains into a rectangular domain, the approach
with circular embedding is much more efficient and more comfortable to implement.

We also presented several numerical results to show that our algorithm can achieve
exponential convergence if the solution of the original problem is smooth, regardless
of whether the domain boundary is smooth or not. However, for problems with corner
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singularities, it only leads to algebraic convergence rates similar to that achieved by
a spectral element method on the original domain.

The main difficulty for the well-posedness and error analysis of the proposed
approach is to prove a uniform inf-sup condition for the Petrov–Galerkin formulation.
As a first step towards error analysis for general situations, we provided in this paper
a complete analysis of the special case where the original domain is a circle. A delicate
analysis was carried out to estimate the inf-sup constants, which in turn lead to error
estimates. Then, by using the general framework for the transformed field expansion
method presented in [25], one should be able to extend the analysis to more general
domains that can be regarded as perturbations of circular domains. In future work, we
shall carry out a rigorous analysis for general domains as well as applications of this
approach to other problems such as the Helmholtz equation for acoustic scattering.
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