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Abstract
We carry out in this paper a rigorous error analysis for a finite element discretization
of the scalar auxiliary variable (SAV) schemes. The finite-element method we study
is a Galerkin method with standard Lagrange elements based on a mixed variational
formulation. We derive optimal error estimates for both the first- and second-order
SAV schemes with the finite-element method in space.

Mathematics Subject Classification 65M12 · 65N30 · 35K20 · 35K35

1 Introduction

The scalar auxiliary variable (SAV) approach is recently proposed for solving a large
class of gradient flows [17]. The SAV approach is inspired by the IEQ approach (cf. for
instance [20,21]), it inherits its essential advantages andfixesmanyof its shortcomings.
In particular, it enjoys the following remarkable advantages: (i) unconditionally energy
stable, (ii) at each time step only decoupled systems with constant coefficients need
to be solved. It has been already applied to several challenging gradient flows [16],
and shown great potential in numerical simulation of complex systems governed by
gradient flows.
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While the procedure of constructing unconditionally energy stable SAV schemes
is quite standard, one should be aware that energy stability alone does not ensure that
the numerical solution will converge to the exact solution, particularly when auxiliary
variables, such as in the SAV approach, are introduced. Moreover, the fact that SAV
schemes are energy stable with a modified energy further complicates the convergence
analysis.

Recently, convergence and error analysis for a first-order semi-discrete SAV scheme
is carried out in [15]. The analysis essentially relies on the H2 bound, which implies
the L∞ bound, of the numerical solution. The aimof this paper to derive error estimates
for first- and second-order fully discretized SAV schemes with a mixed finite element
discretization for the space variables.

Compared with [15], we have to overcome several additional difficulties: (i) The
finite element space only belongs to H1, so it is impossible to require H2 bound for the
finite element solution, and we have to derive its L∞ bound by another approach (see
the proof of Theorem 1). (ii) A direct procedure as in [15] only leads to a suboptimal
error estimate with respect to the finite-element space, since in the analysis the term
‖�h(μ− Rhμ)‖H−1 will appear, and it can only be bounded by ‖∇(μ− Rhμ)‖where
�h and Rh denote the discrete Laplace and Ritz projection operators, respectively.
However, based on the L∞ bound of the finite element solution (obtained associated
with the suboptimal result) a stronger stability for the finite element solutions can be
derived inLemma11. Then togetherwith the discrete inverse inequality (see Lemma7)
and the commuting property between �h and the projection operator, we can obtain
optimal error estimates with respect to the given finite element space (see Theorem 2).
(iii) The analysis in [15] is only valid for first-order SAV schemes, analysis for a
second order SAVmethod is muchmore complicated. Our analysis can be also applied
to second order scheme and produce the optimal error estimates (see Theorem 4).

Although some convergence and error analysis are available for fully implicit
(such as backward Euler) [6,7,10] or nonlinearly implicit (such as convex splitting)
[2,8] schemes without restrictive assumptions on the free energy, most of the con-
vergence and error analysis for linearly implicit (such as semi-implicit or stabilized
semi-implicit) [8,12] are based on a uniform Lipschitz assumption, i.e.,

|F ′(x) − F ′(y)| ≤ L|x − y|, ∀x, y ∈ R

where F(u) is the nonlinear free energy density defined below. However, this assump-
tion greatly limits its range of applicability as even the usual double-well potential
does not satisfy the assumption. Our error analysis, as in [15], does not require the
Lipschitz assumption.

The rest of the paper is organized as follows. In Sect. 2, we present a fully discrete
SAV scheme and prove it is unconditionally energy stable with the modified energy.
In Sect. 3, we recall the wellposedness and regularity results of the H−1 gradient
flows, and present some useful properties about the discrete Laplace operator �h . It
is followed by the L∞ bound and error estimates for finite element solutions of the
first order scheme will be derived in Sect. 4. In Sect. 5 the method will be extended
to second order stable scheme, and the corresponding error estimates will be also
analyzed. Some numerical experiments are presented in Sect. 6.
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2 Fully discrete FEM SAV scheme and its stability

We start by introduce some notations to be used throughout the paper, see, e.g. [3].
We assume � ∈ R

n(n = 2, 3) is a bounded Lipschitz domain. Then we denote
the spaces L p(�) associated with the L p norm ‖u‖L p := (∫

�
|u(x)|pdx)1/p, and

L p([0, T ]) associated with the L p norm ‖u‖L p :=
(∫ T

0 |u(t)|pdt
)1/p

. Both of them

use the abbreviation L p as they can be easily distinguished by the context. Here we
also introduce the space L∞(�) and Ws∞(�) with

‖v‖L∞ = sup
x∈�

|v(x)|, ‖v||Ws∞ = max|α|≤s
‖Dαv‖L∞

and the space L∞([0, T ]) and Ws∞([0, T ]) with similar norms. The Sobolev spaces
Hs with the order s will also be used, and the norms are denoted by ‖ · ‖s . The space
L p(0, T ; V ) represents the L p space on the interval (0, T ) with values in the function
space V .We denote by (·, ·) the inner product in L2 and the L2 normwithout subscript.
We also denote by C a general constant independent of mesh size h and time step �t .

Let F(u) be a nonlinear free energy density, we focus on a typical energy functional
E[u(x)] given by

E[u] =
∫

�

(
λ

2
u2 + 1

2
|∇u|2

)
dx + E1[u],

where we assume that λ ≥ 0 and E1[u] = ∫
�
F(u)dx > −c0. Consider the gradient

flow
∂u

∂t
= G(−�u + λu + g(u)) (1)

where G = −I for L2 gradient flow, G = � for the H−1 gradient flow and g(u) =
F ′(u). As an example, when E1[u] = ∫

�
α(1−u2)2dx , the two gradient flows are the

celebratedAllen–Cahn andCahn–Hilliard equations [1,4]. TheEq. (1) is supplemented
with the initial condition u(x, 0) = u0(x) and the homogeneous boundary condition

u|∂� = 0, or
∂u

∂n
= 0, if G = −I ;

∂u

∂n
= ∂μ

∂n
= 0, if G = �, (2)

or periodic boundary conditions where μ = δE
δu .

Let C0 > c0 so that E1[u] + C0 > 0. Without loss of generality, we substitute E1
with E1 + C0 without changing the gradient flow. In this setting, E1(u) always have
a positive lower bound C0 − c0 for any u, which we still denote as C0. In the SAV
approach, we introduce a scalar variable r(t) = √

E1[u], and rewrite (1) as

ut = Gμ, (3)
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μ = −�u + λu + r(t)√
E1[u]g(u), (4)

rt = 1

2
√
E1[u]

∫

�

g(u)utdx . (5)

Below we only consider the H−1 gradient flow, the analysis can be easily extended
to L2 gradient flow.

Let �h be a quasi-uniform partition of the domain � such that �̄ = ∪K∈�h K , K
are triangles in the case d = 2 and tetrahedrons in the case d = 3. Assume that we
are given a family Vh ⊂ H1(�) which consists of piecewise polynomials based on
�h with total order of all variables is less or equal to k, such that [3,5]

inf
χ∈Vh

{‖v − χ‖ + h‖∇(v − χ)‖} ≤ Chs‖v‖s, 1 ≤ s ≤ k + 1.

Then a fully discrete mixed finite element discretization of (3)–(5) is: Find
(un+1

h , μn+1
h , rn+1

h ) ∈ [Vh]2 × R such that

(un+1
h − unh, v) = −�t(∇μn+1

h ,∇v), ∀v ∈ Vh, (6)

(μn+1
h , τ ) = (∇un+1

h ,∇τ) + λ(un+1
h , τ ) + rn+1

h√
E1(u

n
h)

(g(unh), τ ), ∀τ ∈ Vh,

(7)

rn+1
h − rnh = 1

2
√
E1(u

n
h)

(g(unh), u
n+1
h − unh), (8)

with u0h to be some appropriate approximation of u(0) and r0h =
√
E1(u0h).

We first derive the unconditional energy stability for the above fully discrete SAV
scheme, which plays an important role in subsequent error analysis.

Lemma 1 For the H−1 gradient flow and all N ≤ T /�t , we have

max
0≤n≤N

λ

2
‖unh‖2 + 1

2
‖∇unh‖2 + (rnh )2 +

N−1∑

n=0

(
λ

2
‖un+1

h − unh‖2 + 1

2
‖∇(un+1

h − unh)‖2

+(rn+1
h − rnh )2 + �t‖∇μn+1

h ‖2
)

≤ λ

2
‖u0h‖2 + 1

2
‖∇u0h‖2 + (r0h )2. (9)

Proof Taking the inner product of (6) and (7) with μn+1
h and un+1

h − unh respectively,
and multiplying (8) by 2rn+1

h , we derive that the fully discrete SAV scheme satisfies
the following discrete energy law:
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λ

2
‖un+1

h ‖2 + 1

2
‖∇un+1

h ‖2 + (rn+1
h )2 − λ

2
‖unh‖2 − 1

2
‖∇unh‖2 − (rnh )2

+λ

2
‖un+1

h − unh‖2 + 1

2
‖∇(un+1

h − unh)‖2 + (rn+1
h − rnh )2 = −�t‖∇μn+1

h ‖2 ≤ 0

from which (9) follows immediately. �
Hence, by (9) the SAV is unconditionally energy stable with the modified energy

λ

2
‖unh‖2 + 1

2
‖∇unh‖2 + (rnh )2.

An important fact is that the SAV scheme is easy to implement. Indeed, if we define
�huh ∈ Vh with

∫
�

�huhdx = 0 satisfying

(�huh, v) = −(∇uh,∇v), ∀v ∈ Vh, (10)

and the L2 projection by Ph : L2 → Vh and bnh = Phg(unh)√
E1(u

n
h)
, then eliminating rn+1

h

and μn+1
h from (6)–(8) to obtain

(un+1
h − unh, v) = �t�h(−�hu

n+1
h + λun+1

h + bnh(r
n
h + 1

2
(bnh , u

n+1
h − unh)), v).

Then the above equation can be written as

(I−λ�t�h+�t�2
h)u

n+1
h −�t

2
�hb

n
h(b

n
h , u

n+1
h ) = unh+�trnh�hb

n
h−

�t

2
�hb

n
h(b

n
h , u

n
h),

(11)
which can be solved using the Sherman–Morrison–Woodbury formula:

(A +UV T )−1 = A−1 − A−1U (I + V T A−1U )−1V T A−1. (12)

That is, if we denote the righthand side of (11) by cnh . Multiplying both sides of (11)
with (I − λ�t�h + �t�2

h)
−1 and taking the inner product with bnh , we obtain

(bnh , u
n+1
h ) + �t

2
γ n
h (bnh , u

n+1
h ) = (bnh , (I − λ�t�h + �t�2

h)
−1cnh)

where we have from �h is negative definite

γ n
h = −(bnh , (I−λ�t�h+�t�2

h)
−1�hb

n
h) = (bnh , (−�−1

h +λ�t−�t�h)
−1bnh) > 0.

Therefore, we have

(bnh , u
n+1
h ) = (bnh , (I − λ�t�h + �t�2

h)
−1cnh)

1 + �t
2 γ n

h

. (13)

To summarize, we implement as follows:
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(i) Compute bnh and cnh ;
(ii) Compute (bnh , u

n+1
h ) from (13);

(iii) Compute un+1
h from (11).

Note that in (ii) and (iii) we only need to solve twice a linear equation with constant
coefficients of the form

(I − λ�t�h + �t�2
h)x = b. (14)

Therefore, the above procedure is extremely efficient.

3 Well-posedness and properties

We assume that F ∈ C3(R). We first recall the existence, uniqueness and regularity
results for H−1 gradient flows, and there are similar results for L2 gradient flows [15,
Proposition 2.1].

Proposition 1 [18] For H−1 gradient flow, if u0 ∈ L2, there exist constants p0,C > 0
such that

F ′′(s) = g′(s) ≥ −C, sg(s) ≥ b|s|p0 − c.

Then there exists a unique solution u for (1) such that

u ∈ L2(0, T ; H2) ∩ L p0(0, T ; H p0) ∩ C([0, T ]; L2).

Moreover, if u0 ∈ H2, and

|g′(x)| < C(|x |p + 1), for any p > 0 if d = 1, 2; 0 < p < 4 if d = 3; (15)

|g′′(x)| < C(|x |q + 1), for any q > 0 if d = 1, 2; 0 < q < 3 if d = 3; (16)

there exists a unique solution u for (1) in the space L2(0, T ; H4) ∩ C([0, T ]; H2).

We introduce the following negative norms [cf. (5.6) in [19]]:

‖v‖−s = sup{ (v, φ)

‖φ‖s ;φ ∈ Hs}, for s ≥ 0 integer.

We prove below some properties of the discrete Laplace operator �h , which will be
frequently used in the subsequent analysis [11,13].

Lemma 2 For the operator �h, we have the following bound

‖�hv‖−1 ≤ C‖∇v‖. (17)

Proof Since
‖Phv‖1 ≤ ‖v‖1 + ‖v − Phv‖1 ≤ C‖v‖1, (18)
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by the definition (10) of the operator �h , (17) immediately follows from

‖�hv‖−1 ≤ sup
0 �=ϕ∈H1

(�hv, ϕ)

‖ϕ‖H1
= sup

0 �=ϕ∈H1

(�hv, Phϕ)

‖ϕ‖H1

= sup
0 �=ϕ∈H1

− (∇v,∇Phϕ)

‖ϕ‖H1
≤ C‖∇v‖.

�
The main ingredient in [15] is to derive a bound on the H2 norm of the solution

which automatically provides a L∞ bound. However, this approach can not follow
since Vh is not a subspace of H2. Instead, thanks to the discrete Laplace operator �h ,
we can bound the numerical solution uh of (6)–(8) in L∞ norm by ‖�huh‖.
Lemma 3 [9] For any v ∈ Vh, it holds that

‖v‖∞ ≤ C‖v‖ 4−d
4 (‖v‖2 + ‖�hv‖2) d

8 . (19)

Let Rh : H1 → Vh denote the Ritz projection operator onto the finite element
spaces, i.e.,

(∇(φ − Rhφ),∇ϕ) = 0, ∀φ ∈ H1, φ ∈ Vh (20)

with
∫
�
Rhφdx = ∫

�
φdx . Then we have from [3]

‖φ − Rhφ‖ + h‖∇(φ − Rhφ)‖ ≤ Chs‖φ‖Hs , (21)

and
‖φ − Rhφ‖L∞ ≤ Chs�h‖φ‖Ws∞ , (22)

where �h = max(1, log(1/h)) and 1 ≤ s ≤ k +1. For the general negative norms, the
Ritz projection has the following error estimates.

Lemma 4 [19] Let Rhu be the Ritz projection of u. It holds that

‖u − Rhu‖−s ≤ Chs+q‖u‖q , for 0 ≤ s ≤ k − 1, 1 ≤ q ≤ k + 1. (23)

Lemma 5 [19] �h is related to the projection operators by

�h Rh = Ph�. (24)

It is well known that the L2 projection Ph is stable in L2 norm. In fact it can be
proved to be stable in H−1 norm as follows.

Lemma 6 For any u ∈ H−1(�), we have

‖Phu‖−1 ≤ C‖u‖−1. (25)
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Proof By (18) and the definition of Ph we have

‖Phu‖−1 ≤ sup
v∈H1

(Phu, v)

‖v‖1 = sup
v∈H1

(Phu, v − Phv) + (Phu, Phv)

‖v‖1
= sup

v∈H1

(u, Phv)

‖v‖1 ≤ C‖u‖−1,

which is the desired result. �

Lemma 7 For any uh ∈ Vh, it holds that

‖�huh‖ ≤ Ch−1‖∇uh‖ ≤ Ch−2‖uh‖. (26)

Proof By the inverse inequality in the finite element space [3,14], we have

‖�huh‖ ≤ sup
v∈Vh

(�huh, v)

‖v‖ = sup
v∈Vh

−(∇uh,∇v)

‖v‖

≤ sup
v∈Vh

Ch−1‖∇uh‖‖v‖
‖v‖ ≤ Ch−1‖∇uh‖ ≤ Ch−2‖uh‖,

which implies (26). �

4 Error estimates for the first-order fully discrete scheme

In the first part of this section, we present error estimates of the finite element solution
based on a mathematical induction on the L∞ norm of unh , which is needed to control
the nonlinear terms in the equations. Then in the second part, we will derive a stronger
stability result for the finite element solution and improve the error estimate such that
it is optimal in each norm.

4.1 A first error estimate

Lemma 8 In addition to the assumptions in Proposition 1, we assume the following
regularity holds:

u ∈ L∞([0, T ];W 1∞), ut ∈ L∞([0, T ], H1), utt ∈ L2((0, T ); L2). (27)

Then the truncation errors due to the time discretization satisfy that

max
1≤n≤N

(‖En
u‖−1 + ‖En

μ‖1 + |En
r |) ≤ C�t .
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Proof By direct calculation,

rtt = − 1

4
√
E1[u]3

(∫

�

g(u)utdx

)2

+ 1

2
√
E1[u]

∫

�

(g′(u)u2t + g(u)utt )dx .

We know from Proposition 1 that u ∈ L2(0, T ; H4) ∩ C([0, T ]; H2) (thus u ∈
L∞([0, T ], L∞(�))), from which together with (27), (15) and (16) we deduce that

∫ T

0
|rtt |2dt ≤ C

∫ T

0
(‖ut‖4L4 + ‖g′(u)∇u‖2L∞‖utt‖2−1)dt

≤ C‖∇u‖2L∞(L∞)

∫ T

0
(‖ut‖41 + ‖utt‖2−1)dt ≤ C . (28)

If we define vn = v(tn) for any continuous function v and Dtϕ
n+1 := (ϕn+1−ϕn)/�t

for any function value {ϕn}Nn=0, this gives that the exact solution (u, μ, r) satisfies the
equations

(un+1 − un, v) = −�t(∇μn+1,∇v) + �t(En
u , v), (29)

(μn+1, τ ) = (∇un+1,∇τ) + λ(un+1, τ ) + rn+1
√
E1(u

n)
(g(un), τ ) + (En

μ, τ),

(30)

rn+1 − rn = 1

2
√
E1[un]

∫

�

g(un)(un+1 − un)dx + �t En
r , (31)

where

|En
u | = |Dtu

n+1 − ∂t u
n+1| ≤

∫ tn+1

tn
|utt (·, s)|ds, (32)

|En
r | = |Dtr

n+1 − ∂t r
n − 1

2

∫

�

g(un)√
E1[un] (Dtu

n+1 − ∂t u
n)dx |

≤ C

(∫ tn+1

tn
|rtt (s)|ds +

∫ tn+1

tn

∫

�

|utt (x, s)|dsdx
)

, (33)

and

En
μ = rn+1

⎛

⎝ g(un+1)
√
E1(u

n+1)

− g(un)
√
E1(u

n)

⎞

⎠ .

Hence, from (15) we derive
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‖En
μ‖s = |rn+1|‖ g(un+1)

√
E1(u

n+1)

− g(un)
√
E1(u

n)
‖s ≤ sup

t∈[0,T ]
|r(t)|

⎛

⎝‖g(un)‖s |E1(u
n) − E1(u

n+1)|
√
E1(u

n+1)E1(u
n)(E1(u

n) + E1(u
n+1))

+ ‖g(un+1) − g(un)‖s√
E1(u

n+1)

⎞

⎠

≤ C
(‖r‖L∞ , ‖ut‖L∞(Hs ), ‖u‖L∞(L∞)

)
�t . (34)

Together with (27) we get the desired results. �

If we define the discrete norms as follows:

‖u‖l2(Hs ) :=
(

N∑

n=1

�t‖un‖2s
)1/2

, ‖u‖l∞(Hs ) := sup
1≤n≤N

‖un‖s,

we can present the following error estimates for the finite element approximations.

Theorem 1 Under the same assumptions as in Lemma 8, let (u, μ, r) and (uh, μh, rh)
be the solution of (3)– (5) and (6)–(8), respectively. Then we have the following error
estimates

‖u − uh‖l∞(L2) + ‖∇(u − uh)‖l∞(L2) + ‖∇(μ − μh)‖l2(L2) + |r − rh |l∞
≤ Chk

(‖u‖l∞(Hk+1) + ‖u‖H1(Hmax(1,k−1)) + ‖u‖L2(Hk+3))

) + C�t . (35)

Proof Let θn+1
u = un+1

h − Rhun+1, θn+1
μ = μn+1

h − Rhμ
n+1, en+1 = rn+1

h − rn+1

and ρn+1
u = un+1 − Rhun+1, ρn+1

μ = μn+1 − Rhμ
n+1. By using (20) the difference

between (6)–(8) and (29)–(31) gives that

(Dtθ
n+1
u , v) + (∇θn+1

μ ,∇v) = (Dtρ
n+1
u , v) − (En

u , v), (36)

(θn+1
μ , τ) − (∇θn+1

u ,∇τ) − λ(θn+1
u , τ ) = (ρn+1

μ , τ) − λ(ρn+1
u , τ )

+ en+1
√
E1(u

n)
(g(un), τ ) + rn+1

h

(
g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)
, τ

)

− (En
μ, τ), (37)

Dte
n+1 − 1

2

(
g(unh)√
E1(u

n
h)

, Dtθ
n+1
u

)

= 1

2

(
g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)
, Dtu

n+1

)

−1

2

(
g(unh)√
E1(u

n
h)

, Dtρ
n+1
u

)

− En
r (38)

for all v, τ ∈ Vh . We can choose appropriate initial approximations such that ‖θ0u ‖ +
h‖∇θ0u ‖ + ‖θ0μ‖ + h‖∇θ0μ‖ + |e0| ≤ Chk+1.
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The Eq. (37) implies that

‖�hθ
n+1
u ‖2 ≤

(

‖θn+1
μ ‖ + λ‖θn+1

u ‖ + ‖ρn+1
μ ‖ + λ‖ρn+1

u ‖ + |en+1|
∥∥∥∥∥

g(un)
√
E1(u

n)

∥∥∥∥∥

+|rn+1
h |

∥∥∥∥∥
g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)

∥∥∥∥∥
+ ‖En

μ‖
)2

:= I1. (39)

Then substitute v = θn+1
μ , θn+1

u into (36), τ = Dtθ
n+1
u , θn+1

μ into (37) respectively.
Then multiplying (38) with 2en+1 and adding the resultant equalities with (39), we
derive that

1

2
(‖θn+1

u ‖21−‖θnu ‖21)+�t‖�hθ
n+1
u ‖2+�t‖θn+1

μ ‖21+(en+1)2−(en)2 ≤ �t I1+
6∑

i=2

Ii ,

(40)
with

I2 = �t(Dtρ
n+1
u , θn+1

μ ) − �t(En
u , θn+1

μ ) + �t(Dtρ
n+1
u , θn+1

u )

−�t(En
u , θn+1

u ) + λ�t(θn+1
u , θn+1

μ )

+�t(ρn+1
μ , θn+1

μ ) − λ�t(ρn+1
u , θn+1

μ ) − �t(En
μ, θn+1

μ ),

I3 = −�t(ρn+1
μ , Dtθ

n+1
u ) + λ�t(ρn+1

u , Dtθ
n+1
u ) + �t(En

μ, Dtθ
n+1
u ),

I4 = −rn+1�t

(
g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)
, Dtθ

n+1
u

)

+en+1�t

(
g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)
, Dtu

n+1

)

I5 = �trn+1
h

(
g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)
, θn+1

μ

)

,

I6 = −en+1�t(
g(unh)√
E1(u

n
h)

, Dtρ
n+1
u ) − 2�ten+1En

r + en+1�t
√
E1(u

n)
(g(un), θn+1

μ ).

At this moment, we invoke a mathematical induction on

‖unh‖L∞ ≤ ‖u‖L∞(L∞) + 1. (41)

Since n = 0, u0h can be defined by any appropriate approximation of u0 satisfying
(41), e.g., u0h = Rhu0, we derive from (22) that

‖u0 − u0h‖L∞ ≤ Ch2�h‖u0‖W 2∞ .
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Thus there exists a positive constant h1 such that (41) holds for n = 0 when h < h1.
In the following, we present estimates of the finite element solution by assuming that
(41) holds for 0 ≤ n ≤ m, for some nonnegative integer m. We shall see that if (41)
holds for 0 ≤ n ≤ m, then it also holds for n = m + 1.

Below we bound each term on the righthand side of (40). By (23) and Lemma 8,

I2 ≤ C�t
(‖Dtρ

n+1
u ‖2−1 + ‖ρn+1

u ‖2−1 + ‖ρn+1
μ ‖2−1

) + �t

8
‖θn+1

μ ‖21 + C�t
(‖En

u‖2−1

+‖En
μ‖2−1

) + C�t‖θn+1
u ‖21

≤ Ch2k
∫ tn+1

tn
‖ut‖2max(1,k−1)dt + Ch2k�t

(‖μn+1‖2max(1,k−1) + ‖un+1‖2max(1,k−1)

)

+�t

8
‖θn+1

μ ‖21 + C�t2
∫ tn+1

tn
‖utt‖2−1dt + C�t3 + C�t‖θn+1

u ‖21.

It follows from (36) that

Dtθ
n+1
u = �hθ

n+1
μ + Ph

(
Dtρ

n+1
u − En

u

)
. (42)

Together with (17), (25), (32) and (23) we can derive

‖Dtθ
n+1
u ‖−1 ≤ ‖∇θn+1

μ ‖ + ‖Dtρ
n+1
u ‖−1 + ‖En

u‖−1

≤ ‖∇θn+1
μ ‖ + Chk(�t)−1

∫ tn+1

tn
‖ut‖max(1,k−1)dt +

∫ tn+1

tn
‖utt‖−1dt .

(43)

Then we derive from (43) and (34) that

I3 ≤ C�th2k‖μn+1‖2k+1 + C�th2k‖un+1‖2k+1 + C�t3 + Zn, (44)

where

Zn := �t

8
‖∇θn+1

μ ‖2 + Ch2k
∫ tn+1

tn
‖ut‖2max(1,k−1)dt

+C�t2
∫ tn+1

tn
‖utt‖2−1dt .

In view of (27),

I4 ≤ Zn + C�t(en+1)2 + C�t

∥∥∥
∥∥

∇g(unh)√
E1(u

n
h)

− ∇g(un)
√
E1(u

n)

∥∥∥
∥∥

2

.

The last term on the right-hand side of the last inequality needs to be treated as
follows
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∇g(unh)√
E1(u

n
h)

− ∇g(un)
√
E1(u

n)
= ∇g(un)

E1(u
n) − E1(u

n
h)√

E1(u
n
h)E1(u

n)(E1(u
n) + E1(u

n
h))

+∇g(unh) − ∇g(un)
√
E1(u

n
h)

= A1 + A2. (45)

The two terms on the righthand side are bounded by

‖A1‖ ≤ C‖∇g(un)‖‖un − unh‖ ≤ C(‖θnu ‖ + ‖ρn
u‖), (46)

and

‖A2‖ ≤ C‖∇g(unh) − ∇g(un)‖
≤ C(‖(g′(unh) − g′(un))∇un‖ + ‖g′(unh)∇ρn

u‖ + ‖g′(unh)∇θnu ‖)
≤ C(‖∇ρn

u‖ + ‖ρn
u‖ + ‖θnu ‖ + ‖∇θnu ‖), (47)

where we have used the fact that E1[unh] > C0 and g′(unh), g′′(unh) have an uniform
upper bound by (15), (16) and (41). Therefore, we combine (45), (46) and (47) to get

‖ ∇g(unh)√
E1(u

n
h)

− ∇g(un)
√
E1(u

n)
‖ ≤ C(‖∇(ρn

u )‖ + ‖ρn
u‖ + ‖θnu ‖ + ‖∇θnu ‖)

≤ Chk‖un‖k+1 + C(‖θnu ‖ + ‖∇θnu ‖). (48)

Similarly, it holds that

g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)
≤ C‖un − unh‖ ≤ C(‖θnu ‖ + ‖ρn

u‖), (49)

which gives that

�t I1 ≤ 1

8
�t‖θn+1

μ ‖2 + C�t(‖θnu ‖2 + ‖θn+1
u ‖2) + C�th2k(‖μn+1‖2k

+‖un‖2k + ‖un+1‖2k) + C�t |en+1|2 + C�t3

and by (9)

I5 ≤ C�t‖θnu ‖2 + C�th2k‖un‖2k + 1

8
�t‖θn+1

μ ‖2.

Again by using (9), (41) and (33), we can derive that ‖g′(unh)∇unh‖ ≤ C so that

I6 ≤ C�t(en+1)2 + C�t3 + Ch2k
∫ tn+1

tn
‖ut‖2max(1,k−1)dt + �t

8
‖θn+1

μ ‖2.
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We combine the estimates for each term Ii , 1 ≤ i ≤ 6, and (48) to get

1

2
(‖θn+1

u ‖21 − ‖θnu ‖21) + �t‖�hθ
n+1
u ‖2 + 1

8
�t‖θn+1

μ ‖21 + (en+1)2 − (en)2

≤ C�t
(‖θn+1

u ‖21 + ‖θnu ‖21 + (en+1)2
) + C�t2

∫ tn+1

tn
‖utt (s)‖2−1ds + C�t3 + Ch2k

(∫ tn+1

tn
‖ut‖2max(k−1,1)dt + �t‖μn+1‖2k+1 + �t‖un+1‖2k+1 + �t‖un‖2k+1

)

. (50)

By applying Gronwall’s inequality, we have

max
0≤n≤m

(
‖θn+1

u ‖21 + (en+1)2
)

+ �t
m∑

n=0

(
‖θn+1

μ ‖21 + ‖�hθ
n+1
u ‖2

)

≤ Ch2k
(‖u‖H1(Hmax(1,k−1)) + ‖μ‖l2(Hk+1) + ‖u‖l2(Hk+1)

)2 + C�t2

≤ C1(h
2k + �t2). (51)

for some positive constant C1.
Hence, there exists a positive constant h2 such that when h < h2 and if �t ≤ h,

then from the inverse inequality (c.f. [19, Lemma 6.4]) we have

‖θm+1
u ‖2L∞ ≤ C log(1/h)‖θm+1

u ‖21 ≤ Ch−1(h2k + �t2) ≤ C(h2k−1 + �t).

On the other hand, if �t ≥ h, then we have

‖�hθ
m+1
u ‖2 ≤ 1

�t

m∑

n=0

�t‖�hθ
n+1
u ‖2 ≤ C

(
h2k

�t
+ �t

)
≤ C(h2k−1 + �t).

Overall, together with (19) we have ‖θm+1
u ‖2L∞ ≤ C(h2k−1 + �t), and so from (22)

‖um+1
h − um+1‖L∞ ≤ ‖θm+1

u ‖L∞ + ‖um+1 − Rhu
m+1‖L∞ ≤ C(hk−1/2 + �t1/2),

where C is independent of m. Thus there exists positive constants h3,�t3 such that
when h < h3 and �t < �t3 we have

‖um+1
h − um+1‖L∞ ≤ 1,

and this completes the mathematical induction on (41) in the case that h < h3 and
�t < �t3. Thus (51) holds for m = N − 1 with the same constant C1, provided
h < h3 and �t < �t3.

If h ≥ h3 or �t ≥ �t3, from (9) we see that

max
0≤n≤N−1

(
‖θn+1

u ‖21 + (en+1)2
)

+ �t
N−1∑

n=0

‖∇θn+1
μ ‖2
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≤ C2 ≤ C2(�t−2
3 + h−2k

3 )(�t2 + h2k) (52)

for some positive constant C2. From (51) and (52) we obtain for any �t and h,

max
0≤n≤N−1

(
‖θn+1

u ‖21 + (en+1)2
)

+ �t
N−1∑

n=0

‖∇θn+1
μ ‖2

≤ (C1 + C2(�t−2
3 + h−2k

3 ))(�t2 + h2k)

from which we obtain the desired result (35) by using (21) and the triangle inequality.
�

4.2 An improved L2-error estimate

Notice that the error estimate for L2 norm in Theorem 1 is not optimal. Below, we
shall derive an improved L2-error estimate. For this purpose, we improve Lemma 2
first.

Lemma 9 For the operator �h, we have the following bound

‖�hv‖−2 ≤ C‖v‖, ∀v ∈ Vh . (53)

Proof By the definition (10) of the operator �h , (24), (17) and inverse inequalities of
finite element space [19], we get

‖�hv‖−2 = sup
0 �=ϕ∈H2

(�hv, ϕ)

‖ϕ‖2 = sup
0 �=ϕ∈H2

(�hv, ϕ − Rhϕ)

‖ϕ‖2 + sup
0 �=ϕ∈H2

(�hv, Rhϕ)

‖ϕ‖2
≤ Ch‖�hv‖−1 + sup

0 �=ϕ∈H2
− (∇v, ∇Rhϕ)

‖ϕ‖2 ≤ Ch‖∇v‖ + sup
0 �=ϕ∈H2

(v, �h Rhϕ)

‖ϕ‖2
≤ C‖v‖ + sup

0 �=ϕ∈H2

(v, Ph�ϕ)

‖ϕ‖2 ≤ C‖v‖,

which is the desired result. �

Then we derive a stronger stability result, that is the difference quotient for the
numerical solution unh is also uniformly bounded, which is needed to get the improved
error estimates (see the term Q12 in Theorem 2). The derivation process is divided
into two steps, Lemmas 10 and 11 respectively. In fact, from (6) and (17), it follows
that ‖Dtunh‖−1 ≤ ‖∇μn

h‖. Together with (9), we have

N−1∑

n=0

�t‖Dtu
n+1
h ‖2−1 ≤ C0. (54)
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In Lemma 10we shall derive the boundedness for
∑N−1

n=0 �t‖Dtu
n+1
h ‖2 via (54) when

λ > 0. Then it follows in Lemma 11 the desired stability, that is ‖Dtunh‖ is uniformly
bounded.

Lemma 10 For the H−1 gradient flow and all N ≤ T /�t , there exists a positive
constant C such that

λ

N−1∑

n=0

�t‖Dtu
n+1
h ‖2 ≤ C, (55)

where we define ‖�−1/2
h uh‖ := ‖∇�−1

h uh‖.
Proof By replacing uh by �−1

h uh , we derive from (10) that

(∇�−1
h uh,∇v) = −(uh, v), ∀v ∈ Vh . (56)

Taking the difference of (6)–(7) at the time tn+1 and tn , we have

(Dtu
n+1
h − Dtu

n
h, v) = −(∇(μn+1

h − μn
h),∇v), ∀v ∈ Vh, (57)

(μn+1
h − μn

h, τ ) = (∇(un+1
h − unh),∇τ) + λ(un+1

h − unh, τ ) + rn+1
h − rnh√
E1(u

n
h)

(g(unh), τ )

+rnh

(
g(unh)√
E1(u

n
h)

− g(un−1
h )

√
E1(u

n−1
h )

, τ

)
, ∀τ ∈ Vh . (58)

We choose (v, τ ) = (−�−1
h Dtu

n+1
h , Dtu

n+1
h ) in (57)–(58) and usingYoung’s inequal-

ity arrive at

1

2
(‖�−1/2

h Dtu
n+1
h ‖2 − ‖�−1/2

h Dtu
n
h‖2) + �t‖∇Dtu

n+1
h ‖2 + λ�t‖Dtu

n+1
h ‖2

≤ �t

2E1(u
n
h)

(g(unh), Dtu
n+1
h )2 + |rnh |

⎛

⎝ g(unh)√
E1(u

n
h)

− g(un−1
h )

√
E1(u

n−1
h )

, Dtu
n+1
h

⎞

⎠

≤ C�t
(‖Dtu

n
h‖2 + ‖Dtu

n+1
h ‖2)

≤ �t

2

(‖∇Dtu
n
h‖2 + ‖∇Dtu

n+1
h ‖2) + C�t

(‖Dtu
n
h‖2−1 + ‖Dtu

n+1
h ‖2−1

)
,

where we also used (8), (9), (41), (49) and (56). Noticing (54) and ‖Dtu0h‖1 ≤ C , we
thus from summing the last inequality over n from 0 to N −1 obtain the desired result
(55). �
Lemma 11 For the H−1 gradient flow and all N ≤ T /�t , if λ > 0 there exists a
positive constant C such that

‖Dtu
n
h‖ ≤ C, ∀ 0 ≤ n ≤ N . (59)
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Proof Taking (v, τ ) = (Dtu
n+1
h ,−�h Dtu

n+1
h ) in (57)–(58) leads to

1

2
(‖Dtu

n+1
h ‖2 − ‖Dtu

n
h‖2) + �t‖�hDtu

n+1
h ‖2 + λ�t‖∇Dtu

n+1
h ‖2

≤ �t

2E1(u
n
h)

(g(unh), Dtu
n+1
h )(g(unh),�h Dtu

n+1
h )

+|rnh |
⎛

⎝ g(unh)√
E1(u

n
h)

− g(un−1
h )

√
E1(u

n−1
h )

,�h Dtu
n+1
h

⎞

⎠

≤ C�t(‖Dtu
n+1
h ‖ + ‖Dtu

n
h‖)‖�h Dtu

n+1
h ‖

≤ C�t
(‖Dtu

n
h‖2 + ‖Dtu

n+1
h ‖2) + 1

2
�t‖�hDtu

n+1
h ‖2,

where we also used (8), (9), (41) and (49). After summing the last inequality over n
from 0 to N − 1, using (55) we complete the proof. �

From the proof of Theorem 1, we can see the “trouble” term is

(
g(unh)√
E1(u

n
h)

, Dtθ
n+1
u

)

in (38). Due to the fact g(unh) /∈ H2, it implies that there appears ‖Dtθ
n+1
u ‖−1 on the

right-hand side of (40), and so by (36) ‖∇θn+1
μ ‖ arises with no doubt. Therefore, we

can only obtain the error estimate with order hk . In order to get the optimal error
estimate in L2 norm, we need to rewrite (38) as follows

Dte
n+1 − 1

2

(
g(un)

√
E1(u

n)
, Dtθ

n+1
u

)

= 1

2

(
g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)
, Dtu

n+1
h

)

−1

2

(
g(un)

√
E1(u

n)
, Dtρ

n+1
u

)

− En
r . (60)

Then with the help of (59), instead we have ‖Dtθ
n+1
u ‖−2 and ‖ g(unh)√

E1(u
n
h)

− g(un)√
E1(u

n)
‖

on the right-hand side of the following equality (61) such that the following theorem
holds.

Theorem 2 Under the same assumptions as in Lemma 8, we have

‖u − uh‖l∞(L2) + ‖μ − μh‖l2(L2) + |r − rh |l∞
≤ Chk+1 (‖ut‖L2(Hmax(2,k)) + ‖u‖L2(Hk+3) + ‖u‖L∞(Hk+1)

) + C�t .

Proof We substitute v = θn+1
u into (36) respectively, take τ = θn+1

μ in (37), and
multiply (60) by 2�ten+1. Then we add the resultant equalities to get

1

2
(‖θn+1

u ‖2 − ‖θnu ‖2) + �t‖θn+1
μ ‖2 + (en+1)2 − (en)2
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≤ �t(Dtρ
n+1
u , θn+1

u ) − �t(En
u , θn+1

u ) + λ�t(θn+1
u , θn+1

μ )

+�t(ρn+1
μ , θn+1

μ ) − λ�t(ρn+1
u , θn+1

μ )

+ en+1�t
√
E1(u

n)
(g(un), θn+1

μ ) + �trn+1
h

(
g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)
, θn+1

μ

)

− �t(En
μ, θn+1

μ )

+ en+1�t

(
g(un)

√
E1(u

n)
, Dtθ

n+1
u

)

+ en+1�t

(
g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)
, Dtu

n+1
h

)

− en+1�t

(
g(un)

√
E1(u

n)
, Dtρ

n+1
u

)

− 2en+1�t En
r

=
14∑

i=1

Qi . (61)

Since Qi , 1 ≤ i ≤ 10 have been already appeared on the right-hand side of (40),
we only need to estimate the remaining terms Qi , 11 ≤ i ≤ 14 as follows.

Since by (42), (53) and the fact that ‖ · ‖−2 ≤ ‖ · ‖−1,

‖Dtθ
n+1
u ‖−2 ≤ ‖�hθ

n+1
μ ‖−2 + ‖Dtρ

n+1
u ‖−1 + ‖En

u‖−1

≤ ‖θn+1
μ ‖ + Chk+1(�t)−1

∫ tn+1

tn
‖ut‖max(2,k)dt

+
∫ tn+1

tn
‖utt‖−1dt,

it follows that

Q11 ≤ C�t(en+1)2 + 1

16
�t‖Dtθ

n+1
u ‖2−2

≤ C�t(en+1)2 + 1

8
�t‖θn+1

μ ‖2 + Ch2k+2
∫ tn+1

tn
‖ut‖2max(2,k)dt

+C�t2
∫ tn+1

tn
‖utt‖2−1dt .

As a consequence of (49) and (59),

Q12 ≤ Cen+1�t

∥∥∥
∥∥

g(unh)√
E1(u

n
h)

− g(un)
√
E1(u

n)

∥∥∥
∥∥

≤ C�t(en+1)2 + C�t‖θnu ‖2 + C�th2k+2‖un‖2k+1.

Then from Lemma 8, we have
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Q13 ≤ C�t(en+1)2 + Ch2k+2
∫ tn+1

tn
‖ut‖2max(2,k)dt,

Q14 ≤ �t(en+1)2 + C�t2
∫ tn+1

tn
|rtt (s)|2 + ‖utt (s)‖2ds.

Combing the estimates for Qi , 1 ≤ i ≤ 14, we have

1

2
(‖θn+1

u ‖2 − ‖θnu ‖2) + 1

16
�t‖θn+1

μ ‖2 + (en+1)2 − (en)2

≤ Ch2k+2
∫ tn+1

tn
‖ut‖2max(2,k)dt + C�th2k+2(‖μn+1‖2k+1 + ‖un+1‖2k+1 + ‖un‖2k+1

)

+C�t(‖θnu ‖2 + ‖θn+1
u ‖2 + (en+1)2) + �t2

∫ tn+1

tn
|rtt (s)|2 + ‖utt‖2ds + C�t3.

Add the last inequality for n = 0, . . . , N − 1, then by discrete Gronwall inequality
we have

‖θu‖l∞(L2) + ‖θμ‖l2(L2) + |e|l∞ ≤ Chk+1 (‖ut‖L2(max(2,k)) + ‖u‖L2(Hk+3)

) + C�t,

from which we obtain the desired result by (21) and the triangle inequality. �

5 Error estimates for a second-order fully discrete scheme

Amain advantage of the SAV approach (as well as the IEQ approach [22]) is that linear
second- or even higher-order energy stable schemes can be easily constructed. In this
section, we construct a finite element algorithm based on Crank–Nicolson scheme,
then analyze the corresponding error similarly as we did in the last section. First, we
state below the finite element approximations for the Crank–Nicolson SAV scheme to
the H−1 gradient flow, given by: Find (un+1

h , μ
n+1/2
h , rn+1

h ) ∈ [Vh]2 × R such that

(un+1
h − unh, v) = −�t(∇μ

n+1/2
h ,∇v), ∀v ∈ Vh, (62)

(μ
n+1/2
h , τ ) = (∇un+1/2

h ,∇τ) + λ(un+1/2
h , τ ) + rn+1/2

h√
E1(ū

n
h)

(g(ūnh), τ ), ∀τ ∈ Vh,

(63)

rn+1
h − rnh = 1

2
√

E1(ū
n
h)

(g(ūnh), u
n+1
h − unh), (64)

with

un+1/2
h = 1

2
(un+1

h + unh), rn+1/2
h = 1

2
(rn+1

h + rnh ), ūnh = 1

2
(3unh − un−1

h ). (65)

Note that for n fixed these equations employs three time levels rather than the two of
our previous methods. We therefore have to restrict its use to n ≥ 1.With u0h given, we
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then also need to define u1h in some way, e.g. by employing one step of the backward

Euler method. Just as in the first-order scheme, one can eliminate μ
n+1/2
h and rn+1

h

from (62)–(65) to obtain a linear equation for un+1
h similar to (11), so it can be solved

by using the Sherman–Morrison–Woodbury formula (12) which only involves two
linear equations with constant coefficients of the form (14). At the following we shall
establish error estimates for the scheme (62)–(65) using a similar procedure.

Similarly as the backward Euler scheme, we can derive the unconditional stability
for the scheme (62)–(65).

Lemma 12 Let (un+1
h , μ

n+1/2
h , rn+1

h ) be the solution of the the scheme (62)–(65), then
we have

max
0≤n≤N

λ

2
‖unh‖2 + 1

2
‖∇unh‖2 + (rnh )2 +

N−1∑

n=0

�t‖∇μ
n+1/2
h ‖2

≤ λ

2
‖u0h‖2 + 1

2
‖∇u0h‖2 + (r0h )2. (66)

Proof Taking the inner product of (62) and (63) with μ
n+1/2
h and un+1

h − unh respec-
tively, and multiplying (64) by rn+1

h + rnh , we derive the following discrete energy
law:

λ

2
‖un+1

h ‖2 + 1

2
‖∇un+1

h ‖2 + (rn+1
h )2 − λ

2
‖unh‖2 − 1

2
‖∇unh‖2 − (rnh )2

+�t‖∇μ
n+1/2
h ‖2 = 0,

from which (66) follows immediately. �
We shall first analyze the truncation errors due to the time discretization. Then

we will present error estimates for the finite element approximations of the Crank–
Nicolson SAV scheme with the help of the stability result (66) and the mathematical
induction on L∞ boundedness derived in Theorem 3.

Lemma 13 In addition to the assumptions in Lemma 8, we assume the following reg-
ularity holds:

utt ∈ L∞((0, T ); H1), uttt ∈ L2((0, T ); L2). (67)

Then the truncation errors due to the time discretization satisfy that

max
1≤n≤N

‖Ên
u‖ + ‖Ên

μ‖1 + |Ên
r | ≤ C�t2. (68)

Proof First, like (28), ‖rttt‖ can be bounded by ‖∇u‖L∞(L∞), ‖utt‖L2(H1) and
‖uttt‖L2(H−1) through direct calculation. Then similarly as Lemma 8, we define
vn+1/2 = v(tn+1/2) = v((tn + tn+1)/2) for any continuous function v. Note that
the exact solution (u, μ, r) and ūn = 1

2 (3u
n − un−1) satisfy the equations

(un+1 − un, v) = −�t(∇μn+1/2,∇v) + �t(Ên
u , v), (69)
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(μn+1/2, τ ) = (∇un+1/2,∇τ) + λ(un+1/2, τ ) + rn+1/2
√
E1(ū

n)
(g(ūn), τ ) + (Ên

μ, τ),

(70)

rn+1 − rn = 1

2
√
E1[ūn]

∫

�

g(ūn)(un+1 − un)dx + �t Ên
r , (71)

where

|Ên
u | = |Dtu

n+1 − ∂t u
n+1/2|

=
∣∣∣∣∣

1

2�t

(∫ tn+1/2

tn
(s − tn)2uttt (s)ds +

∫ tn+1

tn+1/2
(s − tn+1)2uttt (s)ds

)∣∣∣∣∣

≤ C�t
∫ tn+1

tn
|uttt (·, s)|ds, (72)

|Ên
r | = ∣

∣Dtr
n+1 − ∂t r

n+1/2 − 1

2

∫

�

g(un+1/2)
√
E1[un+1/2] (Dtu

n+1 − ∂t u
n+1/2)dx

+1

2

∫

�

⎛

⎝ g(un+1/2)
√
E1(u

n+1/2)

− g(ūn)
√
E1(ū

n)

⎞

⎠ Dtu
n+1dx

∣∣

≤ C(‖u‖L∞(L∞), ‖ut‖L∞(L2), ‖utt‖L∞(L2))
(
�t

∫ tn+1

tn
|rttt (s)|ds

+�t
∫ tn+1

tn

∫

�

|uttt (x, s)|dsdx + �t2
)
, (73)

and by (15) we have

‖Ên
μ‖s = |rn+1/2|‖ g(un+1/2)

√
E1(u

n+1/2)

− g(ūn)
√
E1(ū

n)
‖s,

≤ sup
t∈[0,T ]

|r(t)|(‖g(un+1/2)‖s |E1(ū
n) − E1(u

n+1/2)|
√
E1(u

n+1/2)E1(ū
n)(E1(ū

n) + E1(u
n+1/2))

+‖g(un+1/2) − g(ūn)‖s√
E1(ū

n)

)

≤ C
(‖r‖L∞ , ‖utt‖L∞(Hs ), ‖u‖L∞(L∞)

)
�t2.

�

Theorem 3 In addition to the same assumptions as Lemma 13, we assume that utt ∈
L2((0, T ); H3). Let u, μ, r and uh, μh, rh be the solution of (3)–(5) and (62)–(64)
respectively. Taking (u0h, r

0
h ) = (Rhu0,

√
E1(u0)) and u1h by employing one step of
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the backward Euler method, then we have the following error estimates

‖u − uh‖l∞(L2) + ‖∇(u − uh)‖l∞(L2) + ‖∇(μ − μh)‖l̂2(L2)
+ |r − rh |l∞

≤ Chk
(‖u‖L∞(Hk+1) + ‖u‖H1(Hmax(k−1,1)) + ‖u‖L2(Hk+3)

) + C�t2

+C�t

(∫ �t

0
‖utt (s)‖2−1ds

)1/2

,

where the last term on the right-hand side is the error produced by the first step and
we denote

‖∇(μ − μh)‖l̂2(L2)
:=

(
N−1∑

n=1

�t‖∇(μn+1/2 − μ
n+1/2
h )‖2

)1/2

.

Proof With ρn bounded as above, we only need to consider θn . Substracting (69)–(71)
from (62)–(64) gives that

(Dtθ
n+1
u , v) + (∇θn+1/2

μ ,∇v) = (Dtρ
n+1
u , v) − (Ên

u , v), (74)

(θn+1/2
μ , τ) − (∇θ

n+1/2
u ,∇τ) − λ(θ

n+1/2
u , τ ) = (ρn+1/2

μ , τ) − λ(ρ
n+1/2
u , τ )

+ en+1/2
√
E1(ū

n)
(g(ūn), τ ) + rn+1/2

h

(
g(ūnh)√
E1(ū

n
h)

− g(ūn)
√
E1(ū

n)
, τ

)

− (Ên
μ, τ)

(75)

Dte
n+1 − 1

2

(
g(ūnh)√
E1(ū

n
h)

, Dtθ
n+1
u

)

= 1

2

(
g(ūnh)√
E1(ū

n
h)

− g(ūn)
√
E1(ū

n)
, Dtu

n+1

)

−1

2

(
g(ūnh)√
E1(ū

n
h)

, Dtρ
n+1
u

)

− Ên
r (76)

for all v, τ ∈ Vh where by (65)

θn+1/2
μ = μ

n+1/2
h − Rhμ

n+1/2, ρn+1/2
μ = μn+1/2 − Rhμ

n+1/2, ρ
n+1/2
u

= un+1/2 − Rhu
n+1/2,

θ
n+1/2
u = un+1/2

h − Rhu
n+1/2 = 1

2
(θn+1

u + θnu ) + Rh

(
un+1 + un

2
− un+1/2

)
:

= 1

2
(θn+1

u + θnu ) + wn,

en+1/2 = rn+1/2
h − rn+1/2 = 1

2
(en+1 + en) + 1

2
(rn+1 + rn) − rn+1/2 :

= 1

2
(en+1 + en) + yn .

123



Optimal error estimates for the scalar auxiliary variable…

From (u0h, r
0
h ) = (Rhu0,

√
E1(u0)), it implies

θ0u = e0 = 0. (77)

As for the backward Euler method, from (50) there exist positive constants h1,�t1
such that when h < h1 and �t < �t1 we have �h ≤ 1/h and

‖θ1u ‖21 + �t‖�hθ
1
u ‖2 + |e1|2 ≤ C1�t3 + C1�th2k + C1�t2

(∫ �t

0
‖utt (s)‖2−1ds

)
.

(78)

Setting τ = �hθ
n+1
u , we derive from (75) that

�t

4

(‖�hθ
n+1
u ‖2 − ‖�hθ

n
u ‖2 + ‖�h(θ

n+1
u + θnu )‖2 + λ‖∇θn+1

u ‖2 − λ‖∇θnu ‖2

+λ‖∇(θn+1
u + θnu )‖2)

= �t
(
−λ(∇wn, ∇θn+1

u ) + (∇θn+1/2
μ , ∇θn+1

u ) − (∇ρn+1/2
μ , ∇θn+1

u ) + λ(∇ρ
n+1/2
u , ∇θn+1

u )
)

−�t

(
en+1/2

√
E1(ū

n)
(∇Phg(ū

n), ∇θn+1
u ) + rn+1/2

h

(
∇g(ūnh)√
E1(ū

n
h)

− ∇g(ūn)
√
E1(ū

n)
, ∇θn+1

u

))

+�t
(
(∇ Ên

μ, ∇θn+1
u ) + (∇�hw

n, ∇θn+1
u )

)
:= M1. (79)

Then we substitute v = θ
n+1/2
μ , θ

n+1/2
u into (74) and τ = Dtθ

n+1
u , θ

n+1/2
μ into (75)

respectively. Multiplying (76) with en+1 + en and adding the resultant equalities with
(79), we get

1

2
(‖θn+1

u ‖21 − ‖θnu ‖21) + �t‖θn+1/2
μ ‖21 + (en+1)2 − (en)2

+�t

4

(
‖�hθ

n+1
u ‖2 − ‖�hθ

n
u ‖2 + ‖�h(θ

n+1
u + θnu )‖2

)
≤

5∑

i=1

Mi , (80)

with

M2 = �t
(
(Dtρ

n+1
u , θn+1/2

μ ) − (Ên
u , θn+1/2

μ ) + (Dtρ
n+1
u , θ

n+1/2
u ) − (Ên

u , θ
n+1/2
u )

)

+�t
(
λ(θ

n+1/2
u , θn+1/2

μ ) + (ρn+1/2
μ , θn+1/2

μ ) − λ(ρ
n+1/2
u , θn+1/2

μ ) − (Ên
μ, θn+1/2

μ )
)

,

M3 = �t
(
λρ

n+1/2
u − (λ + 1)wn − ρn+1/2

μ , Dtθ
n+1
u

) − �t(∇wn, ∇Dtθ
n+1
u )

−�t yn
(

g(ūn)
√
E1(ū

n)
, Dtθ

n+1
u

)

+ �t(Ên
μ, Dtθ

n+1
u ),

M4 = − rn+1 + rn

2
�t

(
g(ūnh)√
E1(ū

n
h)

− g(ūn)
√
E1(ū

n)
, Dtθ

n+1
u

)

+ en+1 + en

2
�t ·

(
g(ūnh)√
E1(ū

n
h)

− g(ūn)
√
E1(ū

n)
, Dtu

n+1

)

+ �trn+1/2
h

(
g(ūnh)√
E1(ū

n
h)

− g(ūn)
√
E1(ū

n)
, θn+1/2

μ

)

,
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M5 = − en+1 + en

2
�t(

g(ūnh)√
E1(ū

n
h)

, Dtρ
n+1
u ) − (en+1 + en)�t Ên

r + �t
en+1/2

√
E1(ū

n)
(g(ūn), θn+1/2

μ ).

At this moment, we invoke amathematical induction on (41). Since from (19), (22),
(77) and (78) we have

‖unh − un‖L∞ ≤ ‖θnu ‖L∞ + ‖un − Rhu
n‖L∞ ≤ C(hk + �t1/2), n = 0, 1,

it implies that when n = 0, 1 there exist positive constants h2,�t2 such that (41) holds
provided h < h2 and �t < �t2. In the following, we present estimates of the finite
element solution by assuming that (41) holds for 0 ≤ n ≤ m, for some integer m ≥ 1.
We shall see that if (41) holds for 0 ≤ n ≤ m, then it also holds for n = m + 1.

Now we analyze each term on the righthand side of (80). By (68) and (72),

M2 ≤ Ch2k
∫ tn+1

tn
‖ut‖2max(1,k−1)dt + C�th2k+2(‖μn+1/2‖2k+1 + ‖un+1/2‖2k+1

)

+C�t4
∫ tn+1

tn
‖uttt‖2−1 + ‖utt‖21dt + C�t(‖θn+1

u ‖21 + ‖θnu ‖21) + C�t5

+�t

16
‖θn+1/2

μ ‖21,

where we have used the fact that

‖wn‖2s =
∥∥∥
∥Rh

(
un+1 + un

2
− un+1/2

)∥∥∥
∥

2

s

≤
∥∥∥
∥
un+1 + un

2
− un+1/2

∥∥∥
∥

2

s
≤ C�t3

∫ tn+1

tn
‖utt‖2s dt . (81)

Since it follows from (74) that

Dtθ
n+1
u = �hθ

n+1/2
μ + Ph

(
Dtρ

n+1
u − Ên

u

)

together with (17), (25), (72) and (23) we can derive

‖Dtθ
n+1
u ‖−1 ≤ ‖∇θn+1/2

μ ‖ + ‖Dtρ
n+1
u ‖−1 + ‖Ên

u‖−1

≤ ‖∇θn+1/2
μ ‖ + Chk(�t)−1

∫ tn+1

tn
‖ut‖max (1,k−1)dt

+C�t
∫ tn+1

tn
‖uttt‖−1dt . (82)

Then by (24), (18), (81), (68) and (82) we have
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M3 ≤ C�t(‖ρn+1/2
u ‖21 + ‖wn‖21 + ‖ρn+1/2

μ ‖21 + ‖�wn‖21 + |yn|2 + ‖Ên
μ‖21)

+�t

16
‖Dtθ

n+1
u ‖2−1

≤ C�th2k(‖un+1/2‖2k+1 + ‖μn+1/2‖2k+1) + C�t5

+C�t4
∫ tn+1

tn
(r2t t + ‖utt‖23)dt + Xn,

where like (81) we have used that

|yn|2 =
∣∣∣∣
rn+1 + rn

2
− rn+1/2

∣∣∣∣

2

≤ C�t3
∫ tn+1

tn
r2t t dt, (83)

and denoted

Xn : = �t

8

∥∥∥∥
∥
θn+1/2
μ ‖21 + Ch2k

∫ tn+1

tn

∥∥∥∥
∥
ut‖2max(1,k−1)dt

+C�t4
∫ tn+1

tn
‖uttt‖2−1dt . (84)

Now we estimate

∇g(ūnh)√
E1(ū

n
h)

− ∇g(ūn)
√
E1(ū

n)
= ∇g(ūn)

E1(ū
n) − E1(ū

n
h)√

E1(ū
n
h)E1(ū

n)(E1(ū
n) + E1(ū

n
h))

+∇g(ūnh) − ∇g(ūn)
√
E1(ū

n
h)

= B1 + B2. (85)

The two terms on the righthand side are bounded by

‖B1‖ ≤ C‖g‖W 1,∞‖ūn − ūnh‖ ≤ C(‖θnu ‖ + ‖ρn
u‖ + ‖θn−1

u ‖ + ‖ρn−1
u ‖), (86)

and

‖B2‖ ≤ C‖∇g(ūnh) − ∇g(ūn)‖
≤ C‖(g′(ūnh) − g′(ūn))∇ūn‖ + |g′(ūnh)|(‖∇ρn

u‖ + ‖∇θnu ‖ + ‖∇ρn−1
u ‖

+‖∇θn−1
u ‖) ≤ C(‖ρn

u‖1 + ‖θnu ‖1 + ‖ρn−1
u ‖1 + ‖θn−1

u ‖1) (87)

wherewehave used the fact that E1[un−1
h ], E1[unh] ≥ C0 > 0 and g′(un−1

h ), g′′(un−1
h ),

g′(unh), g′′(unh) have a uniform upper bound by (15), (16) and (41). Therefore, we
combine (85), (86) and (87) to get
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∥∥
∥∥∥

∇g(ūnh)√
E1(ū

n
h)

− ∇g(ūn)
√
E1(ū

n)

∥∥
∥∥∥

≤ C(‖ρn
u‖1 + ‖θnu ‖1 + ‖ρn−1

u ‖1 + ‖θn−1
u ‖1)

≤ Chk(‖un‖k+1 + ‖un−1‖k+1) + C(‖θnu ‖1 + ‖θn−1
u ‖1).

(88)

Hence, together with (66) we derive that

M4 ≤ C�t((en+1)2 + (en)2) + C�t

∥∥∥∥∥∥

g(ūnh)√
E1

(
ūnh

) − g(ūn)
√
E1

(
ūn

)

∥∥∥∥∥∥

2

1

+ Xn

≤ C�t((en+1)2 + (en)2 + ‖θnu ‖21 + ‖θn−1
u ‖21)

+C�th2k(‖un‖2k+1 + ‖un−1‖2k+1) + Xn .

Thanks to (66), (41), (73) and (83), we have

M5 ≤ C�t((en+1)2 + (en)2)

+C

(

�t4
∫ tn+1

tn
(r2t t + r2t t t )ds + �t4

∫ tn+1

tn

∫

�

u2t t t dxds + �t5
)

+Ch2k
∫ tn+1

tn
‖ut‖2max(1,k−1)dt + �t

16
‖θn+1/2

μ ‖21.

Then it implies from (18), (81), (66), (68) and (88) that

M1 ≤ �t

16
‖θn+1/2

μ ‖21 + C�t
(
‖θnu ‖21 + ‖θn+1

u ‖21 + ‖θn−1
u ‖21 + (en+1)2

+(en)2
)

+ C�t4
∫ tn+1

tn
(r2t t + ‖utt‖23)dt

+C�th2k(‖μn+1/2‖2k+1 + ‖un+1/2‖2k+1 + ‖un‖2k+1 + ‖un−1‖2k+1).

We combine the estimate for each term Mi , 1 ≤ i ≤ 5 and (84) to get

1

2
(‖θn+1

u ‖21 − ‖θnu ‖21) + �t

16
‖θn+1/2

μ ‖21 + (en+1)2 − (en)2

+�t

4

(‖�hθ
n+1
u ‖2 − ‖�hθ

n
u ‖2 + ‖�h(θ

n+1
u + θnu )‖2)

≤ C�t
(
‖θnu ‖21 + ‖θn+1

u ‖21 + ‖θn−1
u ‖21 + (en+1)2 + (en)2

)

+Ch2k
∫ tn+1

tn
‖ut‖2max(1,k−1)dt

123



Optimal error estimates for the scalar auxiliary variable…

+C�th2k
(
‖μn+1/2‖2k+1 + ‖un‖2k+1 + ‖un−1‖2k+1 + ‖un+1/2‖2k+1

)

+C�t4
∫ tn+1

tn
r2t t + r2t t t + ‖utt‖23 + ‖uttt‖2ds + C�t5.

By applying Gronwall’s inequality and using (78), we have

max
1≤n≤m

(
‖θn+1

u ‖21 + �t‖�hθ
n+1
u ‖2 + (en+1)2

)

+�t
m∑

n=1

(‖θn+1/2
μ ‖21 + ‖�h(θ

n+1
u + θnu )‖2)

≤ C1�t3 + C1�th2k + C1�t2
( ∫ �t

0
‖utt (s)‖2−1ds

)
+ C2�t4

+C2h
2k (‖u‖H1(Hmax(1,k−1)) + ‖μ‖L2(Hk+1) + ‖u‖L2(Hk+1)

)2 (89)

where the underlined part is the error by the first step.
Hence, when h < h2 and �t < �t2 and if �t ≤ h, from the inverse estimate (c.f.

[19, Lemma 6.4]) we have

‖θm+1
u ‖2L∞ ≤ C log(1/h)‖θm+1

u ‖21 ≤ Ch−1(h2k + �t2) ≤ C(h2k−1 + �t).

On the other hand, if �t ≥ h, then we have

‖�hθ
m+1
u ‖2 ≤ C

(
h2k

�t
+ �t

)
≤ C(h2k−1 + �t).

Overall, together with (19) we have ‖θm+1
u ‖L∞ ≤ C(hk−1/2 + �t1/2), and so

‖um+1
h − um+1‖L∞ ≤ ‖θm+1

u ‖L∞ + ‖um+1 − Rhu
m+1‖L∞ ≤ C(hk−1/2 + �t1/2),

where C is independent of m. Thus there exists positive constants h3,�t3 such that
when h < h3 and �t < �t3 we have

‖um+1
h − um+1‖L∞ ≤ 1,

and this completes the mathematical induction on (41) in the case that h < h3 and
�t < �t3. Thus (89) holds for m = N − 1 with the same constant C1,C2, provided
h < h3 and �t < �t3.

If h ≥ h3 or �t ≥ �t3, from (66) we see that
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max
0≤n≤N−1

(
‖θn+1

u ‖21 + (en+1)2
)

+ �t
N−1∑

n=0

‖∇θn+1/2
μ ‖2

≤ C3 ≤ C3(�t−4
3 + h−2k

3 )

(
�t4 + h2k + C1�t2

(∫ �t

0
‖utt (s)‖2−1ds

))

(90)

for some positive constant C3. From (89) and (90) we obtain for any �t and h,

max
0≤n≤N−1

(
‖θn+1

u ‖21 + (en+1)2
)

+ �t
N−1∑

n=0

‖∇θn+1/2
μ ‖2

≤ (C1 + C2 + C3(�t−4
3 + h−2k

3 ))

(
�t4 + h2k + �t2

( ∫ �t

0
‖utt (s)‖2−1ds

))

from which we obtain the desired result by (21) and the triangle inequality. �
Thanks to the fact that (66) and (41) also hold for this second order scheme, fol-

lowing a similar procedure as in the proof of (59) and Theorem 2, we can also get the
following optimal error estimates in L2 norm for the finite element approximation.

Theorem 4 Under the same assumptions as in Theorem 3, we have

‖u − uh‖l∞(L2) + ‖μ − μh‖l̂2(L2)
+ |r − rh |l∞

≤ Chk+1 (‖u‖H1(Hmax(k,2)) + ‖u‖L2(Hk+3) + ‖u‖L∞(Hk+1)

)

+C�t2 + C�t

(∫ �t

0
‖utt (s)‖2−1ds

)1/2

.

For other second-order SAV schemes, such as the one based on BDF2 method, one
can derive similar error estimates as we did in this section.

6 Numerical experiments

In this section, we present several numerical experiments to validate our theoretical
estimates. Since the timediscretization errors of theSAVapproachhave been examined
previously in [15], we shall concentrate on the spacial discretization errors.

We consider the Eq. (1) with boundary condition (2). First, we choose � =
(0, 2π) × (0, 2π) and take the initial condition to be

u0(x, y) = 0.05 cos x cos y. (91)

Since the exact solution is unknown, we take the numerical solution computed by the
cubic elements on the finest grid 128 × 128 as the reference.

First, we consider the first-order scheme (6)–(8), and use Lagrange elements of
degree r for both u andμ. Thenwe compute the example by taking�t = 10−4, T = 1,
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Table 1 Compute with P1 on square by backward Euler method at final time (h = 3.93E−01)

Mesh size ‖u − uh‖ Rate ‖∇(u − uh)‖ Rate

h 4.90E−03 1.95 4.33E−02 0.97

h/2 1.24E−03 1.98 2.18E−02 0.99

h/4 3,12E−04 1.99 1.09E−02 1.00

h/8 7.78E−05 2.00 5.45E−03 1.00

Table 2 Compute with P2 on square by backward Euler method at final time (h = 3.93E − 01)

Mesh size ‖u − uh‖ Rate ‖∇(u − uh)‖ Rate

h 1.56E−04 2.75 3.42E−03 1.97

h/2 2.09E−05 2.90 8.46E−04 2.01

h/4 2.68E−06 2.96 2.11E−04 2.01

h/8 3.37E−07 2.99 5.27E−05 2.00

Table 3 Compute with P1 on square by C–N method at final time (h = 3.93E − 01)

Mesh size ‖u − uh‖ Rate ‖∇(u − uh)‖ Rate

h 4.96E−03 1.95 4.33E−02 0.96

h/2 1.25E−03 1.99 2.18E−02 0.99

h/4 3.14E−04 1.99 1.09E−02 1.00

h/8 7.91E−05 1.99 5.47E−03 1.00

Table 4 Compute with P2 on square by C–N method at final time (h = 3.93E − 01)

Mesh size ‖u − uh‖ Rate ‖∇(u − uh)‖ Rate

h 1.56E−04 2.75 3.42E−03 1.97

h/2 2.09E−05 2.90 8.47E−04 2.01

h/4 2.68E−06 2.96 2.11E−04 2.01

h/8 3.37E−07 2.99 5.27E−05 2.00

where the error due to the time discretization should be much smaller than the one due
to the spatial discretization since the time step is small enough. Tables 1 and 2 show
the computation results for r = 1 and r = 2 respectively, from which we can find that
the convergence rate in each norm is as predicted by the theory.

Next, we compute the same example by the SAVmethod based on Crank–Nicolson
scheme, that is (62)–(65). Here we take �t = 10−4, T = 1 and compute with u, μ

discretized by P1 (or P2) Lagrange element spaces. The corresponding numerical
results are shown in Tables 3 and 4 respectively, which also show the convergence
rate in each norm is just as predicted by the theory. Again, we observe the predicted
convergence rates.
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