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STABILITY AND ERROR ANALYSIS OF A NEW CLASS OF
HIGHER-ORDER CONSISTENT SPLITTING SCHEMES FOR
THE NAVIER-STOKES EQUATIONS

FUKENG HUANG AND JIE SHEN

ABSTRACT. A new class of fully decoupled consistent splitting schemes for
the Navier-Stokes equations are constructed and analyzed in this paper. The
schemes are based on the Taylor expansion at t**# with 8 > 1 being a free
parameter. It is shown that by choosing 8 = 3, 6, 9 respectively for the second-
, third- and fourth-order schemes, their numerical solutions are uniformed
bounded in a strong norm, and admit optimal global-in-time convergence rates
in both 2D and 3D. These results are the first stability and convergence results
for any fully decoupled, higher than second-order schemes for the Navier-Stokes
equations. Numerical results are provided to show that the third- and fourth-
order schemes based on the usual backward differentiation formula (BDF)
(i.e. B = 1) are not unconditionally stable while the new third- and fourth-
order schemes with suitable 8 are unconditionally stable and lead to expected
convergence rates.

1. INTRODUCTION

We consider in this paper the construction and error analysis of a new class of
high order consistent splitting schemes for the incompressible Navier-Stokes equa-

tions:
(1.1a) aa—ltLJr'qu—yAquVp:f,
(1.1b) V-u=0,

with suitable initial conditions in a bounded domain Q = R? (d = 2, 3) and no-slip
boundary condition © = 0 on 02, and f is an external force.

The Navier-Stokes equations play an important role in many fields of science and
engineering. Due to its importance in applications, there is an enormous amount of
work devoted to the numerical approximation of the Navier-Stokes equations. These
numerical methods can be roughly classified into two categories: coupled approach
with a mixed formulation (cf. [2/[61[7] and the references therein), and decoupled
approach through a projection type method (including the pressure-correction and
the velocity correction methods) [48]T0HT2]19]23H26L[30,B1], and the consistent
splitting method [L31[I828[32] (see also the gauge method [5,22]). We refer to [9] for
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a review on the decoupled approach, and would like to point out that the projection
type schemes suffer from a splitting error which prevents them from achieving full
order accuracy in strong norms, while the consistent splitting schemes do not loose
accuracy. However, it has been a long standing open question on how to construct
unconditionally stable second- or higher-order decoupled scheme with a rigorous
stability and error analysis.

In a recent work [16], we constructed a new second-order consistent splitting
scheme, based on the Taylor expansions at time ¢t"*#, which, in the absence of
nonlinear term, reads as follows:

(1.2)

O DA+ CE DU (5 1) + V(34107 )
-,

(1.3)

(VP ,Vq) = (f**',Vq) —v(V x V x u™*! Vq), Vge H'(),

where we use the identity Au = VV - u — V x V x uw in ([[3)). Note that by
integration by parts, we can express the volume integral in the last equation as a
boundary integral

(V xV xu" Vq) =J nxVxu'tl. Vg,
o0

which makes it possible to implement with C° finite-element methods. We were
able to prove that the above scheme with 8 = 5 is unconditionally stable in a strong
norm, which was the first such result for any fully decoupled second- or higher-order
scheme for the time dependent Stokes problem. Then, by employing the generalized
scalar auxiliary variable (GSAV) approach [I5] to handle the nonlinear term, we also
conducted a rigorous stability and error analysis for a corresponding second-order
consistent splitting scheme for the Navier-Stokes equations.

While one can construct formally higher-order consistent splitting schemes based
on the Taylor expansions at time t"*#, it is an open question on how to prove its
unconditional stability with a suitable 8 for third- and higher-order schemes. The
main purpose of this paper is to provide an affirmative answer to this open question.
More precisely, our main contributions include:

e We improve the results in [16] by showing that the second order consistent
scheme based on the Taylor expansion at time "3, instead of t"*, is
unconditionally stable in (?(H?) n [®(H'). Note that as § increases, so
does the truncation error. Therefore, it is beneficial to use smaller 3 when
possible.

e We show that the third-order (resp. fourth-order) consistent splitting
schemes based on the Taylor expansion at time t"*6 (resp. t"™?) is un-
conditionally stable in [2(H?) n1®(H"'), and also carry out a rigorous error
analysis with global-in-time optimal error estimates both in 2D and 3D for
the new second- to fourth-order consistent splitting schemes. Note that in
[16] only local-in-time error estimate was established in 3D for a second-
order consistent splitting scheme with g = 5.
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To the best of our knowledge, these schemes are the first higher than second-order
fully decoupled schemes for the Navier-Stokes equations with a rigorous stability
and error analysis.

We emphasize that the analysis in [I6] for the second-order scheme cannot be
easily extended to third- or higher-order schemes. A main difficulty is that stability
in the higher-order cases cannot be derived with usual test functions. We recall that
the stability of the usual higher-order BDF schemes for parabolic type equations
relies on a result by Nevanlinna and Odeh [21] (see also [I] for the extension to the
six-order BDF scheme) in which the existence of suitable multipliers that can lead
to energy stability was established. Most recently in [I7], we extended the Nevan-
linna and Odeh Lemma to the generalized higher-order (up to order four) BDF
schemes for parabolic type equations and carried out a rigorous error analysis. The
technique used in [I7] to identify suitable multipliers, as well as the Lemma on the
Stokes commutator in [20], are the two essential tools in proving the unconditional
stability of the new schemes proposed in this paper. However, unlike the parabolic
type equations considered in [I7], there is another essential difficulty to control the
explicit treatment of the pressure in the consistent splitting schemes. In fact, the
multipliers identified in [I7] for parabolic type equations cannot be directly used
here. A key and nontrivial step is to split the viscous term into suitable forms (see
(BI6]) such that the explicit pressure terms can be controlled.

The rest of the paper is organized as follows. In the next section, we provide
some preliminaries to be used in the sequel. In Section Bl we construct a new
consistent splitting scheme for the time dependent Stokes equations and prove its
unconditional stability in a strong norm. Then, in Section [ we present the new
high order consistent splitting scheme for the Navier-Stokes equations with explicit
treatment for the nonlinear terms and present detailed error analysis. In the final
section, we provide a numerical example to validate the accuracy of our scheme,
and conclude with a few remarks.

2. PRELIMINARIES

We first introduce some notations. Let W be a Banach space, we shall also use
the standard notations LP(0,T; W) and C([0,T];W). To simplify the notation,
we often omit the spatial dependence for the exact solution wu, i.e., u(z,t) is often
denoted by u(t). We shall use bold faced letters to denote vectors and vector spaces,
and use C to denote a generic positive constant independent of the discretization
parameters. We denote by (-,-) and |- | the inner product and the norm in L?(Q2),
and | - ||1, || - |2, the norm in H'(Q), H?(Q) respectively, and denote

V={veH)Q) : V-v=0}.

Next, we define the trilinear form b(-, -, -) by

b(u,v,w) = L(u - Vv - wde.

Using Holder inequality and Sobolev inequality, we have [29]

1/2 1/2
(2.1) b(u, v, w) < clul vy |v]y*|w], d=2,3.
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4 F. HUANG AND J. SHEN

We also use frequently the following inequalities ( see, for instance, Lemma 2.1 in

[29]):
clluf1 vl fw];
clulz[vlollw]1;

(2.2) b(u, v, w) < 1 cufz]v]]wlo; d<3

cluli]v]z|wlo;
clufofvllzfwl;
Note that the above inequalities, except the third one, are also valid when d = 4.

We will frequently use the following discrete versions of the Gronwall lemma.

Lemma 2.1 (Discrete Gronwall lemma). (See, for instance, lemma 5.4 in [I4].)
Let ay, by, ¢, and d,, be four nonnegative sequences satisfying

m m—1 m—1
am+72bn<72 andn—i-TZ cn+C,m=1,
n=1

n=0 n=0

where C' and 7 are two positive constants. Then

m m—1 m—1
am+72 bn < exp (T Z dy) (7 Z cn+C),m=1,
n=1 n=0 n=0

where C' is a constant that depends on the initial data ag, bg, co, and the constant

C.

In order to establish an unconditional stability result for (L2)-(T3), we need
the following result about the Stokes pressure introduced in [20]. For any u €
H?(Q,RY), the Stokes pressure ps = ps(u) is defined as
(2.3) Vps(u) = (AP — PA)u,

where P is the Leray-Helmholtz projection operator onto divergence-free fields with
zero normal component, providing the Helmholtz decomposition u = Pu + V¢,
where

(24) (Pu,Vq) = (u—V¢,Vq) =0, VYge H'(Q).

Then it is proved in [20] that

Lemma 2.2. Let Q < RY(N > 2) be a connected bounded domain with C3
boundary. Then for any € > 0, there exists C > 0 such that for all vector fields
we H? n HY(Q,RY),

(2.5) L|(AP—PA)u|2 < (% +¢) L|Au|2+CJQ|Vu\2.

In order to make use of the energy techniques to conduct stability and error
analysis, we need to find suitable multipliers with the help of Lemma from
Dahlquist’s G-stability theory [3].

Lemma 2.3. Let a({) = ayC?+- -+ ap and p(¢) = pqC?+- - -+ po be polynomials
of degree at most ¢ (and at least one of them of degree ¢) that have no common

divisors. Let (+,-) be an inner product with associated norm | -|. If
a(C)

2.6 Re >0 forlC]|>1,

(20) p(<) “
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then there exists a symmetric positive definite matrix G = (g;;) € R7*? and real

80, - -+, 04 such that for 0%, ..., v? in the inner product space,
(2.7) (Z v, Z piv’) = Z gij(v',v7) — Z gij (v T 4 | Z sv'|”.
i=0 §=0 ij=1 ij=1 i=0

3. HIGHER-ORDER CONSISTENT SPLITTING SCHEME FOR THE TIME DEPENDENT
STOKES EQUATIONS

We shall first present generalized BDF consistent splitting schemes based on the
Taylor expansion at time ¢"*#, and then show that the k-th (k = 2,3,4) order with
suitable Bs are unconditionally stable in the strong norm.

3.1. The generalized BDF schemes. We note that we constructed in [I7] gen-
eralized BDF schemes based on the Taylor expansion at time ¢"*? for general
parabolic type equations. Following [I7], we can construct generalized BDF con-
sistent splitting schemes as follows. Given an integer k > 2, denote t" = ndt, it
follows from the Taylor expansion at time ¢"# that

k] (m) (gn+8
(3.1) p(t" T = 7;0[(1 —i— 5)515]"1% + O(6t%), Vi=o.
Therefore we have
1 &
(3:2) 5 ;Oak,qu(t”“*’“*q) = 0ip(t™*F) + O(tY),
with ay 4(8) can be obtained by solving the linear system:
1 1 e e 1 ahk(ﬂ) 0
-1 8 ... ... B+k—1 ak,k,l(ﬁ) -1
(3.3) (ﬂ — 1)2 ﬂ2 e e (ﬂ + k — 1)2 a;%k_g(ﬁ) _ 0 :
B-1F B . Brk-1F] | ad) 0
and
k—1
(3.4) D b (B)S(E" ) = g(17+P) + O(5tY),
q=0
with by 4(8) can be obtained by solving the linear system:
1 1 cee e 1 bi.k—1(8) 1
8—1 B8 B+k—2 bk,k72(6> 0
(35) : : S . ; R
Bkt gt (B k2| o) 0
and finally
k-1
(3.6) D cra(B)o(t" TR = o(17+7) 1 O(5t"),
q=0
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6 F. HUANG AND J. SHEN

with ¢ 4(8) can be obtained by solving the linear system:

1 1 1 Ck,k—l(ﬁ) 1
B B+1 B+k—1 Ck,k_z(ﬁ) 0
(3.7) ) ) . . : . =1.
gL B+t L o (BHk—DF ] cko(B) 0
Next, we would like to introduce the following notations to simplify the presentation
below,
Aﬁ gzﬁz Z ak,q ¢i_k+q, BB (bz Z bk,q ¢i—k+1+q7
(3.8)

Cﬂ ¢z chq ¢i—k+1+q'

Now, with the above notations, the generalized k-th order BDF type schemes with
explicit treatment of the pressure for the time dependent Stokes equation (in the
absence of f and nonlinear term in (I1])) are as follows:

AB (unt1
(3.9a) % —vABY (u™Y) + VCP (p) = 0,
(3.9b) (Vp"t Vq) = —v(V x V x u" ™!, Vq), Vqe HY(Q).

3.2. Linear stability regions. Before providing the stability proof for the new
schemes ([B3]), we would like to first investigate the linear stability regions of the
new BDF type schemes. For the test equation ¢, = A\¢@, by performing the Taylor
expansions at t"*#, a more general BDF type method can be written as

AP (gt

(3.10) 5

= ABJ("*).

In order to study the stability region for 8 # 1, we set ¢ = u” and z = A\dt in
(BI0) to obtain its characteristic polynomial

k
(3.11) Z ak,q(B) = brg-1(8)z)n = 0,

where ag q(8) and by 4(8) are defined in (3.3) and (B3]) respectively and we further
define by, 1 = 0 in BII). Then the region of absolute stability is the set of all
z € C such that all roots p of the characteristic equation (BT satisfy |u| < 1, and
any root with |u| = 1 is simple. In Table [Tl we plot the stability regions of the
general BDF type method [BI0) for 8 = 1,3,6,9. We observe that the stability
regions increases as we increases 3, at the expense of increased truncation error.
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HIGHER-ORDER CONSISTENT SPLITTING SCHEMES FOR NSES 7

TABLE 1. The pink parts show the linear stability regions

p=1 B= B = B=9
8 0 - 8
6 = o 6
4 - H 4
2 - L
Second £ L L E’ﬁ
order 2 H L )
-4 - b -4
-6 — — -6
-8 5 5 8%
0 8
r 6
b 4
Third [ gg
order o =2
- -4
b %
5 -8
8 [ 8,
6 - 6
4 - 4
Fourth gﬁ il §§
order 2 H =2
4 - 4
-6 = -6
-8 5 -85

3.3. A uniform multiplier. To conduct the stability and error analysis, we need
to choose a suitable 8 for schemes of different orders. In the following, we choose
B = B as follows:

(3.12) By =3, B3 =6, Bs = 0.

These choices of 8 are sufficient for our purposes, but not necessarily the smallest
possible. We recall that as 3 increases, so does the truncation error. So it is
desirable to choose 5 as small as possible while maintaining stability. For the rest
of the paper, we fix 8 as (B.12) and then the explicit expression of ([809a) becomes:
k=2 =3

Tu™tt — 120" + 5un

(3.13) 550 —vABu"T = 2u") + V(4p" - 3p" ) = 0;
k=3,5=6:
(3.14) 10w = 3%u” t ;54”"71 — 107U A 21— 50 4 15u )

+ V(28p™ —48p™ Tt +21p"?) = 0.
k=4,5=9:
(3.15) 2289u™ ! — 8432u™ 4 11700u™ ! — 7248u™ "2 + 1691u™ "3

125t
—wA(165u™ T —440u "+ 3961w ' —120u" )+ V (220p"—594p™ " +540p" *—165p" %) =0.

A key step in the proof is to properly split B,f *(u™T1) into three parts as follows:
(3.16) Bl (u"t') = O (u*Y) + DP* (u™ ) + FPF(u™h), k=2,3,4,
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8 F. HUANG AND J. SHEN

with 7, being a suitable positive number to be specified, and

(3.17a)
Fﬁ2 n+1 Z f2q 52 n+q _ munﬁ-l + O’U,n,
q=0
(3.17b)
1
FgﬁS( n+1 Z f3,q 63 n—l+q _ ﬁ(27un+1 . 21’(11") + Ou"_l,
q=0
(3.17¢)
2
Ft (uth) Z Fag(Bayu" =247 = = (2150 — 375" + 165u" 1) + 0u" 2,
and
(3.18)
drog(Br) = brg(Br) — Mg (Be) — frg(B), DR (u™*1) Z dye q(Br)uF 244,

q=0
The reasons for the above splitting will become clear later. In the above, 1 should
be chosen such that 7, > @ ~ 0.7071, the reason will be given in [B.33]).

By choosing F kﬂ * as in ([BI7), we have the following inequalities, which are useful
in the next section. The explicit telescoping terms given in appendix [Alimply there
exists U (u’, ..., u*27%) > 0, k = 2,3,4 such that

(3.19) (Fkﬂk (un+1)7 ka (un+1>)

> IikHun-&-ll‘Z + Uk(un+17 o 7un+3—k) _ Uk(un, o u”+2_k)7
with
1 3 1
3.20 _ b _ 3 _ 1
( ) K2 100, K3 50’ K4 T

In the following, we fix n = 0.71 and S as in (B12]) for k = 2,3,4. Then, we
can establish two important lemmas which play key roles in the stability and error
analysis. To this end, we introduce some polynomials with coefficients appearing
in (B3) and (EI5),

(3.21)

k k—1
AP = D ag(Bi)C, GO = Y eng(Br)CT, DY) = 2 die.g (Br)C
=0 q=0

Lemma 3.1. Given Agk(g),é’f’“ (¢) defined in (3:21) and By, as in (B12), we have

(3.22) ged (AF(0),CCF(Q)) = 1, k = 2,3,4,
i.e. they have no common divisor, and
A Bk
(3.23) Re AﬁT@ >0, for|¢|>1, k=234
CC (<€)

The proof of the above lemma in a more general form was given in [I7] (Theorem
1), which shows [B22)) and [B23]) are true for all 55 > 1.
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HIGHER-ORDER CONSISTENT SPLITTING SCHEMES FOR NSES 9

Lemma 3.2. Given Df’“ €), é’,’f’“(() defined in (B21)), 5, as in BI2) and n, = 0.71,

we have
(3.24) ged(DRF(0), CR (Q)) = 1, k = 2,3,4,
i.e. they have no common divisor, and
Dﬁk
(3.25) Re gk (©) >0, for|¢|>1,k=2,34.
()

We shall defer the proof to Appendix [Bl
Several remarks are in order.
¢ One may choose other forms of Fkﬁ’“ in BTI7). Aslong as (BI9) with kx> 0
and Lemma are still true.
e For larger values of 7y, a larger 8 may be required to prove Lemma [3.2]
which in turn introduces a larger truncation error in the scheme. Therefore,

we complete the proof by choosing 7, = 0.71-as small as possible while still
satisfying n, > @

e [ can also be non-integer, for example, one can prove the above two lem-
mas by the same processes by choosing [y = 2.9 for the second order

scheme.

3.4. Unconditional stability. With the help of Lemma 2.2} Lemma B.2] we can
prove the following results for the scheme ([3.9).

Theorem 3.3. Suppose () satisfies the conditions in Lemma 22 and given u?, i =
1,..,k — 1 such that |[Vu!|? + §t|Au’|*> < C|Vu|?, i = 1,..,k — 1. The scheme
B9) with 8 = Sk chosen as in ([B.I2) is unconditionally stable in the sense that,
for all n > 0, we have

(3.26)

Va2 46t > [ACT (w245t ) [Au 26t Y VPP <CL k=2,3,4,
i=k—1 i=0 i=0

where C' is a constant independent of the time step ¢t and n.

Proof. Taking the inner product of ([B9al) with fAC’]f’“ (u™h), we deal with the
three terms as follows. First, we split ng as in (B.I0]),

(3.27)
(—vAB*(u™th), —ACH (™))

= o (AOOR () D) 4 ), A )
= | ACT (") [P (ADF (W), ACTH (u™™)) 0 (AFT (u™), ACT (w" 1))

If we choose 7, = 0.71, it follows from Lemma 2.3 and Lemma [3.2] that there exists
a symmetric positive definite matrix Hy = (h;;) € REUX(*=1) guch that

(3.28)  (ADJF(u™), ACYH (™))

k—1 k=1
+2+4i—k 24—k Fltik F14j—k
> Z hij(Au" =T TF A TETITE) — Z hij(Au™ T TF AT
ig=1 =1
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10 F. HUANG AND J. SHEN
and (3I9) implies that

(3.29) (AF*(u™h),ACHH (u™M)
> rpl|Au" TP + U (Au™ . AuTTR) U (AL Au ).

For the pressure term,

(330) (VO ("), ACK ™) < S IVG P + oo ACH ()
with v can be any positive number. A key step is to deal with the first term in the
above using Lemma We recall from [20] that

(3.31) (Vps(u"),Vq) = —(V x V x u",Vq),

where pg(u™) is the Stokes pressure associated with u™ and it follows from (B.9D)
that

(3.32) (VCZE (™), Vq) = —v(V x V x CP*(u™),Vq), Vqe H(Q).
Taking ¢ = C,f’“ (p™) in B32) and in B31)), we find from 3T with v = C’;f’“ (u™)
that

(3.33) [V ) < | Vps(C ()]

Now, we can use (B:333) and (Z8)) to bound the first term as follows

7 k n '7y k n
5 IVEE M < 5 Vs (O (w) 2
1 ¢

(3.54) 8 2 B 2
< (g + SIACHE @) + Cw| VO (™),

with € > 0 which can be arbitrarily small. We observe from [B.27)—-(3.34) that to
ensure stability, we need

71\/5\/_§+ V2e

1 1 €
(3.35) Me = min (— + (= + 3)) 5 5

>0 2’)/ 4 2

As ¢ can be chosen arbitrarily small, we only need to choose 7y > g ~ 0.7071 to
ensure ([B.35)) and that is why we fix n; = 0.71. It remains to deal with the last
term:

E

(3.36) 5

(Agk (un-kl)7 _Aclfk (un+1)) ]

Again, it follows from Lemma [2.3] and Lemma [B.J] that there exists symmetric
positive definite matrix Gy, = (gi;) € R¥** such that

(3.37)  (AQF(u"*), —ACPH (u"*1))

k k
> Z gij(Vun+1+z—k7vun+1+j—k)_ Z gij(vun+z—k7vun+j_k).
W= ij=1
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HIGHER-ORDER CONSISTENT SPLITTING SCHEMES FOR NSES 11

With v = v/2 and g = 0.71, summing up §t(B27) + B30)) and BE37), using

the estimates above, we find

(3.38)
Z gij(VuWJrlJrsz’v ntl+j— k Z n+sz’vun+j,k)
ij=1 =
+ vot Z By (Au™F2HE Aqy 2R

i,j=1

k—
—wdt Y hi (AR AWM 4 0. 7106t ACYE (u TP + vt Au T
i,5=1

+ 0twUp (Au™ . AU TR — stuUy (Au™, .. Au™TTF)

<Y N P + (L2 Vs AT () + VACKSHT O ().

Novv7 we can choose € small enough such that

(3.39) 071—%—%=p>07

and take the sum of n from k—1 tom < = —1 on ([B.38). Dropping some unnecessary
terms, we obtain
k—1

k
Z Gij (VumTITi=k gqmHL+i=hy st Z hij (Aum* 2k Aqn+2+i=k)
L=l ig=1

m m
+prdt Y ACK (Y |? + vgdt Y A
n=k—1 nel—1
m
<Cvit 3 VO @M+ €y
n=k—1
m
<Cwit Y |Vu"|* + Ci1,
n=0
where C; is a constant depending on HV'U/ZHQ and 5t“AUi\\2, i =01, k-1

By the assumption on the initial k£ steps, we have that Cj; only depends on u’.

One the other hand, let A{ and A} are the smallest eigenvalues of Gy = (g;;) and
Hj, = (hi;) respectively, then we have

k k—1
1+i—k 1+j—k 2+4i—k 2+475—k
D g (Vum TR g TR Lpst N b (Au TR AR
1,7=1 i,7=1

> N Va4 At Au™

Combining the above two inequalities, we have

m m
)\iHV’LLerlH2_|_)\ZI/(StuAum+1H2 +p1/5t Z HAC}fk (unJrl)HZ + unkét Z HAun+1H2
n=k—1 n=k—1

m
< Cwit) |Vu"|? + Ciy.

n=0
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12 F. HUANG AND J. SHEN

We can then obtain the desired bound on the velocity by applying Lemma 2] to
the above. Finally the bound on the pressure can be derived by taking ¢ = p"*! in
([C3) and using Lemma O

Remark 1. The above theorem provides the first unconditional stability results for
any decoupled schemes of third- or higher-order for time-dependent Stokes equa-
tions. It also improves the previous result in [16] for the second-order scheme with
B =5to 3 =3.

4. THE BDF-IMEX SCHEMES AND ERROR ANALYSIS

In this section, we construct the k-th order BDF-IMEX schemes for the Navier-
Stokes equations and carry out global-in-time error analysis up to fourth order
scheme by induction.

4.1. A general form of BDF-IMEX schemes. Combining the new BDF type
scheme with the consistent splitting schemes in [I3], using the notations introduced
in 38) and choosing S, as (BI2)), we construct the k-th (k = 2,3,4) order schemes
for (1)) as follows:

(4.1a)

Aik (un+1) Bk (41 Bk (,m Bk (0,1 Bk (1 n+Bi
T_VABk (u"T) + VCOF (") + CF (u") - VO (u"™) = f ’
(4.1b)

(Vp" ™, Vq) = (F* —u" ™. Vu" ! — vV x V x u" ! Vq), Vge HY(Q).

4.2. Error analysis. To simplify the presentation, we take v = 1 in ([{Ial) and
denote

t"=not, e"=u"—u(t"), e =p" —p(t").

Theorem 4.1. Let Q c R? satisfies the conditions in Lemma 22, d = 2,3, T > 0,
ug € V.n HZ and u be the solution of (II). Assuming that |f(-,¢)| < Cy, Vt €
[0,7] and u® are computed such that |[Ve!|? + &t|Ael|? < C&t2|Vul|?, i =
0,..,k — 1. Let w/ (j = k) be the solution of (@Il with 3 = ) chosen as in (3.12),
and assume that the exact solutions are sufficiently smooth such that

(4.2)
Nk Nk+1 k
2 .2 ou o .2 ) .72 p _ o el

ueL*(0,T; H?), WEL (0,T; H?), WEL (0,T; L), WGL (0, T;H").
Then for n + 1 < T'/6t with 6t sufficiently small, we have

n+1 ) ‘
(4.3) Vet + 6t Y. (|Ael]? + | Ve |?) < Cot?*,

i=0

where the constants C' are dependent on T, 2 and the exact solution u, but are
independent of dt.

Proof. Since our focus is on the error analysis for the semi-discrete scheme, we
assume f* = f(t') Vi, and u*, p*, i < k — 1 are computed with proper initialization
procedure such that (£3) holds for n < k — 1.
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HIGHER-ORDER CONSISTENT SPLITTING SCHEMES FOR NSES 13

Firstly, we denote

(4.4) Cy1 := max |Vu(-,t)| and Cy := Cyr + 1.

0<t<T
We need to prove a uniform bound of |Vu"| by induction,
(4.5) IVu'| < Cy, Vi< T/6t.

In the following, we shall use C' to denote a positive constant independent of Jt,
which can change from one step to another and we use € > 0 to denote a constant
which can be arbitrarily small.

Under the assumption, (1) certainly holds for i = 0. Now suppose we have

(4.6) [Vu'| < Co, Vi<n,
we shall prove below

(4.7) [Vum1] < Co,
for the same constant Cj.

Step 1. Bounds for §t Z;:O |Aw?|?, Vi < n. Considering ([TIa) at stepi+1<n

and taking the inner product with —5tAC,fk (u'™1). For the first term on the left
hand side, it follows from Lemma 23 and Lemma [31] that there exists a symmetric
positive definite matrix Gy, = (g;;) € R*** such that

(4.8) (A (u'™h), —ACH (')

k k
i+1+1—k i+1+j—k i+1—k i+j—k
> N gy (VR gyt Ry N g (Tt R vt R,
l,j=1 l,j=1

For the second term, we split B,fk (uit!) as B.I6) and choose np = 0.71, then
we have

5t(—ABPF (u'™h),~ACKH (uth)) = 0.718t|ACY (ui*1))?
(4.9) + 0t (ADYF (u'th), ACH (u'*))
+ SAFPF (u'™h), ACPH (u'th)),

and for (ADS’“ (uitl), AC’,?’“ (u*1)), thanks to Lemma and Lemma [B2] there
exists a symmetric positive definite matrix Hy = (hy;) € REDX(k=1) guch that

(4.10)  (ADP*(u*h), ACP (u'*1))

k—1 o1
= Z hlj(Aui+2+l7k’ Aui+2+jfk) _ Z }”J}(A,ujwrulfk7 Aui+1+j—k)7
Li=1 Lj=1
and for (AFkﬁk (“Hl)’AC’;fk (u™*1)), BI9) implies
(411) (AR ('), ACKH (')
> k| Au 2 + U (Au't L AWTTR) — U (Al L. AutT2R),
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14 F. HUANG AND J. SHEN

For the term with C’,f’“ (u?) - VC’;?’“ (u'), making use of (2.I]) and the Poincaré type
inequality, we have

(G (u') - VO (u'), ACTH (u*))
<|(Cf (') - VO (), ACH (u )|
@12)  <elod (uh)o| O () |y O (uh) |3 | AC (ui )]
<C@E) O (W BICRF () 1| O () |2 + e ACKH (i)
<OV (u)|© + | ACKH () |2 + e ACLH (w2,

where we used |CL* (u?)]2 < C|ACY* (uh)|? in the last step.
For the term with C,f’“ (p'), we have

(413)  [(VCP ), —ACH W h)| < VO HIIACY (@ )],

To estimate HVC,f *(p?)|, we follow a similar procedure as in [20]: first rewriting
as

(4.14) (Vpi, Vq) = (fi —u'-Vau', Vq) + (Vps(ui)7 Vq), Vi < n,
where p,(u') is the Stokes pressure associated with u’ and hence
(4.15) (VC*(p'),Va) = (CF(£7) = CRF (u' - V'), Va) + (Vps(CP* (u')), Va).
Now, taking q = C,f"' (p), we have
(4.16) [VCH )] < G (F) = G (' - Tul)| + [ Vs (CF (u)]
It follows from the Sobolev inequality and the elliptic regularity estimate that

(4.17)

k—1 k—1
[CP () —CF (u' - V) [P < C Y [F72+C Y w2 - Vi~

q=0 q=0

k—1 k-1
<O IFIP+ 0 ) Va1V

q=0 q=0

k-1 k-1 k—1
SCYFTIP+CE) Y IVU ™ +e Y A1),
q=0 q=0 q=0

where we used the following inequality (cf. section 4 in [20]),

[u' - V' |* < ' | Ve [1s < CIVa' || Va']y,  d=2,3.
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HIGHER-ORDER CONSISTENT SPLITTING SCHEMES FOR NSES

As a result, by making use of Lemma [22] we can estimate (Z13) as

(4.18)
(vclfk (pi)7 _Aolfk (ui+1))
<JACH (@ [(|CF (F7) — O (u - V)| + [ Vps (CFF (uh))])
CE)CPF () — O (u' - V') |2 + e ACY (wi 1) |2

’Y i 1 i
+ —I\Vps(C,f" (u))? + —HAC;f" (u™ )]

k—1
<C(e) D) (IF7 P + Ve =°) + ¢ Z |Aw =% + [ACT (u't)]?)
g=0 q=0
1 g i 7 1 [
#3(G + SIACH @I + CEIVOP @) + - |ACE @,

with v can be any positive number.
Finally, for the right hand side of ([fIal), we have

(4.19) (f7P, —ACT (u™)) < CIF P4 + | ACTH (w ).

Combining ([A8) to @IJ) and choosing v = 1/2 as before, we obtain

(4.20)

k k

Z glj(vui+1+l—k’vui+l+j—k)_ Z glj(vui+l—k7vui+j—k)

l,j=1 l,j=1

+ 5t Z hlj(Aui+2+l_k,Aui+2+j_k)
l,j=1

k:71 . . . . .

=6t Y (AuTTE AwTTITR) 4 0716t ACKE (wT P + kit AuT
l,j=1

+ 5tUy, (Aui+17 LAWY StU (A AR

)5t Z (L1 + V=) + 452 4 VO () + O )]

k—1

i— i i \f \fé‘
+ ote( Z [ A2 4 JACT (@)]? + [ACH (u™)[?) + (S + 5 )0 ACH (u)?

¥ %&HAC,E’“ (w2

Now, we can choose € small enough such that there exists p > 0 such that

(4.21) 0.71—(\/774—&-1-2) >p>0 and kr—ke=p>0.
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16 F. HUANG AND J. SHEN

Then taking the sum on [@20) for ¢ from k — 1 to m — 1 with m < n and dropping
some unnecessary terms, we can obtain:
MIVU™ P+ pot 3, (IACE (u) | + [ Aw' )
i—k
m—1 ) ) m—1 )
<Cst Y, (IVu|® + VO w)|®) + Cot Y |[VC* (uh)]®
=k

i=k—1 i=k—1

(4.22)

m—1
+Cot Y (IF 17+ £ %) + Mo
=k

i=k—1

m—1 m—1
<Cot Y |Vu'|®+ Cot Y |[Vu'|? + CTCF + Moy, Ym <n,
i=0 i=0
where A] > 0 is the smallest eigenvalue of G, = (g;;), Mo is a constant only depends
on the data from initial k£ — 1 steps and we used | f(-,t)| < Cy, Vt € [0,T]. Next,
noting that |[Vu?| < Cp, Vi < n under the induction assumption and Cy > 1 from
[#4), we can obtain from [22):
m
(4.23) |[Vu™|?+ 6t Z(HAC,?" (u|? + | Aul|?) < CT(CS + C}%) + My, Ym <n.
i=k
Step 2. Error estimate for |[Ve"™!|. From (1) and ([@I), we can write down
the error equation for u**! and p**! as

4.24
(Afkim — SEAB (€7h) + 0t(C (u') - VO (') — G [u(t)] - VO [u()])
+ 6tV (el)
= 0tPy, + 0tQy, + Ry, + 015},
where P}, Qi, R S are given by
Pj, = Vp(t %) = VO (p(t"))
k—1 i+8k
(4.25) _ ﬁ ;)Ck,q(ﬂk) Li+l+q_k(ti+1+q—k _ s)k_lvg(s)ds,
with ¢y 4(8k) defined in B.6) and
Qi = —Du(t™™) + AB (u(t™))
k—1 i+ B
(4.26) _ ﬁ ;)bk,q(ﬂk) Li+2+q_k(ti+2+qk _ s)k’lAa;T}:(s)ds,
(4.27)
. . . 1 & e oty
h= (1)~ AT )= 5 35 (B0 f (g R sy,
and '
(4.28)

S = w(tP) V() — OFF [u(th)] - VO [u(t)]
= u(t) V() — O [u(t)]) = (G [u(t)] — u(t™) - VO [u(t)].
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HIGHER-ORDER CONSISTENT SPLITTING SCHEMES FOR NSES 17

Next, we take the inner product of ([L24)) with —AC,?’“ (eit1). For the first term
on the left hand side, same as (L8], we have

(429) (A (). AL )

k k
= Z glj(vei+1+lfk’vei+1+jfk)_ Z glj(veiﬂsz’ve”j,k).

We handle the term with BY* (e+1) similarly as in (@3)-(@II) to obtain

(4.30)
St — ABY*(eth), —AC (')
k—1
>0.710t|ACLH (1) |? + kiot| Ae™*H|? + ot D hij(Ae TR At
lj=1

— &t Z hl z+1+l—k:,Aei+l+j—k) + 5tUk(Aei+l, B .,Aei+3_k)
Lj=1

— 6tUL (A€, ..., AeiT27F),
For the third term on the left hand side of (L24]), we rewrite it as
CPr(u') - VO (u') = CP* [u(t)] - VO [u(t)]
=P (u') - VO (') — CPF [u(t)] - VO (') + CP* [u(t)] - VO (u)
— O [u(t))] - VO [u(t)]
=C(e') - VO (u') + O [u(t)] - VO (&),

(4.31)

Therefore, it follows from (2.2]) that

(4.32)
(G (u') - VO (u) = Gt [ult)] - VO [u(t)], ~ACT (1)
:(Cﬁk Cgk( z) _ Cﬂk( i+1)) (Cﬁk[u(tz)] Cﬁk( ) _Aclfk(ei-kl))

<0ch£k<e‘>||uc£k< H2|ACH (e [+ CCP [u(t)] ][ VO () [|ACY (e 1))
C ()| VO (NP |ACTH (u)) [+ C () |[CF [u) ]3I VO™ ()| *+e | ACTH (&) 2.

For the term with C’B’“( »), we have
(4.33) (VO (eh), —ACT (7)) < [VC (e [[ACT (&)

To estimate HVC’,?’“ (e})[, same as in the last step, we make use of the Stokes pres-
sure. First, from (4£ID), the error equation for ef can be rewritten as

P
(4.34) (Vel,Vq) = (u(t’) - Vu(t') — u’ - Vu',Vq) + (Vps(e'), Va),
and hence,
(4.35)

(VO (e}), Va) = (CP (ult)) - Vult') - u' - Tu'), V) + (Vp,(C* (e), Va),

Licensed to Shanghai Jiao Tong University. Prepared on Thu Dec 11 04:04:48 EST 2025 for download from IP 58.247.22.136.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



18 F. HUANG AND J. SHEN

where pS(C’,f’“ (e%)) is the Stokes pressure associated with C’,’f’“(ei). We let ¢ =
Cpx (e}) in the above to obtain

(4.36) [V (ep) < IO (u(t) - Vau(t') — u' - Vu')| + |[Vps(CP*(e)].

Similarly as in (£31), we rewrite

(4.37) w(t’) - Vu(t') —u' - Vu' = —e' - Vu' —u(t') - Ve,

then it follows from the Sobolev inequality and the Poincaré type inequality that

(4.38)

|CPE (u(t)) - V(') —u'- V') [* < C Y (|Ve | * A= + (=) 3] Ve ).
q=0

Now, combining [@33]) to ({38) and making use of Lemma for the Stokes

pressure, we can bound the term with Cf’“ (e}) as

(4.39)
(vc}f‘k (e;)’ _Acl/fk (ez’+1))
<O (ult) - Va(t)) — u' - V') [JACT ()] + [ Vpu (G (e ACT ()]
k 7 i i i o ¥ i
<OEICE (ult) - Tul) — u' - Tui)* + S|ACH ) + 1|V (CP ()P

1 )
+ %HACf’“(e’“)HZ

k—1
i— i— i— 1 i
<C(e) 3, Ve P(Iaw =1 + [u(=[B) + (= + 5 IACGT ()
q=0

1 € . .
+7(5 + PIACE ()] + CEIVEH ().
For the right hand side of (£24]), we derive from (£20)-@27) that

(P, —ACT (eh) < C()| P + | ACTH (7))

+B8k

(4.40) ok 2
b i
VEL(s)] ds el ACH (e,

ti
k—
< C(e)ot? 1J P

titl—k

and similarly,

i+ B
t oFu

2 .
S (s)] ds+elAc (e,

(1.41) (@, ~ACHH (™) < C ! |

tit2—k

i k(pl Cle 7 E (ol
(B}, ~80f (@) < SRy + cstacg @ )P
(442) ti B8k
< C(e)ét%f

titl—Fk

akJrlu

2 .
WH ds + et | ACP* (&) 2.
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HIGHER-ORDER CONSISTENT SPLITTING SCHEMES FOR NSES 19

For the term with S}, it follows from (Z2) and ({28)) that
(4.43)
(St —AC (")
<Cu(t %) ||V (w(t ) — CP* [u()]||ACT (e7)]
+ O [u(t)]o| V (w(#+) — CPF [uE)D|ACE ()]
<OE) (Ju@™* )3 + [CRF Tu)] 3|V (w(t ) — CF [u(t)]|? + | AC (€)1

- tH—ﬁk a
<C(g)ot?k 1 J

ACPx (it1)|2
o [T ] s tacp @ e

Now, we combine ([f29) to ([&43)), choose ¥ = 1/2 and drop some unnecessary terms

to obtain
(4.44)

Z glj(vel+1+l7k7Vel+1+]fk)_ Z glj(veZJﬁlfk’veZJF],k)
= 1j=1

k—1
+ 6t Z hlj(Aei+2+l_k,A€i+2+j_k)

l,j=1

— 6t Y by (AR A TR 4 0716t | ACTE (e |P + kidt| Ae™ T
l,j=1
+ 6tUx (A", ..., Ae“’s_k) — §tUx (A€, . . ., Ae“'?’_k)

CBITCL ()P (IACE ()| + [CE [t )13 + 1) + (e + Y2)a A (e

k—1
+ (£ + ﬁ)5t\|ACﬁk(ei)\lz +C(e)st Y Ve P (JAu"? + [u(t'™")3)

q=0
i+
ot [ (V52 + [aZt o] + |Gl + v G s
Thanks to ([£.21]), we have
(4.45) 0.71 — V2 £— V2 > 0.

2 2

Taking the sum of {{44) for ¢ from k — 1 to n. Under the assumption (£Z) on the
exact solution and the initial steps u', Vi < k— 1, we can obtain the following after
dropping some unnecessary terms:

n+1
MIVe 2 4+ st 3 [Ael|?
i=k
<Cét Z IVe' IP(|au’|? + [u(t)]3) + Cot Z IVOPr (P (|ACK (u))|?
i=k—1 i=k—1
(4.46) + O [u(t)]2 + 1) + CTsE*

n min{k—1,n—i}

<cst Y, (Ve P (Jau P + w3+ Y, (IACH @)

i=k—1 q=0
+ IO [t 3 + 1) + CTat
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20 F. HUANG AND J. SHEN

where A{ > 0 is the smallest eigenvalue of Gy, = (g;;). We can then derive from
and assumptions on the exact solution that there exists Cy > 1, which is
p )
independent of Cy and §t such that

(4.47a) St AW, 6t DT [ACH ()] < C1(CF + 1), Ym <
i=0 i=k—1
(4.47b) |CP [w(E)][3, Ju(t)]3 < C, VE<T.
Then noting that the assumption on the initial steps u?,3 = 0,...,k — 1 and
applying the Gronwall Lemma 2] on (£48]), we obtain
n+1
(4.48)  |Ve™ |+t Y [Ae|* < CT6t* exp(CCL(CE + 1) + T) =: Coot?*,
i=0

where C, is a constant independent of dt. Moreover, since
(4.49) [V ™| < [Va(, )| + [Ver
it follows from the definition of Cy in (4] that (1) is obviously true if we choose

. 1
(4.50) 0t < min{1, C—u},

and hence the induction process is completed.

Step 3. Error estimate for the pressure. Let ¢ = e; in (@34]), by using Lemma
and the Sobolev inequality, we have

[Vep? < 2Ju(t’) - Vu(t') —u' - Vu'|* + 2| Vp,(e))|?
< CIVe P (JAu|? + [u(t)]3) + 2] Ae’|* + C|Ve'|*.
Now, take the sum on (LX5I]), then (£47) and [@A]) together imply

(4.51)

n+1
(4.52) 5t Y [Vel|* < Cot?*.
i=0
Finally, we complete the proof by combining (48] and [@52)). O

5. NUMERICAL VALIDATION AND CONCLUDING REMARKS

We provide two numerical examples to show that (i) the higher-order consistent
splitting schemes based on the usual BDF are not unconditionally stable but the
new schemes with suitable 8 are, and (ii) the new schemes with suitable 8 achieve
the expected convergence rates, followed by some concluding remarks.

5.1. Numerical results.

Example 1. In the first example, we first consider the stokes problem (in the
absence of f and the nonlinear term in () in Q = (—1,1) x (—1,1) with no-slip
boundary condition, and the initial conditions are given as

(5.1a) ui(z,y,0) = sin(27y) sin®(7z);

(5.1b) ug(2,y,0) = —sin(272) sin? (7y).

We set v = 0.005 and use the third- and fourth- order version of (). We use the

Legendre-Galerkin method [27] with Na = Ny = 128 modes in space. In Figure[I]
we plot the energy evolution obtained from the third- and fourth- order schemes.
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8 8 ™
——k =3, g =1, dt = 0.0002, reference ; ——k =4, f =1, §t =0.0001, reference
........ k=3,3=6,0t=0.05 ek =4, =19, 6t =0.05
------- k=3,8=6,06t=1 ‘ ek =4,8=9,6t=1
6 N[ |- k=3, 8 =1, 6t = 0.0005, unstable | 6r \ |- k=4, B=1, 6t = 0.0002, unstable |
3
o 4
[ =
w
2
0
0 5 10 15

FIGURE 1. Energy evolution for the stokes problem. Left: third
order scheme; Right: fourth order scheme

In both cases, we observe that the high-order schemes based on the usual BDF
(with 8 = 1) are unstable even with an extremely small time step (6t = 0.0005 for
the third order scheme and 6t = 0.0002 for the fourth order scheme), while we can
obtain correct solutions with large time step ¢ = 0.05 by choosing suitable [ as
specified in previous sections. We also observe that these schemes are still stable
with 6t = 1 although the solutions are no longer correct with such large time step.

Next, we consider the Navier-Stokes equation (LI) with » = 0.005 and the
initial conditions are still chosen as (B.l). We adopt the third- and fourth- order
version of (@) and we use the Spectral-Galerkin method with Nz = Ny = 128
modes in space. In Figure 2] we plot the energy evolution obtained from the third-
and fourth- order schemes, the reference solution is generated by the fourth-order
scheme with § = 9, Nx = Ny = 192, §t = 0.0002. We observe from Figure that
with the same time step dt = 0.0005, the usual BDF3 and BDF4 schemes (with
B = 1) are unstable. On the other hand, we can obtain stable and correct solutions
using the new third-order (resp. fourth-order) schemes with § = 6 (resp. g = 9).
In Figure 2, we plot some snapshots of the vorticity contours at different times.

Example 2. In the second example, we validate the convergence order of the new
schemes. Consider the Navier-Stokes equations (L)) in 2 = (—1,1) x (—1,1) with
the exact solutions given by

up (z,y,t) = sin(27my) sin? (7z) sin(t);

ug(z,y,t) = —sin(2rx) sin? (7y) sin(t);

p(z,y,t) = cos(mx) sin(ry) sin(t).
We set v = 1 in (14, and use the Legendre-Galerkin method with Nx = Ny = 32
modes in space so that the spatial discretization error is negligible compared with
the time discretization error. In Figure [3, we plot the convergence rate of the L?
error for the velocity error,, the L? error for the pressure error, and the value
of [V -ul at T = 1 by using the k-th (k = 2,3,4) order schemes (Il with
B2 = 3,083 = 6,84, = 9. We observe that the expected convergence rates are
achieved in all test cases.
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10
reference
sk =4, =9, 6t = 0.0005
8 =3, =6, 6t = 0.0005
=4, 8 =1, §t = 0.0005, unstable
v o = 3, B =1, dt = 0.0005, unstable
> 61
<
(5]
c
[11]

0.5

FIGURE 2. Energy evolution for the Navier-Stokes equations and
snapshots of the vorticity contours at T=0.01, 3, 5

5.2. Concluding remarks. We considered in this paper the construction and
analysis of semi-discrete higher-order consistent splitting schemes for the Navier-
stokes equations. We constructed schemes based on the Taylor expansion at t"+5
with 8 > 1 being a free parameter. Then, by using the multipliers identified
in [I7] and a delicate splitting of the viscous term, we showed that by choosing
B = 3, 6,9 respectively for the second-, third- and fourth-order schemes, these
schemes are unconditionally stable in the absence of nonlinear terms. Then, we
proved by induction optimal global-in-time convergence rates in both 2D and 3D
for the nonlinear Navier-Stokes equations. There results are the first stability and
convergence results for any fully decoupled, higher-than second-order schemes for
the Navier-Stokes equations.

We provided numerical results to show that the third- and fourth-order schemes
based on the usual BDF (i.e. 8 = 1) are not unconditionally stable while the new
third- and fourth-order schemes with 8 = S specified in ([BI2) are unconditionally
stable and lead to expected convergence rates.

Below are some problems related to this paper that deserve further investigation:

e We only carried out stability and error analysis for the second- to fourth-
order consistent splitting schemes in this paper. It is still an open question
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F1GURE 3. Convergence test for the general BDF type methods.
Clockwise: second order, third order and fourth order schemes with

Po=3, P83 =06,1=9

whether these results can be extended to the fifth- and six-order consistent
splitting schemes with suitable 5.

e We only considered semi-discrete (in time) schemes in this paper. It is
worthwhile to construct suitable space discretizations for these consistent
splitting schemes and carry out corresponding stability and error analysis.
Note that if one uses a spectral method or C' finite-element method, it is
expected that the results established in this paper can be directly extended
to the fully discrete cases. However, the case with a C° finite-element
method would be much more delicate as we cannot directly test the scheme
with Av,. We are currently working on a DG finite-element method to
overcome this difficulty.

e A key element for the stability analysis is Lemma22 which requires 2 € C3.
Our numerical results indicate that the proved stability and convergence
rate are still valid in a square domain. However, it is not clear and beyond
the scope of this paper whether the proof can be extended to polygonal
domains.

e Since the Navier-Stokes equations are essential components of many cou-
pled complex nonlinear systems, such as magneto-hydrodynamic equations,
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Navier-Stokes-Cahn-Hilliard equations, etc, it would be interesting to ex-
tend the results in this paper for Navier-Stokes equations to coupled com-
plex nonlinear systems involving Navier-Stokes equations.

APPENDIX A. PROOF OF ([3.19)

Here, we provide the explicit telescoping forms for (F kB Funth), C’;f k (u"“)) and
hence prove ([B.19):

(A1)
k=2 By=3: (F3(u"""),C3u"")) = (ﬁu"“,élu”+1 — 3u™)

3
- n+12 v n+l1)2 _ Y n|2 v n+l _ . n|2
(A.2)
k=3, =6 :
27 21
n+1 06 n+1 ’I’L+17 n 28U n+1 —48 21 n—1
( (u )) (100 oo™ u” +21u )
27 . 21 2T 21 " .
_ u” e n et on 2 ut 2Tun —A8u™ 21u™
(100 oo ") + (G0 T Su” + 21u")
3. . 21 o1 .o, 21, . .
= g5l B e T e L o=y (TR T
200 200 200
_2 n+1 21n2__2 n_21 n—1y2
b [27um o P Tt — 21un |
1
+ 300 —— 27"t — 48u™ 4 21u™ 2
(A.3)
k= 4, ﬂg =9:

(FE(U"+1), Cz(un+1))

2
(215" — 3750 + 165u™ 1, 220u™ ! — 594u™ + 540u" " — 165u™ " ?)

T10°
2
=168 (215u™*! — 375u™ + 165u™ !, 5u” T — 4u”)
2
215u" ! — 375u™ + 165w, 2150 T — 590u” + 540w ! — 165u™ 2
105
2 2
=168 (210u"+1 375u” + 165u™ !, su" T — du”) + W(E)U"“, Sut! — 4u™)

(J215u™+! — 375u™ + 165u™!||* — [215u™ — 375u™ " + 165u™?|?)

105
105 [215u"*! — 590u™ + 540u""1 — 165622,
2
=155 (210wt = 375" 4+ 165u" ", 5t — du”) + o ut
+ W(HU““H2 — [ + -t ?)

105 (215u™+" — 375u™ + 165u™*|* — [215u™ — 375u™ " + 165u™?|?)

105 1215u™ ! — 590u™ + 540u"™ " — 165u"2|?,
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and finally, for the term (210u"*! — 375u" + 165u" !, 5u" ™! — 4u™), we have

(A.4)
(210w — 375u™ + 165w, bu” ! — 4u™)

=alu™ 2 —allu"|*+ | bu" T Feu | — [bu +cu™ TP+ | du T eu™ + fut T2,

with
o 337 i \/ﬁ+\/m7c=ﬁ
(A.5) 2
d:V§§+th:gﬁi&i,a:hﬁO—ﬁ—wﬁzOQB&

2c

APPENDIX B. PROOF OF LEMMA

Proof. The proof follows the basic process as in [I]. We consider the case k = 2,3, 4
separately.

Case 1. k=2. With ¢y ; obtained from [B.7) and ds ; defined in (BI8)) and B2 = 3,
ne = 0.71, the explicit form of C3(¢) and D3(¢) are given as

~ - 3 13
01 3 = —_ 3 = — —_—
(2.1) C3(Q) =4¢ =3, D5(C) 50t Too’
which imply C’S’(g) = 0 and ﬁg(z—?) = 0. Hence C3(¢), D3(¢) have no common
D3(¢)

divisor and is holomorphic outside the unit disk. Moreover, we have

C3(Q)
D3
lim ~2(C) _ i
o C3(C) 80
Therefore, it follows from the maximum principle for harmonic functions,
Re 220 - 0, V|¢] > 1 is equivalent to

(2.2)

a3(¢)

D3
(2.3) Re ~§(O >0, Y(eS!,

C5(¢)
with S! is the unit circle in the complex plane and (Z3) is equivalent to
(2.4) Re[D3(e®)C5(e™™)] =0, 6el0,2n).
Denote y := cos(6), then (24) is equivalent to

7 21

2.5 Re[D3(e)C3(e™" —— >0, Vye[-1,1
(25) DY) 3] =ty + e >0, Vye [-1,1]

which is obvious true and hence we proved Lemma B.2] with k = 2.

Case 1. k=3. With k& = 3 and 3 = 6, the explicit form of C$(¢) and D$(¢) are

given as
(2.6) C(C) = 28¢2 — 48¢C + 21, DS(¢) = _g - WC
and the zeros of C(¢) are £25Y2%, the zeros of D(C) are «— , which innply

DA(O)
C3(¢)

C8(¢), D§(¢) have no common divisor and |%ﬁ\ < 1 implies is holomorphic
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outside the unit disk. Following the same process as the second order case, one can
Dg(©)
6]

easily show Re >0, VY|¢|>1isequivalent to

2037 7991 197
2.7 = 2 L
( ) f3(y) 50 Yy 100 Yy 5

which is true since

>0, Vyel[-1,1],

(2.8) yer[gi&] f3(y) = fg(%) ~ 0.214874 > 0.

Case 111. k=4. With k = 4 and 8, = 9, the explicit form of C§(¢) and D3(¢) are
given as

(2.9a) C9(¢) = 220¢3 — 594¢2 + 540¢ — 165,

(2.9b) D3(¢) = %(87957(3 — 182525¢% + 125967¢ — 28500),

and the zeros of C§(¢) (with six decimal places) are
(2.10) Cor = 0.858473, Con = 0.920763 + 0.160745¢, (s = 0.920763 — 0.1607454,
and the zeros of DJ(¢) (with six decimal places) are
(2.11) ¢p1 =0.517951, (p2 = 0.778605 + 0.139132i, (p3 = 0.778605 — 0.1391324,

which imply C3(¢), D3(¢) have no common divisor and (o] < 1, i = 1,2, 3 implies

2258 is holomorphic outside the unit disk. Following the same process as the
4 ~
second order case, one can easily show Re gggg >0, VY|¢|>1is equivalent to
4
(2.12) fa(y) == asy® + aoy® + cry +ap =0, Vye[-1,1],
with
(2.13)
429 x 9689 9 x 2716781 241 x 62141 53 x 310
a3=———— Q@g3=—""""— Q1] = — Qg = .
’ 500 7 1000 ! 625 0 400
[2I12) is true since
(2.14) r[nin ]f4(y) = fu(y*) ~ 3.000376 x 10~* > 0,
ye[—1,1

—Q 042— (o5 oY .
with y* = —22FVarTdaias V02301098 () 959828. The proof for all the cases is completed. [
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