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A double Hopf bifurcation has been found of the flow in a cylinder driven by the
rotation of an endwall. A detailed analysis of the multiple solutions in a large region of
parameter space, computed with an efficient and accurate three-dimensional Navier–
Stokes solver, is presented. At the double Hopf point, an axisymmetric limit cycle
and a rotating wave bifurcate simultaneously. The corresponding mode interaction
generates an unstable two-torus modulated rotating wave solution and gives a wedge-
shaped region in parameter space where the two periodic solutions are both stable.
By exploring in detail the three-dimensional structure of the flow, we have identified
the two mechanisms that compete in the neighbourhood of the double Hopf point.
Both are associated with the jet that is formed when the Ekman layer on the rotating
endwall is turned by the stationary sidewall.

1. Introduction
The flow in an enclosed right-circular cylinder of height H and radius R, filled

with an incompressible fluid of kinematic viscosity ν, and driven by the constant
rotation, Ω rad s−1, of one of its endwalls has been widely studied (e.g. Escudier
1984; Lugt & Abboud 1987; Neitzel 1988; Daube & Sørensen 1989; Lopez 1990;
Lopez & Perry 1992; Sorensen & Christensen 1995; Gelfgat, Bar-Yoseph & Solan
1996; Spohn, Mory & Hopfinger 1998; Stevens, Lopez & Cantwell 1999; Blackburn
& Lopez 2000; Sotiropoulos & Ventikos 2001; Gelfgat, Bar-Yoseph & Solan 2001).
The main motivation for these studies has been that over a range of the governing
parameters, Re = ΩR2/ν and Λ = H/R, there exist flow states with recirculation zones
located on the central vortex, commonly referred to as vortex breakdown bubbles.
In spite of the numerous numerical and experimental studies, there continues to be
considerable controversy concerning fundamental aspects of this flow, particularly
with the question of if and how the basic state (steady and axisymmetric) breaks
symmetry.

The governing equations, Navier–Stokes and conservation of mass, together with
the boundary conditions, no-slip on all solid walls and regularity on the cylinder
axis, are invariant with respect to rotations about the axis. The system possesses
the symmetry group SO(2). The basic state for this system is a steady axisymmetric
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swirling flow with non-trivial structure in r and z, the radial and axial coordinates.
The only observed, either experimentally or computationally, codimension-one local
bifurcations of the basic state are Hopf bifurcations that either preserve or break the
SO(2) symmetry, depending on where in parameter space the system is investigated.
When SO(2) is preserved a time-dependent axisymmetric state results (e.g. Escudier
1984; Lopez & Perry 1992; Stevens et al. 1999). The linear stability analysis of
Gelfgat et al. (2001) predicts that there are regions of parameter state where the Hopf
bifurcation breaks SO(2), leading to a rotating wave (Knobloch 1994, 1996). As a
consequence, it may be expected that there are codimension-two points where the two
types of Hopf coincide, i.e. double Hopf points. Since there are only two parameters
involved, the system can be expected to generically only display either codimension-
one or codimension-two bifurcations. The general theory of double Hopf bifurcations
has been elaborated (e.g. Guckenheimer & Holmes 1986; Kuznetsov 1998), and there
are many possible scenarios depending on the particulars of the system at hand.
The equivariant double Hopf bifurcation with either SO(2) (invariance to azimuthal
rotations) or O(2) (invariance to azimuthal rotations and to reflections through a
meridional plane) has been studied (e.g. Knobloch & Proctor 1988; Renardy et al.
1996), but these have been mostly in resonant situations. We show in the Appendix
that when the system posses SO(2) symmetry then resonances are inhibited (vis-a-vis
the generic case), and in particular, when one of the Hopf bifurcations preserves
SO(2) then there can be no resonances; this is the situation predicted by Gelfgat
et al. (2001) for Λ < 1.7 and is studied here via full nonlinear computations of the
three-dimensional Navier–Stokes equations.

The extensive details that full nonlinear three-dimensional computations provide
have been used here to extract the physical mechanisms leading to the two distinct
types of Hopf bifurcations. Also, at the double Hopf point, there may be states
that bifurcate that are not predicted directly from a linear stability analysis (e.g.
two-tori solutions), and originating at the double Hopf point is an extensive region
in parameter space where multiple stable solutions coexist.

2. Background on double Hopf bifurcation
The double Hopf bifurcation, which is readily located via linear stability analysis

as the codimension-two point at which two pairs of complex conjugate eigenvalues
have their real part simultaneously change sign, has associated very rich nonlinear
dynamics in its neighbourhood. Depending on the particulars of the system under
consideration, there are around thirty different dynamical scenarios, divided into
simple and difficult cases. For our flow, we shall show that the simplest of the simple
cases is manifested.

For codimension-one and some codimension-two bifurcations, dynamical systems
theory provides a normal form, a low-dimensional, low-order polynomial system that
captures the dynamics of the full nonlinear system. Arbitrary perturbations of the
normal form result in a topologically equivalent system preserving all the dynamics of
the normal form. When the codimension of the system is two or greater, persistence
of the normal form is not always guaranteed. One may still perform a normal form
analysis on the original system, truncating at some finite (low) order and extract some
of the characteristic dynamics of the original system; however this formal application
of the theory results in a formal normal form with, in general, some dynamical
features that do not persist upon perturbation. The double Hopf bifurcation is a
typical example where the dynamics of the formal normal form do not always persist.
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Figure 1. Bifurcation diagram of the double Hopf bifurcation, in normal form variables, corre-
sponding to the present flow. Solid (•) and hollow ( e) dots correspond to stable and unstable
solutions respectively, µ1,2 are the two bifurcation parameters, H1,2 are the two Hopf curves, and
N1,2 are the two Naimark–Sacker curves.

The infinite-dimensional phase space of our problem, in certain regions of param-
eter space, admits a four-dimensional centre manifold parameterized by a pair of
amplitudes r1,2 and angles φ1,2. The normal form is given by (Kuznetsov 1998)

ṙ1 = r1(µ1 + p11r
2
1 + p12r

2
2 + s1r

4
2),

ṙ2 = r2(µ2 + p21r
2
1 + p22r

2
2 + s2r

4
1),

φ̇1 = ω1,

φ̇2 = ω2,

 (2.1)

where µ1,2 are the normalized bifurcation parameters and the two pairs of complex
conjugate eigenvalues are ±iω1,2 at the bifurcation point µ1,2 = 0. The ω1,2, pij , and
si depend on the parameters µ1,2 and satisfy certain non-degeneracy conditions in the
neighbourhood of the bifurcation:

(a) kω1 6= lω2, k, l > 0, k + l 6 5,
(b) pij 6= 0.

The normal form (2.1) admits a multitude of distinct dynamical behaviour, depending
on the values of pij and si. These are divided into so-called simple (p11p22 > 0) and
difficult (p11p22 < 0) cases. In the simple cases, the topology of the bifurcation diagram
is independent of the si terms. Even in the simple case, ten different bifurcation
diagrams exist. A comprehensive description of all the simple and difficult scenarios
is in Kuznetsov (1998).

For the Navier–Stokes flow example studied here, we shall demonstrate that it
possesses a double Hopf bifurcation of the simple type with the corresponding
diagram given in figure 1. For this simple case, a convenient rescaling of (2.1) leads



266 F. Marques, J. M. Lopez and J. Shen

to the normal form

ξ̇1 = ξ1(µ1 − ξ1 − ηξ2), ξ̇2 = ξ2(µ2 − δξ1 − ξ2), (2.2)

plus the trivial equations for the corresponding phases φi. This normal form does not
contain the quintic terms that are present in (2.1); they only affect the normal form in
the difficult case Kuznetsov 1998. The figure corresponds to η > 0, δ > 0 and ηδ > 1.
The values of η and δ and the relationships between (µ1, µ2) and (Re, Λ) corresponding
to the double Hopf bifurcation in our flow will be determined in § 4. The normal
forms (2.1) and (2.2) are generic in the sense that no symmetry considerations were
imposed in their derivation. Although our system has SO(2) symmetry, we show in
the Appendix that this symmetry, under certain non-resonance conditions, does not
alter the normal form, and in fact that the SO(2) symmetry prohibits resonances in
the case of one Hopf bifurcation preserving the symmetry and the other breaking it,
which is the particular double Hopf bifurcation for our system.

The phase portraits in figure 1 are projections onto (ξ1, ξ2), and rotation about each
axis recovers angle information. The origin is a fixed point (P0), corresponding to
the steady axisymmetric base state (Lopez 1990; Lopez, Marques & Sanchez 2001a).
The fixed point on the ξ1-axis (P1) corresponds to an SO(2) equivariant limit-cycle
solution (Lopez & Perry 1992; Stevens et al. 1999; Lopez et al. 2001a). The fixed
point on the ξ2-axis (P2) corresponds to another limit cycle which is not SO(2)
equivariant; it is a pure rotating wave (Gelfgat et al. 2001). The fixed point off
the axis (P3) is an unstable, saddle two-torus which is SO(2) equivariant, although
solutions on it are not; they are (unstable) modulated rotating waves. The parametric
portrait in the centre of the figure consists of six distinct regions separated by Hopf
bifurcation curves, H1 and H2, and Naimark–Sacker bifurcation (Hopf bifurcation
for limit cycles) curves, N1 and N2. In region 1, the only fixed point, P0, is the
steady axisymmetric basic state. As µ1 changes sign to positive, P0 loses stability via
a supercritical Hopf bifurcation and a stable axisymmetric limit cycle, P1, emerges
(region 2). When µ2 becomes positive, P0 undergoes a second Hopf bifurcation and an
unstable rotating wave, P2, emerges (region 3). On further parameter variation across
the line N1, the unstable rotating wave undergoes a Naimark–Sacker bifurcation,
becomes stable and an unstable modulated rotating wave, P3, emerges (region 4).
In region 4, there coexist two stable states, P1 and P2, and two unstable states, P0

and P3. Crossing N2, P3 collides with P1 in another Naimark–Sacker bifurcation in
which the modulated rotating wave vanishes and the axisymmetric limit cycle, P1,
becomes unstable (region 5). On entering region 6, the unstable P1 collides with the
unstable basic state, P0, in a supercritical Hopf bifurcation and vanishes; P0 remains
unstable. Finally, entering region 1, the stable rotating wave, P2, collides with P0, in
a supercritical Hopf bifurcation with P2 vanishing and P0 becoming stable.

The above scenario is now demonstrated for the swirling cylinder flow via di-
rect computations of the fully nonlinear three-dimensional Navier–Stokes equations,
showing that the above low-dimensional dynamical systems theory describes the dy-
namics of the physical system in a neighbourhood of the double Hopf point. Adding
higher-order terms to the double-Hopf normal form generically does not result in a
topologically equivalent system. However, the fixed points and limit cycles are robust,
and the Hopf and Naimark–Sacker curves persist (Kuznetsov 1998). The two-torus is
also robust, but the orbit structure on it (e.g. quasi-periodicity, phase locking) may
be altered. Other dynamics, such as homoclinic and heteroclinic bifurcations are also
usually altered by higher-order terms, but these are not present in the simple scenario
that corresponds to our swirling cylinder flow.



Mode interactions in an enclosed swirling flow 267

3. Navier–Stokes equations and the numerical scheme
We consider an incompressible flow confined in a cylinder, i.e. the domain in

cylindrical coordinates (r, θ, z) is

D = {0 6 r < R, 0 6 θ < 2π, 0 < z < H}.
The equations governing the flow are the Navier–Stokes equations together with initial
and boundary conditions. We denote the velocity vector and pressure respectively
by u = (u, v, w)T and p. Then, the Navier–Stokes equations in velocity–pressure
formulation written in cylindrical coordinates, and non-dimensionalized using R as
the length scale and 1/Ω as the time scale, are

∂tu+ advr = −∂rp+
1

Re

(
∆u− 1

r2
u− 2

r2
∂θv

)
,

∂tv + advθ = −∂θp+
1
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(
∆v − 1

r2
v +

2

r2
∂θu

)
,
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1
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∆w,


(3.1)

1
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∂r(ru) +
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r
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r +

1

r
∂r +

1

r2
∂2
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is the Laplace operator in cylindrical coordinates and

advr = u∂ru+
v

r
∂θu+ w∂zu− v2

r
,

advθ = u∂rv +
v

r
∂θv + w∂zv − uv

r
,

advz = u∂rw +
v

r
∂θw + w∂zw.


(3.4)

The equations are to be completed with admissible initial and boundary conditions.
Note that in addition to the nonlinear coupling, the velocity components (u, v) are

also coupled by the linear operators in this case. Following Orszag & Patera (1983),
we introduce a new set of complex functions

u+ = u+ iv, u− = u− iv. (3.5)

Note that

u = 1
2
(u+ + u−), v =

1

2i
(u+ − u−). (3.6)

The Navier–Stokes equations (3.1)–(3.2) can then be written using (u+, u−, w, p) as
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(3.7)
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Re m = 0 m = 2 m = 4 m = 6

2615 2.258× 10−5 7.928× 10−9 6.541× 10−12 1.007× 10−14

2620 2.259× 10−5 1.404× 10−8 2.072× 10−11 5.687× 10−14

2630 2.261× 10−5 2.632× 10−8 7.205× 10−11 3.693× 10−13

2650 2.264× 10−5 5.000× 10−8 2.627× 10−10 2.584× 10−12

2700 2.272× 10−5 1.073× 10−7 1.202× 10−9 2.566× 10−11

2750 2.280× 10−5 1.594× 10−7 2.703× 10−9 8.755× 10−11

Table 1. The m = 0 column shows the time average of the kinetic energy of the zero mode (which
is periodic); the other columns show the kinetic energy of the m-azimuthal mode, for Λ = 1.57 and
Re as indicated.

(
∂r +

1

r

)
(u+ + u−)− i

r
∂θ(u+ − u−) + 2∂zw = 0, (3.8)

where we have denoted

adv± = advr ± i advθ. (3.9)

The main difficulty in numerically solving the above equations is due to the fact
that the velocity vector and the pressure are coupled together through the continuity
equation. An efficient way to overcome this difficulty is to use a so-called projection
scheme originally proposed by Chorin (1968) and Temam (1969). Here, we use
a stiffly stable semi-implicit (i.e. the linear terms are treated implicitly while the
nonlinear terms are explicit) second-order projection scheme (see Lopez & Shen
1998; Lopez, Marques & Shen 2001b, for more details). For the space variables, we
use a Legendre–Fourier approximation. More precisely, the azimuthal direction is
discretized using a Fourier expansion with k + 1 modes corresponding to azimuthal
wavenumbers m = 0, 1, 2, . . . k/2, while the axial and vertical directions are discretized
with a Legendre expansion. With the above discretization, one only needs to solve,
at each time step, a Poisson-like equation for each of the velocity components and
for pressure. These Poisson-like equations are solved using the very efficient spectral-
Galerkin method presented in Shen (1994, 1997). In short, as demonstrated in Lopez
& Shen (1998) and Lopez et al. (2001b), the combination of the spectral-Galerkin
discretization in space with a semi-implicit second-order projection scheme in time
provides a very accurate and efficient algorithm for solving the three-dimensional
Navier–Stokes equations in a cylinder.

The spectral convergence of the code in r and z has already been extensively
described in Lopez & Shen (1998) for m = 0; the convergence properties in r, z are
not affected by m 6= 0. For the convergence in the azimuthal direction, since we are
here only interested in solutions near bifurcations, the number of azimuthal modes
needed are expected to be small. Table 1 lists the kinetic energy (L2-norm squared of
the particular mode, Em) of m = 2 and the first few harmonics over the range of Re
with SO(2) broken to give an m = 2 rotating wave, as well as that of m = 0 averaged
over one period. The first two harmonics have energies at least two and four orders of
magnitude smaller than m = 2, respectively, so inclusion of the next harmonic, m = 8,
does not change the solution. Notice that m = 0 contains the bulk of the energy of
the complete flow.

All the results presented here have 64 Legendre modes in r and z and 15 Fourier
modes in θ, and the time-step is δt = 0.05.
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4. Results
4.1. Dynamical systems description of the results

The above algorithm has been applied to a large number of parameter values in the
neighbourhood of the double Hopf bifurcation. The solutions have been computed
for a time large enough to reach the corresponding asymptotic states; as we are close
to the bifurcation point, the transients take a very long time to fade away. We have
used a continuation strategy (starting with the closest solution previously obtained)
to follow branches of solutions into regions of coexistence. Figure 2(a) shows the
computed solutions, indicating also their nature: � are m = 2 rotating waves, � are
m = 0 limit cycles, and eare m = 0 steady states. Only the stable solutions are shown
(cf. figure 1), as these are the only ones directly computable from an initial value
problem, and so the parts of the Hopf curves, (µ1, µ2 > 0) and (µ2, µ1 > 0), are not
directly determined. Figure 2(b) is a close-up of (a) in the neighbourhood of the double
Hopf point. As expected from normal form theory (Kuznetsov 1998), the Hopf and
Naimark–Sacker curves are straight lines in this neighbourhood. We can determine
an affine transformation from the (Re, Λ)-plane to the (µ1, µ2)-plane, given by

µ1 = 3.84(Re− RedH )/RedH + Λ− ΛdH,
µ2 = 2.00(Re− RedH )/RedH − Λ+ ΛdH,

}
(4.1)

where RedH = 2627, ΛdH = 1.583 are the critical values at the double Hopf point; the
linear stability analysis of Gelfgat et al. (2001) gives RedH ≈ 2680 and ΛdH = 1.63,
agreeing with our numerics to within 3%. The transformation is determined, except for
positive factors in (4.1) that have been fixed to simplify the expressions (±1 in front of
Λ). The computation of the normal form parameters, η and δ, is now straightforward
from the slopes of the N1 and N2 curves, giving η = 2.21 and δ = 1.20, both greater
than zero. Although their values depend on the aforementioned factors, their product
does not. Their product it is an important parameter because it determines which of
the possible double-Hopf scenarios corresponds to our system. Since ηδ = 2.66 > 1,
our system corresponds to Case I mentioned in Kuznetsov (1998), and displayed in
figure 1.

We have verified that the two Hopf bifurcations (H1 and H2) are supercritical.
Figure 3(a) shows the L2-norm squared of the amplitude of the oscillations of the
axisymmetric periodic solutions (named Ē0) as they approach the Hopf bifurcation
line (H1) from above (Re > Recrit), for different Λ values. The amplitudes squared go
linearly to zero at the bifurcation point, and therefore the amplitudes show the square-
root behaviour characteristic of a supercritical Hopf bifurcation. Figure 3(b) displays
the same behaviour for the L2-norm squared of the m = 2 mode corresponding to
the rotating wave (denoted E2). These diagrams also allow an accurate determination
of the critical lines H1 and H2, as the intersections of the displayed straight lines with
the horizontal axis.

The N1 Naimark–Sacker curve is detected by continuing the rotating wave solution
across it by increasing Λ until it becomes unstable and evolves to the m = 0 limit cycle;
figure 4 shows this evolution for Re = 2690 and Λ = 1.590. The initial value problem
used as the initial condition the stable m = 2 rotating wave solution at Re = 2690,
Λ = 1.585. Figure 4(a) shows that the energy of the axisymmetric component,
E0, oscillates with an exponentially growing amplitude; when it reaches a certain
amplitude, this component draws energy from the m = 2 component (figure 4b shows
the exponential decay of E2). The asymptotic state that results is a stable axisymmetric
limit cycle. Likewise, the N2 curve is detected by continuing the m = 0 limit cycle
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Figure 2. (a) Loci of solution types in (Λ,Re)-space; �, m = 2 rotating waves; �, m = 0 limit
cycles; e, m = 0 steady states. (b) Close-up of (a) including estimates of the Hopf curves for m = 0
limit cycles (H1) and m = 2 rotating waves (H2), and the Naimark–Sacker curves where the rotating
wave loses stability (N1) and the limit cycle loses stability (N2).
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from the m = 2 solution at Re = 2690, Λ = 1.585.

by decreasing Λ until it becomes unstable and evolves to the m = 2 rotating wave;
figure 5 shows this evolution for Re = 2700, Λ = 1.54, starting with the stable m = 0
solution at Re = 2700, Λ = 1.55 as the initial condition. The precision to which these
are detected can be increased by bisection. They cannot be detected by looking at the
amplitudes of the axisymmetric limit cycle or rotating wave solution, because as we
have shown in figure 1, both have finite amplitude and frequency. It is the unstable
two-torus that emerges at these bifurcations, with zero amplitude, growing as the
square root of the distance from these curves in parameter space. The coexistence
region bound by N1 and N2 is a wide wedge in parameter space.

One implication of the double-Hopf region bound by the Naimark–Sacker curves
is that when one performs a parameter sweep (either numerically or experimentally)
in the neighbourhood of the double Hopf, the multiplicity of solutions means that the
observed state could be either of the two, depending on initial conditions and other
perturbations. Linear stability analysis of the basic state alone does not help here;
it can locate the double Hopf but tells you nothing of where the Naimark–Sacker
curves lie (nor which of the many possible double Hopf scenarios is appropriate).
This situation is further compounded for the experimental sweeps as the growth rates
near the Naimark–Sacker curves are extremely small (zero on the curves), and so
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Figure 5. Time evolution of the kinetic energies E0 and E2 for Re = 2700 and Λ = 1.54, starting
from the m = 0 solution at Re = 2700, Λ = 1.55.

transient unstable states may appear to be stable for extensive periods of time (see
figures 4 and 5).

The limit cycle period is 20± 5% over the range of parameters shown in figure 2.
The variation in the precession period of the m = 2 rotating wave is much larger: at
around Λ = 1.55 the sense of precession changes from prograde to retrograde with
respect to the rotating disk. Generically, in systems with SO(2) symmetry, standing
waves are not expected, but in the two-dimensional parameter space (Re, Λ) they can
exist along a (one-dimensional) curve, where the precession changes sense. The period
goes to infinity as this curve is approached. The presence of a standing wave in the
neighbourhood of our double Hopf point is coincidental.

4.2. Physical description of the flow states

The basic state in this problem, steady and axisymmetric for low Re, is non-trivial,
having detailed structure in both r and z, and must be computed numerically. The
main features of this flow consist of a thin Ekman-type boundary layer on the rotating
endwall at z = 0, whose thickness scales with Re−1/2; the presence of the stationary
sidewall turns the Ekman layer into the interior producing a swirling axisymmetric
jet. These features can be seen in figure 6, where the contours of the three velocity
components of a basic state at Re = 2605 and Λ = 1.57 are presented. This jet advects
angular momentum fluid into the interior and the top stationary endwall turns this
fluid in towards r = 0, leading to a centrifugally unstable situation. The fluid near the
axis returns slowly to the Ekman layer on the bottom rotating disk, and undergoes
undulations due to centrifugal effects. These undulations, at larger aspect ratios, lead
to the formation of recirculation bubbles (Escudier 1984; Brown & Lopez 1990).

When the aspect ratio is larger than ΛdH = 1.5828, the basic state loses stability to
an axisymmetric limit cycle. However due to the dynamics associated with the double
Hopf bifurcation described above, the axisymmetric limit-cycle state can be found to
be stable at lower aspect ratios. This follows from the fact that the Naimark–Sacker
curves, N1 and N2, have positive and negative slopes, respectively (see figure 2). Such
a case is illustrated in figure 7, consisting of contours of the three components of
velocity at six phases over a complete temporal period (T = 19.1). The oscillation
consists of a pulsation of the flow with maximum amplitude in the vicinity of the
near-axis undulation described above for the basic state. This oscillatory mode is of
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(a) u (b) v (c) w

Figure 6. Contours of u, v, and w for the axisymmetric steady-state solution at Re = 2605, Λ = 1.57;
for u and w, solid (dotted) contours are positive (negative) with values ±0.15(i/20)2 for i ∈ [1, 20],
and the zero contour is dashed, and for v the contours are (i/20)2. The contour plots in this figure,
as well as in figures 7, 8 and 11, are in the meridional plane {(r, θ, z) : r ∈ [0, 1], θ = 0, z ∈ [0, Λ]}, so
the left boundary is the axis, the right boundary is the stationary cylinder wall, the top is stationary,
and the bottom is the rotating endwall.

the same branch of solutions as others have described for larger aspect ratios (e.g.
Lopez & Perry 1992; Sorensen & Christensen 1995; Lopez et al. 2001a).

In figure 8 the m = 2 rotating wave solution that coexists with the m = 0 solution
just described is shown. It consists of contours of the three components of velocity at
six phases over an azimuthal period (π radians). As this solution is a rotating wave,
its three-dimensional structure is time independent, and rotates as a fixed structure
with the precession frequency. Note that the components v and w show very little
variation with θ in contrast with the m = 0 state, where all three components have
comparable variations.

Near the bifurcation, the difference between the stable bifurcated state and the
unstable basic state is proportional to the bifurcating eigenmode. Since near the
bifurcation the energy of this eigenmode is vanishingly small and that of its harmonics
is even smaller (see table 1), we obtain a very good approximation to the eigenmode
by setting to zero the m = 0 component of the bifurcated state. We denote by up,
vp and wp the radial, azimuthal and axial components of the ‘perturbation’ velocity
field, obtained by setting to zero the m = 0 mode in the Fourier expansion of the
nonlinear velocity field. Figure 9 shows contours of up, vp and wp in (r, θ)-planes at four
equispaced z-levels for the m = 2 rotating wave solution at (Re = 2630, Λ = 1.58),
a point in parameter space very close to the double Hopf point (Re = 2626.6,
Λ = 1.5828). We have compared the corresponding contour plots at a point further
away from the double Hopf point (Re = 2750, Λ = 1.58) and the only discernible
difference is that the magnitude of the perturbation is larger by about a factor
of five for the larger Re case, but the detailed spatial structure remains essentially
unchanged. We have found this to be true over a wide range of parameter space (the
range shown in figure 2). The spatial structure of the perturbation is quite complex in
(r, z). The contours suggest that they are composed of three sets of four spiral arms;
the four being the pairs (due to the m = 2 wavenumber) of positive and negative
perturbations. One set is localized deep in the sidewall boundary layer, a second set
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(a) u: 0 T/6 2T/6 3T/6 4T/6 5T/6

(b) v: 0 T/6 2T/6 3T/6 4T/6 5T/6

(c) w: 0 T/6 2T/6 3T/6 4T/6 5T/6

Figure 7. Contours of u, v, and w at phases over one period, as indicated, for the axisymmetric
limit-cycle solution at Re = 2700, Λ = 1.57; for u and w, solid (dotted) contours are positive
(negative) with values ±0.15(i/20)2 for i ∈ [1, 20], and the zero contour is dashed, and for v the
contours are (i/20)2.

is localized about the maximum of the v velocity of the basic state, and the third
is localized about the axis. The three sets of spiral arms have differing pitch angles,
which vary with z, and the pitch of the set about the axis is in the opposite sense
compared to the other two.

In figure 10, isosurfaces of the velocity perturbations of the m = 2 rotating wave
solution at (Re = 2750, Λ = 1.58) in three dimensions are presented to help visualize
the complicated spatial structure associated with the spiral arms. In parts (a)–(c) of
the figure, the isolevel is set to just above zero (the zero level isosurface contains too
much numerical noise) and it separates the regions of three-space into those with
positive and negative perturbations. The figures give a reasonable indication of how
the spiral arms are interconnected. Parts (d )–(f) of figure 10 have isolevels set at
about 60% of the maximum perturbation, and clearly indicate where the maximum
perturbations are located. They are located near the top stationary endwall and away
from the axis, essentially where the swirling jet, resulting from the turning of the
Ekman layer into the interior, is turned in towards the axis by the presence of the top
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(a) u: θ = 0 π /6 2π /6 3π /6 4π /6 5π /6

(b) v: θ = 0 π /6 2π /6 3π /6 4π /6 5π /6

(c) w: θ = 0 π /6 2π /6 3π /6 4π /6 5π /6

Figure 8. Contours of u, v, and w at different angles θ, as indicated, for the rotating wave solution
at Re = 2700, Λ = 1.57; for u and w, solid (dotted) contours are positive (negative) with values
±0.15(i/20)2 for i ∈ [1, 20], and the zero contour is dashed, and for v the contours are (i/20)2.

endwall. The destabilization of the basic axisymmetric steady state, in this region of
parameter space, is associated with instabilities of the swirling jet. This is the case for
both the bifurcation to the m = 0 limit cycle and to the m = 2 rotating wave states,
as is shown in the next paragraph. The central vortex core does not seem to play a
role.

In the region bounded by the two Naimark–Sacker curves, N1 and N2 in figure 2,
both the m = 0 limit cycle and the m = 2 rotating wave solutions coexist and are
stable. In order to better understand how the steady basic state loses stability to each
of these states, we now look at the kinetic energies of its respective perturbations.
The time-average of a periodic quantity f is

〈f〉 =
1

T

∫ T

0

fdt,

where T is the period. The time-averages, 〈u〉, of either bifurcated state will be very
close to the underlying basic state, since we are looking at nonlinear solutions close
to the bifurcation point. Then the perturbation field is u−〈u〉, and its average kinetic
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(a) z = 0.2Λ 0.4Λ 0.6Λ 0.8Λ

(b) z = 0.2Λ 0.4Λ 0.6Λ 0.8Λ

(c) z = 0.2Λ 0.4Λ 0.6Λ 0.8Λ

Figure 9. Contours of (a) up, (b) vp, and (c) wp, at different heights z, as indicated, for the rotating
wave solution at Re = 2630, Λ = 1.58; solid (dotted) contours are positive (negative) with values
±0.002(i/20)2 for i ∈ [1, 20], and the zero contour is dashed.

energy is 〈0.5|u − 〈u〉|2〉. In figure 11, the time averages and average kinetic energies
of the perturbation fields for coexisting m = 0 limit cycle and m = 2 rotating wave at
(Re = 2700, Λ = 1.57) are presented. Note that for a rotating wave solution, a time
average at a fixed azimuthal angle is equivalent to an average over the angle at a fixed
time. Further, in the neighbourhood of the Hopf bifurcation from which it emerges,
the time average is equivalent to setting its m = 0 Fourier mode to zero. As expected,
due to being close to the respective Hopf curves, the averages of the two states agree
to a large extent (see parts (a) and (c) of figure 11), indicating that these averages are
a good approximation to the underlying unstable basic state. The kinetic energies of
the perturbations to each respective state however differ in two fundamental respects.
First, they differ in maximum kinetic energy by a factor of about 2.6, the energy of the
m = 0 perturbation being the larger. Second, the maxima in average kinetic energy
occur in different locations. For the axisymmetric limit cycle (see figure 11a, b), the
swirling jet seems to turn at the stationary top and the maximum in the perturbation
kinetic energy is associated with the jet colliding with itself as it approaches the
axis and is turned back into the interior. This results in an axisymmetric pulsation
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(a) up (b) vp (c) wp

(d ) up (e) vp ( f ) wp

Figure 10. Isosurfaces of the velocity perturbations of the m = 2 rotating wave solution at
Re = 2750, Λ = 1.58: for (a), (b) and (c) the level is zero plus 1% of maximum, and for (d ), (e)
and (f) the level is at 60% of maximum.

(a) (b) (c) (d )

Figure 11. (a) Contours of the azimuthal component of 〈u〉 together with arrows representing its
radial and axial components, for the m = 0 limit cycle; (b) contours of the kinetic energy of the
perturbation field, 〈0.5|u − 〈u〉|2〉, for the solution in (a); (c) and (d ) same as (a) and (b), but for
the m = 2 rotating wave; both cases are at Re = 2700 and Λ = 1.57. The contour levels in (a) and
(c) are set as (i/20)2, i ∈ [0, 20], the arrow lengths are scaled by (|u|/max |u|)0.4, and in (b) and (d )
the contour levels are set as 5× 10−5(i/20), i ∈ [0, 20].

localized about the axis, and is associated with the periodic appearance of a small
toroidal recirculation zone, as seen in figure 7(c). With the rotating wave however
(see figure 11c, d), this maximum is associated with the collision of the swirling jet
with the stationary top causing the flow to turn into towards the axis. This is seen to
break the SO(2) symmetry, resulting in the m = 2 rotating wave, clearly depicted in
figure 10.

5. Conclusions
For the two-parameter system of a flow in a cylinder driven by the rotation of an

endwall, we have located a codimension-2 bifurcation corresponding to a double Hopf
bifurcation. This codimension-2 bifurcation is very rich, allowing for several different
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scenarios depending on the particulars of the system at hand. By a comprehensive
two-parameter exploration about this point, and our normal form analysis showing
that resonances are not possible in this SO(2) equivariant system, we have identified
precisely to which scenario this case corresponds. This is one of a very small number
of fluid systems where the dynamics associated with the double Hopf bifurcation has
been fully explored. This has only been possible by using a very efficient and accurate
three-dimensional Navier–Stokes solver.

The signature of a double Hopf bifurcation is mode interactions, and the presence
of multiple modes is due to competition between distinct instability mechanisms. By
exploring in detail the three-dimensional structure of the flow, and the average kinetic
energies of the perturbations, we have identified the two mechanisms that compete
in the neighbourhood of the double Hopf bifurcation. Both are associated with the
jet that is formed when the Ekman layer on the rotating endwall is turned by the
stationary sidewall. For the rotating wave state, the mechanism is associated with
collision of the jet with the top stationary endwall leading to instability (an m = 2
rotating wave), whereas for the axisymmetric limit-cycle state, the jet turns at the top
without causing instability, but as it collides with itself near the axis, an instability
leading to an axisymmetric pulsation results. For parameter values below the two
Hopf curves, the jet in the basic steady state is able to negotiate all these turns without
any instability.

Another characteristic feature of the double Hopf bifurcation is the existence of
two-tori states (in our problem these correspond to unstable modulated rotating
waves). This two-torus is born at the double Hopf point and exists in a wide region
of parameter space, delineated by the two Naimark–Sacker curves. Although this
two-torus is unstable, it plays a fundamental role in the dynamics; the two bifurcated
stable solutions, the m = 0 limit cycle and the m = 2 rotating wave, lose stability
by colliding with the two-torus at their respective Naimark–Sacker curves. Inside
this region, the multiplicity of states can make interpretations of experiments and
numerical simulations difficult, particularly as the time scales associated with the
growth rates can be very large. A short time experiment may identify as stable a state
that is in fact unstable; this is typical behaviour as the Naimark–Sacker curves are
crossed.

This work was partially supported by DGICYT grant PB97-0685 and Generalitat
de Catalunya grant 1999BEAI400103 (Spain), and NSF grants INT-9732637, CTS-
9908599 and DMS-0074283 (USA).

Appendix. Normal form of the double Hopf bifurcation with SO(2)
symmetry

The technique of Iooss & Adelmeyer (1998), which provides a clear and simple
method to obtain normal forms, incorporating symmetry considerations, is now used
for the double Hopf bifurcation with the SO(2) symmetry group. In the codimension-
one Hopf bifurcation, the presence of SO(2) symmetry does not alter the generic
normal form, and the same is true for the double Hopf without resonance. However
it is important to specify what the resonance conditions are, because as we shall
see, SO(2) inhibits resonance. Resonance is only possible if both the temporal modes
(imaginary parts of the eigenvalues ω1,2) and the spatial modes (azimuthal wavenum-
bers m1,2) satisfy the resonance condition ω2/ω1 = m2/m1 = p/q, where p and q are
positive irreducible integers.
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Let us assume that we have a steady, axisymmetric basic flow that undergoes
a double Hopf bifurcation and the corresponding eigenvectors, in cylindrical polar
coordinates (r, θ, z), are of the form

v1 = u1(r, z)e
i(m1θ+ω1t), v2 = u2(r, z)e

i(m2θ+ω2t), (A 1)

plus the corresponding complex conjugates, where ω1,2 > 0, and m1,2 ∈ Z (positive,
negative or zero integers). The centre manifold theorem states that in a neighbourhood
of the bifurcation point, the velocity field can be written as

v = η1(t)v1 + η2(t)v2 + η̄1(t)v̄1 + η̄2(t)v̄2 + h.o.t., (A 2)

where η1,2 ∈ C are complex amplitudes, overbars indicate complex conjugation, and
h.o.t. refers to higher-order terms, at least second order in the amplitudes. The centre
manifold is four-dimensional and η1,2, η̄1,2 are its coordinates. The action of SO(2) on
these coordinates is

Rα(η1, η2, η̄1, η̄2) = (eim1αη1, e
im2αη2, e

−im1αη̄1, e
−im2αη̄2), (A 3)

where Rα is an azimuthal rotation of angle α(Rα : θ → θ + α).
The normal form theorem says that by a suitable analytic change of coordinates

preserving the symmetry (η → z + h.o.t.), the dynamical system in a neighbourhood
of the fixed point (steady, axisymmetric base state) in the centre manifold can be cast
in the form

żi = iωizi + Pi(z1, z2, z̄1, z̄2, µ), (A 4)

plus complex conjugate, for i = 1, 2. The functions Pi are second order in z for µ = 0
and satisfy

P (etL
∗
oz) = etL

∗
oP (z), P (Rαz) = RαP (z), ∀t, α ∈ R, (A 5a, b)

where Lo is the linear part of the dynamical system at criticality and L∗o is the
corresponding adjoint operator. We have used vector notation z = (z1, z2, z̄1, z̄2),
P = (P1, P2, P̄1, P̄2) in order to keep the expressions compact. In this notation the
matrices etL

∗
o and Rα are diagonal:

etL
∗
o = diag(e−iω1t, e−iω2t, eiω1t, eiω2t), (A 6)

Rα = diag(eim1α, eim2α, e−im1α, e−im2α). (A 7)

Equation (A 5a) gives the simplest form of P attainable using the structure of the
linear part Lo, and (A 5b) gives the additional constraints on P imposed by the
symmetry group SO(2). As the actions of etL

∗
o and Rα are identical (replacing −ωit

with miα), the symmetry group SO(2) does not alter the normal form, except in the
case of resonance.

Let zk1z
l
2z̄
r
1z̄
s
2 be an admissible monomial in P1; it must satisfy equations (A 5), i.e.

(k − r − 1)ω1 + (l − s)ω2 = 0, (A 8a)

(k − r − 1)m1 + (l − s)m2 = 0. (A 8b)

If ω2/ω1 6∈ Q, the only solution of the first equation (and of the system) is k = r+ 1,
l = s, which coincides with the generic non-symmetric case analysed in Kuznetsov
(1998). The normal form is then

P1 = z1Q1, P2 = z2Q2, (A 9)

where Qi(|z1|2, |z2|2). This case corresponds to the normal form (2.1), with z1 = r1e
iφ1
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and z2 = r2e
iφ2 . In (2.1), some of the fifth-order terms have been simplified using the

non-degeneracy condition pij 6= 0 (Kuznetsov 1998).
If ω2/ω1 = p/q ∈ Q, we are in the temporal resonant case, and additional

monomials may appear in the normal form due to the first equation in (A 8):

P1 = z1Q11 + z̄
p−1
1 z

q
2Q12, P2 = z2Q21 + z

p
1 z̄

q−1
2 Q22, (A 10)

where the Qij are functions of |z1|2, |z2|2, zp1 z̄q2 , and z̄
p
1z

q
2 ; this is in accordance with

Theorem 4.2 on p. 445 in Golubitsky, Stewart & Schaeffer (1988). Now we determine
whether these are consistent with (A 8b). If m1 = m2 = 0, (A 8b) is identically zero,
the centre manifold lies in an SO(2)-equivariant subspace, and the symmetry does
not play any role (in a neighbourhood of the bifurcation). This is the generic (non-
symmetric) resonant case and (A 10) is its normal form. If one of the mi is zero
and the other is not, (A 8b) implies k = r + 1 and l = s, the resonant terms are
suppressed by the presence of the symmetry and the normal form is (A 9). If both mi
are non-zero, the system (A 8) has additional solutions (resonant terms) if and only
if m2ω1 − m1ω2 = 0. Again, the presence of SO(2) inhibits resonance and the normal
form is (A 9), except when the spatial and temporal modes satisfy the same resonance
condition ω2/ω1 = m2/m1 = p/q, and then the normal form is (A 10).
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