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Abstract
We consider fully discrete schemes based on the scalar auxiliary variable (SAV)
approach and stabilized SAV approach in time and the Fourier-spectral method in
space for the phase field crystal (PFC) equation. Unconditionally, energy stability is
established for both first- and second-order fully discrete schemes. In addition to the
stability, we also provide a rigorous error estimate which shows that our second-order
in time with Fourier-spectral method in space converges with order O(�t2 + N−m),
where �t , N , and m are time step size, number of Fourier modes in each direction,
and regularity index in space, respectively. We also present numerical experiments
to verify our theoretical results and demonstrate the robustness and accuracy of the
schemes.
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1 Introduction

The phase field crystal equation, which was developed in [3, 4], has been frequently
used in the study of the microstructural evolution of crystal growth on atomic length
and diffusive time scales. It is well known that the crystal growth is the major stage
in crystallization, which is an important step in the purification of solid compounds.
The PFC equation is a sixth-order nonlinear parabolic equation and the phase field
variable is introduced to describe the phase transition from the liquid phase to the
crystal phase. The PFC equation has been employed to simulate a number of phys-
ical phenomena, including crystal growth in a supercooled liquid, dendritic and
eutectic solidification, epitaxial growth, material hardness, and reconstructive phase
transitions.

It is challenging to develop efficient and accurate numerical schemes for the PFC
equation due to the sixth-order spacial derivative and its nonlinearity. Gomez and
Nogueira [5] proposed a numerical algorithm for the phase field crystal equation
which is second-order time-accurate and unconditionally stable. Local discontinuous
Galerkin method has been developed by Guo and Xu [6] for the the PFC equation,
which is based on the first-order and second-order convex splitting principle. Li and
Kim [9] studied an efficient and stable compact fourth-order finite difference scheme
for the phase field crystal equation. It is worth noting that all these schemes are non-
linear, so their implementations are relatively complex and costly compared with
linear schemes. To obtain linear schemes for this model, the main difficulty is how to
discretize the quartic potential. Yang and Han [19] constructed linearly uncondition-
ally energy stable schemes for the PFC equation by adopting the “Invariant Energy
Quadratization” (IEQ) approach. They established the unconditionally energy sta-
bility. We should point out that although there are many works on the numerical
simulation of the PFC model, very few are with convergence analysis and error esti-
mates. Note that Wise, Wang, and Lowengrub [17] proved the error estimates for the
nonlinear first-order finite difference method based on the convex splitting method.

The main goals of this paper are to construct linear and unconditionally energy sta-
ble schemes based on the recently proposed scalar auxiliary variable (SAV) approach
[2, 8, 12, 13, 20], and provide rigorous error analysis for them. The work pre-
sented in this paper for the PFC model is unique in the following aspects. First,
we construct two linear, unconditional energy stable schemes for the PFC model
based on the stabilized scalar auxiliary variable (S-SAV) approach in time and
Fourier-spectral method in space, where extra stabilized terms are added, compared
with [17, 19], while keeping the required accuracy. Second, we carry out rigor-
ous error analysis, which is made possible by the uniform bound of the discrete
solutions that we derive thanks to the unconditional energy stability. We believe
that this is the first such result for any fully discrete linear schemes for the PFC
model.

The paper is organized as follows. In Section 2, we introduce the governing sys-
tem and some preliminaries. In Section 3, we present the fully discrete schemes
using the S-SAV approach in time and Fourier-spectral method in space, and we
prove their unconditional energy stability in Section 4. In Section 5, we provide rig-
orous error estimate for our fully discrete schemes. In Section 6, we present some
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numerical experiments to verify the accuracy of the proposed numerical schemes.
Some concluding remarks are given in the last section.

2 Governing system and some preliminaries

Consider the free energy of Swift-Hohenberg type (cf. [7, 15, 19]):

E(φ) =
∫

�

(
1

2
φ(� + β)2φ + 1

4
φ4 − ε

2
φ2

)
dx, (1)

where the phase field variable φ is the atomic density field and β and ε are two
positive constants such that ε < β2 and ε � 1. We assume � = (0, Lx)×(0, Ly) and
φ is �-periodic. Then the PFC equation, which describes the phenomena of crystal
growth on the atomic length and diffusive time scales, can be modeled by:

⎧⎪⎨
⎪⎩

∂φ

∂t
= M�μ, x ∈ �, t > 0,

μ = (� + β)2φ + φ3 − εφ, x ∈ �, t > 0,

φ(x, 0) = φ0(x),

(2)

where M is the positive mobility coefficient, μ = δE(φ)
δφ

is the chemical potential.
We impose the periodic boundary conditions, then it can be easily obtained that the
PFC (2) is mass conservative in the sense that d

dt

∫
�

φdx = 0. Besides, we can derive
that the system satisfies the following energy law by using integration by parts:

d

dt
E(φ) = −‖√M∇μ‖2 ≤ 0. (3)

Now, we give some notations that will be used later. For each s ≥ 0, let (·, ·)Hs

and ‖ · ‖Hs be the Hs(�) inner product and norm, respectively. Note that H 0(�) =
L2(�). In particular, we use (·, ·) and ‖ · ‖ to denote the L2 inner product. We define
Sobolev spaces L2

per (�) = {v ∈ L2(�)| v is periodic on �} and Hs
per (�) = {v ∈

Hs(�)| v is periodic on �}. Besides, let NT > 0 be a positive integer and J =
(0, T ] in this paper. Set:

�t = T/NT , tn = n�t, for n ≤ NT ,

where T is the final time.
Throughout the paper we use C, with or without subscript, to denote a positive

constant, which could have different values at different appearances.

3 Fully discrete schemes by the stabilized SAV Fourier-spectral
method

In this section, we first construct semi-discrete stabilized SAV schemes with the first-
and second-order accuracy for the PFC equation, followed by the fully discretization
with Fourier-spectral method in space.
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3.1 The semi-discrete schemes

To construct SAV schemes with a linear stabilization, we recast the second equation
in the PFC model (2) by:

μ = (� + β)2φ + λφ + F ′(φ), (4)

where λ is a positive constant and F(φ) = 1
4φ4 − ε+λ

2 φ2. In the SAV approach, a
scalar variable r(t) = √

E1(φ) is introduced, where E1(φ) = ∫
�

F(φ)dx + C0 and
C0 ≥ 0 is chosen to satisfy that E1(φ) > 0. Then, the PFC model can be transformed
into the following system:

∂φ
∂t

= M�μ, (5a)

μ = (� + β)2φ + λφ + r(t)√
E1(φ)

F ′(φ), (5b)

rt = 1
2
√

E1(φ)

∫
�

F ′(φ)φtdx. (5c)

Scheme I (first-order accuracy): Assuming φn and Rn are known, we update
φn+1 and Rn+1 by solving:

φn+1 − φn = M�t�μn+1, (6a)

μn+1 = (� + β)2φn+1 + λφn+1 − S�(φn+1 − φn) + Rn+1√
E1(φ

n)
F ′(φn), (6b)

Rn+1 − Rn = 1
2
√

E1(φ
n)

∫
�

F ′(φn)(φn+1 − φn)dx, (6c)

where S > 0 is a stabilizing parameter, which is commonly used in the linear
stabilization method for solving phase field model (cf. [14, 18]).

Theorem 1 The linear system resulting from the first-order scheme (6a)–(6c) admits
a unique solution.

Proof Denote bn = F ′(φn)√
E1(φ

n)
. Then, the scheme (6a)–(6c) can be written as:

(
I − M�t(�(� + β)2 + λ� − S�2)

)
φn+1 − 1

2
M�t(bn, φn+1)�bn = gn, (7)

where gn = φn+S�2φn+bnRn− 1
2bn(bn, φn). Notice that we first should determine

(bn, φn+1) before considering the existence and uniqueness of (7).

Multiplying (7) with
(
I − M�t(�(� + β)2 + λ� − S�2)

)−1 := A
−1 and

taking the inner product with bn lead to:

(bn, φn+1) − 1

2
M�t(A−1�bn, bn)(bn, φn+1) = (A−1gn, bn). (8)
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Next, we prove that A is a symmetric positive definite operator. Since for any φ1 and
φ2 with the periodic boundary condition, we have:

(Aφ1, φ2) =
(
(I − M�t(�(� + β)2 + λ� − S�2)φ1, φ2

)

=
(
φ1, (I − M�t(�(� + β)2 + λ� − S�2)φ2

)

=(φ1,Aφ2),

(9)

which implies that the operator A is symmetric.
It is easy to derive that for any φ with the periodic boundary condition, we have:

(Aφ, φ) =
(
(I − M�t(�(� + β)2 + λ� − S�2)φ, φ

)

=‖φ‖2 + M�t‖∇(� + β)φ‖2 + λ‖∇φ‖2 + S‖�φ‖2

≥0.

(10)

Then, we have the unique solution:

(bn, φn+1) = (A−1gn, bn)

1 − M�t(A−1�bn, bn)/2
. (11)

Substituting (11) into (7) leads to:

Aφn+1 = gn + M�t�bn(A−1gn, bn)

2 − M�t(A−1�bn, bn)
, (12)

which implies the existence and uniqueness of the first-order scheme (6a)–(6c) due
to the fact that A is a symmetric positive definite operator.

Scheme II (second-order accuracy): Assuming φn, Rn, and φn−1, Rn−1 are
known, then we update φn+1 and Rn+1 by solving:

φn+1 − φn = M�t�μn+1/2, (13a)

μn+1/2 = (� + β)2φn+1/2 + λφn+1/2 − S�(φn+1 − 2φn + φn−1)

+ Rn+1/2√
E1(φ̃

n+1/2)
F ′(φ̃n+1/2), (13b)

Rn+1 − Rn = 1

2
√

E1(φ̃
n+1/2))

∫
�

F ′(φ̃n+1/2))(φn+1 − φn)dx, (13c)

where φ̃n+1/2 = (3φn − φn−1)/2 and S > 0 is a stabilizing parameter. For the case
of n = 0, we can compute φ̃1/2 by the first-order scheme.

Theorem 2 The linear system resulting from the second-order scheme (13a)–(13c)
admits a unique solution.

The proof is essentially the same as that of Theorem 1, so we leave it as an exercise
for the interested reader.
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3.2 The fully discrete schemes with Fourier-spectral method in space

We first describe the Fourier-spectral framework. We partition the domain � =
(0, Lx) × (0, Ly) uniformly with size hx = Lx/Nx , hy = Ly/Ny where Nx and Ny

are positive integers. The Fourier approximation space is:

SN = span{eiξkxeiηly : −Nx

2
≤ k ≤ Nx

2
− 1, −Ny

2
≤ l ≤ Ny

2
− 1},

where i = √−1, ξk = 2πk/Lx and ηl = 2πl/Ly . Then, any function u(x, y) ∈
L2(�) can be approximated by:

u(x, y) ≈ uN(x, y) =
Nx
2 −1∑

k=− Nx
2

Ny
2 −1∑

l=− Ny
2

ûk,le
iξkxeiηly, (14)

where the Fourier coefficients are denoted:

ûk,l =< u, eiξkxeiηly >= 1

|�|
∫

�

ue−i(ξkx+ηly)dx.

In what follows, we take N = Nx = Ny for simplicity. Then, the fully discrete
schemes with Fourier spectral method in space based on the mixed formulation can
be constructed as follows:

Scheme I (first-order accuracy): Assuming φn
N and Rn are known, then we

update φn+1
N and Rn+1 by solving:

(φn+1
N − φn

N, q) + M�t(∇μn+1
N , ∇q) = 0, ∀ q ∈ SN, (15a)

(μn+1
N , �) =

(
(� + β)φn+1

N , (� + β)�
)

+ λ(φn+1
N , �)

+S
(
∇(φn+1

N − φn
N), ∇�

)
+ Rn+1√

E1(φ
n
N )

(F ′(φn
N), �), ∀ � ∈ SN, (15b)

Rn+1 − Rn = 1
2
√

E1(φ
n
N )

(F ′(φn
N), φn+1

N − φn
N), (15c)

where φ0
N is the L2-orthogonal projection of φ0, which will be defined later.

Scheme II (second-order accuracy): Assuming φn
N , Rn, and φn−1

N , Rn−1 are
known, then we update φn+1

N and Rn+1 by solving:

(φn+1
N − φn

N, q) + M�t(∇μ
n+1/2
N , ∇q) = 0, ∀ q ∈ SN, (16a)

(μ
n+1/2
N , �) =

(
(� + β)φ

n+1/2
N , (� + β)�

)
+ λ(φ

n+1/2
N , �) (16b)

+S
(
∇(φn+1

N − 2φn
N + φn−1

N ), ∇�
)

+ Rn+1/2√
E1(φ̃

n+1/2
N )

(F ′(φ̃n+1/2
N ), �), ∀ � ∈ SN,

Rn+1 − Rn = 1

2
√

E1(φ̃
n+1/2
N )

(F ′(φ̃n+1/2
N ), φn+1

N − φn
N). (16c)
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4 Unconditional energy stability

In this section, we prove the unconditional energy stability for the first- and second-
order fully discrete schemes. Same results can be established for their semi-discrete
versions using a similar approach so we omit the detail here.

We define the discrete energy as:

E(φn
N , Rn) = 1

2
‖(� + β)φn

N‖2 + λ

2
‖φn

N‖2 + (Rn)2 − C0. (17)

4.1 The first-order scheme

We have the following results for the first-order scheme.

Theorem 3 Let S ≥ 0. The first-order fully discrete scheme (15) is unconditionally
energy stable in the sense that the following discrete energy law holds for any �t:

E(φn+1
N , Rn+1) − E(φn

N , Rn) + S‖∇(φn+1
N − φn

N)‖2 ≤ − M�t‖∇μn+1
N ‖2.

(18)

Proof Taking q = μn+1
N and � = φn+1

N − φn
N in (15) and multiplying (15c) with

2Rn+1 lead to:
(φn+1

N − φn
N, μn+1

N ) + M�t‖∇μn+1
N ‖2 = 0. (19)

(μn+1
N , φn+1

N − φn
N) =

(
(� + β)φn+1

N , (� + β)(φn+1
N − φn

N)
)

+ λ(φn+1
N , φn+1

N − φn
N) + S‖∇(φn+1

N − φn
N)‖2

+ Rn+1√
E1(φ

n
N)

(F ′(φn
N), (φn+1

N − φn
N)).

(20)

(Rn+1 − Rn, 2Rn+1) = Rn+1√
E1(φ

n
N)

(F ′(φn
N), φn+1

N − φn
N). (21)

Noting the identity:
2(a − b, a) = a2 − b2 + (a − b)2

and combing the above equations, we can obtain:

1

2
‖(� + β)φn+1

N ‖2 + λ

2
‖φn+1

N ‖2 + (Rn+1)2 + S‖∇(φn+1
N − φn

N)‖2

−
(

1

2
‖(� + β)φn

N‖2 + λ

2
‖φn

N‖2 + (Rn)2
)

≤ −M�t‖∇μn+1
N ‖2,

(22)

which implies the result (18) after we drop some positive terms.

4.2 The second-order scheme

We consider now the second-order scheme.
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Theorem 4 Let S ≥ 0. The second-order fully discrete scheme (16) is uncondition-
ally energy stable in the sense that the following discrete energy law holds for any
�t:

Ẽ(φn+1
N , Rn+1) − Ẽ(φn

N , Rn) = − M�t‖∇μ
n+1/2
N ‖2, (23)

where Ẽ(φn+1
N , Rn+1) = E(φn+1

N , Rn+1) + S‖∇(φn+1
N − φn

N)‖2.

Proof Taking q = μ
n+1/2
N and � = φn+1

N − φn
N in (16) and multiplying (16c) with

2Rn+1/2 lead to:

(φn+1
N − φn

N, μ
n+1/2
N ) + M�t‖∇μ

n+1/2
N ‖2 = 0. (24)

(μ
n+1/2
N , φn+1

N − φn
N) =

(
(� + β)φ

n+1/2
N , (� + β)(φn+1

N − φn
N)

)

+ λ(φ
n+1/2
N , φn+1

N − φn
N) + S

(
∇(φn+1

N − 2φn
N + φn−1

N ), ∇(φn+1
N − φn

N)
)

+ Rn+1/2√
E1(φ̃

n+1/2
N )

(F ′(φ̃n+1/2
N ), (φn+1

N − φn
N)).

(25)

(Rn+1 − Rn, 2Rn+1/2) = Rn+1/2√
E1(φ̃

n+1/2
N )

(F ′(φ̃n+1/2
N ), φn+1

N − φn
N). (26)

Then, we can obtain the following equation by combing the above equations:

1

2
‖(� + β)φn+1

N ‖2 + λ

2
‖φn+1

N ‖2 + (Rn+1)2 + S‖∇(φn+1
N − φn

N)‖2

−
(

1

2
‖(� + β)φn

N‖2 + λ

2
‖φn

N‖2 + (Rn)2 + S‖∇(φn
N − φn−1

N )‖2
)

= −M�t‖∇μn+1
N ‖2,

(27)

which leads to the desired result.

Remark 1 We observe that both schemes are unconditionally energy stable for all
S ≥ 0, which implies that even without the stabilization term (i.e., S = 0), both
schemes are also unconditionally energy stable. However, as we shall demonstrate
through numerical results later, the stabilization terms are essential to obtain accurate
results without using exceedingly small time steps.

5 Error estimates

In this section, we provide rigorous error estimates for the second-order fully discrete
scheme (16). Since the proofs for the first-order scheme (15) are essentially the same
as for the second-order scheme, we skip it for brevity.
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Define the L2-orthogonal projection operator N : L2(�) → SN by

(Nu − u, �) = 0, ∀ � ∈ SN, u ∈ L2(�), (28)

The following results hold (cf. [1, 10, 11, 16]): For any 0 ≤ k ≤ m, there exists a
constant C such that:

‖Nu − u‖k ≤ C‖u‖mNk−m, ∀ u ∈ Hm
per(�), (29)

where for m ≥ 1 and k = 0, · · · , m − 1,

Hm
per(�) = {u ∈ Hm(�) : u(k)(0, ·) = u(k)(Lx, ·), u(k)(·, 0) = u(k)(·, Ly)}. (30)

Moreover, the operator N commutes with the derivation on H 1
per (�), i.e.,

N∇u = ∇Nu, ∀ u ∈ H 1
per (�). (31)

We first demonstrate that energy stability leads to the H 2 boundedness of the
discrete solutions.

Lemma 1 Let φn
N be the solution of (16). We have ‖φn

N‖H 2 ≤ C for all n and N .

Proof Recalling the energy stability (23), we have:

‖(� + β)φn
N‖ ≤ C, ‖φn

N‖ ≤ C. (32)

Then we have ‖�φn
N‖ ≤ C. Using integration by parts and Cauchy inequality yields

‖∇φn
N‖ = −(�φn

N, φn
N) ≤ 1

2ζ
‖�φn

N‖ + ζ

2
‖φn

N‖ ≤ C, (33)

which implies the desired result.

For simplicity, we set:

en
φ = φn

N − Nφn + Nφn − φn = ēn
φ + ěn

φ,

en
μ = μn

N − Nμn + Nμn − μn = ēn
μ + ěn

μ,

en
r = Rn − rn.

Theorem 5 Suppose that φ ∈ L∞(0, T ; H 3
per (�))

⋂
L∞(0, T ; Hm+1

per (�)), r ∈
H 3(0, T ), ∂2φ

∂t2 ∈ L2(0, T ; H 1
per (�)) and ∂3φ

∂t3 ∈ L2(0, T ; H−1(�)) with S ≥ 0. If

S > 0, we assume ∂2φ

∂t2 ∈ L2(0, T ; H 3
per (�)) additionally. Then, for the second-order

fully discrete scheme (16), we have:

‖φk
N − φk‖2 + (Rk − rk)2 ≤ C�t4

∫ tk

0
(‖(−�)−1/2 ∂3φ

∂t3
‖2 + ‖∂2φ

∂t2
‖2
H 1

+ ‖∂2φ

∂t2
‖2
H 3 + |d

3r

dt3
|2)ds + C‖φ‖2

L∞(J ;Hm+1
per (�))

N−2m,

(34)

where k ≤ NT and the constant C is independent on N and �t .
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Proof Subtracting (5) from (16) at tn+1/2, we find:

(ēn+1
φ − ēn

φ, q) + M�t(∇ ēn+1/2
μ , ∇q) = (Q

n+1/2
1 , q), (35)

(ēn+1/2
μ , �) =

(
(� + β)ē

n+1/2
φ , (� + β)�

)
+ λ(ē

n+1/2
φ , �)

+ Rn+1/2√
E1(φ̃

n+1/2
N )

(F ′(φ̃n+1/2
N ), �) − rn+1/2√

E1(φn+1/2)
(F ′(φn+1/2), �)

+ S
(
∇(ēn+1

φ − 2ēn
φ + ēn−1

φ ), ∇�
)

+ S
(
∇(φn+1 − 2φn + φn−1), ∇�

)
,

(36)

en+1
r − en

r = 1

2
√

E1(φ̃
n+1/2
N )

(F ′(φ̃n+1/2
N ), φn+1

N − φn
N)

− 1

2
√

E1(φn+1/2)

∫
�

F ′(φn+1/2)φ
n+1/2
t �tdx + Q

n+1/2
2 ,

(37)

where the truncation errors are given by the Taylor expansion:

Q
n+1/2
1 =�t

∂φn+1/2

∂t
− (φn+1 − φn)

=1

2

∫ tn+1/2

tn
(tn − s)2 ∂3φ

∂t3
(s)ds + 1

2

∫ tn+1/2

tn+1
(tn+1 − s)2 ∂3φ

∂t3
(s)ds.

(38)

Q
n+1/2
2 =�tr

n+1/2
t − (rn+1 − rn)

=1

2

∫ tn+1/2

tn
(tn − s)2 d3r

dt3
(s)ds + 1

2

∫ tn+1/2

tn+1
(tn+1 − s)2 d3r

dt3
(s)ds.

(39)

Taking q = ē
n+1/2
μ and � = ēn+1

φ − ēn
φ in (35) and (36) respectively, and multiplying

(37) with 2e
n+1/2
r yield:

(ēn+1
φ − ēn

φ, ēn+1/2
μ ) + M�t‖∇ ēn+1/2

μ ‖2 = (Q
n+1/2
1 , ēn+1/2

μ ). (40)

(ēn+1/2
μ , ēn+1

φ − ēn
φ) = 1

2
(‖(� + β)ēn+1

φ ‖2 − ‖(� + β)ēn
φ‖2)

+ λ

2
(‖ēn+1

φ ‖2 − ‖ēn
φ‖2) + Rn+1/2√

E1(φ̃
n+1/2
N )

(F ′(φ̃n+1/2
N ), ēn+1

φ − ēn
φ)

− rn+1/2√
E1(φn+1/2)

(F ′(φn+1/2), ēn+1
φ − ēn

φ)

+ S
(
∇(ēn+1

φ − 2ēn
φ + ēn−1

φ ), ∇(ēn+1
φ − ēn

φ)
)

+ S
(
∇(φn+1 − 2φn + φn−1), ∇(ēn+1

φ − ēn
φ)

)
.

(41)
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(en+1
r )2 − (en

r )2 = e
n+1/2
r√

E1(φ̃
n+1/2
N )

(F ′(φ̃n+1/2
N ), φn+1

N − φn
N)

− e
n+1/2
r√

E1(φn+1/2)

∫
�

F ′(φn+1/2)φ
n+1/2
t �tdx

+ 2(Q
n+1/2
2 , e

n+1/2
r ).

(42)

The term on the right-hand side of (40) can be estimated by:

(Q
n+1/2
1 , ēn+1/2

μ ) ≤M�t

6
‖∇ ēn+1/2

μ ‖2 + C

�t
‖(−�)−1/2Q

n+1/2
1 ‖2

≤M�t

6
‖∇ ēn+1/2

μ ‖2 + C�t4
∫ tn+1

tn
‖(−�)−1/2 ∂3φ

∂t3
(s)‖2ds,

(43)
where taking notice of (Q

n+1/2
1 , 1) = 0, the operator (−�)−1/2, which is the power

of −�, can be well defined by the spectral theory of self-adjoint operators.
The third and fourth terms on the right-hand side of (41) can be transformed into:

Rn+1/2√
E1(φ̃

n+1/2
N )

(F ′(φ̃n+1/2
N ), ēn+1

φ − ēn
φ) − rn+1/2√

E1(φn+1/2)
(F ′(φn+1/2), ēn+1

φ − ēn
φ)

= e
n+1/2
r√

E1(φ̃
n+1/2
N )

(F ′(φ̃n+1/2
N ), ēn+1

φ − ēn
φ) + rn+1/2(

F ′(φ̃n+1/2
N )√

E1(φ̃
n+1/2
N )

, ēn+1
φ − ēn

φ))

− rn+1/2(
F ′(φn+1/2)√
E1(φn+1/2)

, ēn+1
φ − ēn

φ).

(44)
Assuming F(φ) ∈ C3(R) and noting (29) and (31), the last two terms on the

right-hand side of (44) can be controlled, similar to the estimates in [12], by:

rn+1/2(
F ′(φ̃n+1/2

N )√
E1(φ̃

n+1/2
N )

, ēn+1
φ − ēn

φ)) − rn+1/2(
F ′(φn+1/2)√
E1(φn+1/2)

, ēn+1
φ − ēn

φ)

=rn+1/2M�t(
F ′(φ̃n+1/2

N )√
E1(φ̃

n+1/2
N )

− F ′(φn+1/2)√
E1(φn+1/2)

, �ēn+1/2
μ )

+ rn+1/2(
F ′(φ̃n+1/2

N )√
E1(φ̃

n+1/2
N )

− F ′(φn+1/2)√
E1(φn+1/2)

, Q
n+1/2
1 )

≤M�t

6
‖∇ ēn+1/2

μ ‖2 + C�t‖ ∇F ′(φ̃n+1/2
N )√

E1(φ̃
n+1/2
N )

− ∇F ′(φn+1/2)√
E1(φn+1/2)

‖2
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+ C

�t
‖(−�)−1/2Q

n+1/2
1 ‖2

≤M�t

6
‖∇ ēn+1/2

μ ‖2 + C�t(‖ēn
φ‖2 + ‖ēn−1

φ ‖2 + ‖∇ ēn
φ‖2 + ‖∇ ēn−1

φ ‖2)

+ C�t4
∫ tn+1

tn
‖(−�)−1/2 ∂3φ

∂t3
(s)‖2ds + C�t4

∫ tn+1

tn
‖∂2φ

∂t2
(s)‖2

H 1ds

+ C‖φ̃n+1/2‖2
m+1N

−2m�t,

(45)

where the last inequality holds by the fact that one can find a constant C such that
|F ′(φn

N)| ≤ C, |F ′′(φn
N)| ≤ C by using Lemma 1 and the Sobolev embedding

theorem H 2 ⊆ L∞.
We also have the following using the integration by parts and Cauchy-Schwartz

inequality:

‖∇ ēn
φ‖2 = −(ēn

φ, �ēn
φ) ≤ C(‖ēn

φ‖2 + ‖�ēn
φ‖2) ≤ C(‖ēn

φ‖2 + ‖(� + β)ēn
φ‖2).

(46)
Similar to the estimate in (45), the last term on the right-hand side of (41) can be

directly controlled by using integration by parts and Cauchy-Schwarz inequality:

S
(
∇(φn+1 − 2φn + φn−1), ∇(ēn+1

φ − ēn
φ)

)

= − S
(
�(φn+1 − 2φn + φn−1), M�t�ēn+1/2

μ + Q
n+1/2
1

)

≤M�t

6
‖∇ ēn+1/2

μ ‖2 + C�t4
∫ tn+1

tn
‖∂2φ

∂t2
(s)‖2

H 3ds

+ C�t4
∫ tn+1

tn
‖(−�)−1/2 ∂3φ

∂t3
(s)‖2ds.

(47)

The first two terms on the right-hand side of (42) can be recast as:

e
n+1/2
r√

E1(φ̃
n+1/2
N )

(F ′(φ̃n+1/2
N ), φn+1

N − φn
N)

− e
n+1/2
r√

E1(φn+1/2)

∫
�

F ′(φn+1/2)φ
n+1/2
t �tdx

= e
n+1/2
r√

E1(φ̃
n+1/2
N )

(F ′(φ̃n+1/2
N ), ēn+1

φ − ēn
φ) + e

n+1/2
r√

E1(φ̃
n+1/2
N )

(F ′(φ̃n+1/2
N ), ĕn+1

φ − ĕn
φ)

+ e
n+1/2
r (

F ′(φ̃n+1/2
N )√

E1(φ̃
n+1/2
N )

− F ′(φn+1/2)√
E1(φn+1/2)

, φn+1 − φn)

− e
n+1/2
r (

F ′(φn+1/2)√
E1(φn+1/2)

, Q
n+1/2
1 ).

(48)
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The last two terms on the right-hand side of (48) can be handled in a similar way as
(45):

e
n+1/2
r (

F ′(φ̃n+1/2
N )√

E1(φ̃
n+1/2
N )

− F ′(φn+1/2)√
E1(φn+1/2)

, φn+1 − φn)

≤C�t‖φt‖L∞(J ;H−1)

(
(en+1

r )2+(en
r )2 +‖ēn

φ‖2 + ‖ēn−1
φ ‖2 + ‖∇ ēn

φ‖2 + ‖∇ ēn−1
φ ‖2)

+ C�t4
∫ tn+1

tn
‖∂2φ

∂t2
(s)‖2

H 1ds + C‖φ̃n+1/2‖2
Hm+1N

−2m�t .

(49)

− e
n+1/2
r (

F ′(φn+1/2)√
E1(φn+1/2)

, Q
n+1/2
1 ) ≤ C�t(e

n+1/2
r )2

+ C�t4
∫ tn+1

tn
‖(−�)−1/2 ∂3φ

∂t3
(s)‖2ds.

(50)

The last term on the right-hand side of (42) can be controlled by:

2(Q
n+1/2
2 , e

n+1/2
r ) ≤ C�t(e

n+1/2
r )2 + C�t4

∫ tn+1

tn
|d

3r

dt3
(s)|2ds. (51)

By combining the above equations, we can obtain:

M�t‖∇ ēn+1/2
μ ‖2 + 1

2
(‖(� + β)ēn+1

φ ‖2 − ‖(� + β)ēn
φ‖2) + λ

2
(‖ēn+1

φ ‖2 − ‖ēn
φ‖2)

+ S(‖∇(ēn+1
φ − ēn

φ)‖2 − ‖∇(ēn
φ − ēn−1

φ )‖2) + (en+1
r )2 − (en

r )2

≤M�t

2
‖∇ ēn+1/2

μ ‖2 + C�t(‖ēn
φ‖2 + ‖ēn−1

φ ‖2 + ‖(� + β)ēn
φ‖2 + ‖(� + β)ēn−1

φ ‖2)

+ C�t‖φt‖L∞(J ;H−1)

(
(en+1

r )2 + (en
r )2

)
+ C‖φ̃n+1/2‖2

m+1N
−2m�t

+ C�t4
∫ tn+1

tn
‖(−�)−1/2 ∂3φ

∂t3
(s)‖2ds + C�t4

∫ tn+1

tn
‖∂2φ

∂t2
(s)‖2

H 1ds

+ C�t4
∫ tn+1

tn
‖∂2φ

∂t2
(s)‖2

H 3ds + C�t4
∫ tn+1

tn
(
d3r

dt3
(s))2ds

Then summing over n, n = 0, 1, . . . , k−1, and using Gronwall’s inequality, we have:

k−1∑
n=0

�t‖∇ ēn+1/2
μ ‖2 + ‖(� + β)ēk

φ‖2 + ‖ēk
φ‖2 + (ek

r )
2

≤C�t4
∫ tk

0
(‖(−�)−1/2 ∂3φ

∂t3
‖2 + ‖∂2φ

∂t2
‖2
H 1 + ‖∂2φ

∂t2
‖2
H 3 + |d

3r

dt3
|2)ds

+ C‖φ‖2
L∞(J ;Hm+1

per (�))
N−2m,

(52)

By the triangle inequality and (29), we obtain the desired results (34).
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Remark 2 We observe that with S > 0, i.e., with an active stabilization term,
we need to assume additionally ∂2φ

∂t2 ∈ L2(0, T ; H 3
per (�)). But this additional

regularity requirement might be formally derived from the assumption ∂3φ

∂t3 ∈
L2(0, T ; H−1(�)) since one time derivative is formally equivalent to six spatial
derivatives.

6 Numerical results

We present in this section several numerical examples to verify the accuracy of our
S-SAV Fourier-spectral schemes and to illustrate the phase transition behaviors and
crystal growth in a supercooled liquid. In the following simulations, we take M = 1,
β = 1.

6.1 Accuracy tests

In this subsection, we test the accuracy of the first- and second-order fully discrete
schemes (15) and (16), respectively. In this test, we take � = (0, 32)×(0, 32), T = 1,
S = 5, λ = 0.01, ε = 0.025 and the initial condition φ0 = sin(πx/16) cos(πy/16).
We measure the Cauchy error since we do not have possession of the exact solution.
Specifically, the error between two different grid spacings N and 2N is calculated by
‖eφ‖ = ‖φN − φ2N‖ and we use the similar procedure to compute the error between
two different time steps �t and �t/2.

We first check the time accuracy by taking N = 256, so the spatial error is negligi-
ble. In Tables 1 and 2, we show the order of convergence in the temporal direction. To
test the spectral accuracy, we choose the time step to be sufficiently small so that the
error is dominated by the spatial error, and compute the error at T = 1; the results are
plotted in Fig. 1 which shows that the error converges exponentially. These numerical
results are consistent with the error estimates in Theorem 5.

6.2 Phase evolution behaviors and the effect of stabilization

In this subsection, we simulate the phase evolution behavior of the PFC model. The
physical parameters are set as � = (0, 128) × (0, 128) with the random initial data

Table 1 Errors and convergence
rates in time for the first-order
scheme (15)

�t ‖eφ‖L∞(J ;L2(�)) Rate ‖er‖L∞(J ) Rate

1/5 1.26E−1 — 9.08E−2 —-

1/10 6.77E−2 0.90 4.64E−2 0.97

1/20 3.60E−2 0.91 2.33E−2 0.99

1/40 1.88E−2 0.94 1.17E−2 1.00

1/80 9.67E−3 0.96 5.84E−3 1.00
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Table 2 Errors and convergence
rates in time for the
second-order scheme (16)

�t ‖eφ‖L∞(J ;L2(�)) Rate ‖er‖L∞(J ) Rate

1/5 4.06E−2 — 7.02E−3 —

1/10 1.02E−2 1.99 1.79E−3 1.97

1/20 2.12E−3 2.26 4.41E−4 2.02

1/40 4.99E−4 2.09 1.11E−4 1.99

1/80 1.22E−4 2.03 2.78E−5 1.99

φi,j = φ0 +ηi,j , where φ0 = 0.06 and ηi,j is a uniformly distributed random number
satisfying |ηi,j | ≤ 0.01. The other parameters are ε = 0.025; λ = 0.001.

In Fig. 2, we present the time evolution of the energy with stabilization S = 0.01
and without stabilization. It can be observed that the energy decreases at all times,
which indicates numerical evidence for our method being unconditionally energy
stable. But the modified SAV energy at large �t is not consistent with the origi-
nal energy without stabilization, it only becomes close to the original energy with
�t = 0.02. However, with the stabilization parameter S = 0.01, even the result with
�t = 1 produces reasonably accurate results. This example shows that while the sta-
bilization is not needed for stability, it is essential for accuracy at larger time steps.
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Fig. 1 Spatial L2 errors at time T = 1 for the second-order scheme (16)
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Fig. 2 Time evolution of the free energy functional

So, in the following simulations, we always add a stabilized term so that reasonable
accuracy can be achieved without using exceedingly small time steps.

We present the evolution of the density field φ calculated using the second-order
scheme (16) with �t = 1, S = 0.01, and N = 256 in Fig. 3.

6.3 Crystal growth in a supercooled liquid

In this subsection, we simulate the crystal growth in a supercooled liquid with the
following expression to define the crystallites:

φ0(xl, yl) = φave + C1

(
cos(

C2√
3
yl)cos(C2xl) − 0.5cos(

2C2√
3

yl)

)
, l = 1, 2, 3,

(53)
where xl and yl define a local system of Cartesian coordinates that is oriented with
the crystallite lattice, and the constant parameters φave, C1 and C2 take the values
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Fig. 3 The evolution of the density field φ calculated using the second-order scheme at t = 150, 260, 400,
500, 1000, 2000, respectively

φave = 0.285, C1 = 0.446, and C2 = 0.66. Then, we define the initial config-
uration by setting three perfect crystallites in three small square patches which are
located at (350, 400), (200, 200), and (600, 300) with the length of each square at 40;

Fig. 4 The dynamical behaviors of the crystal growth in a supercooled liquid. Snapshots of the numerical
approximation of the density field φ are taken at t = 0, 50, 100, 200, 300, 400, 500, 600, 800, respectively
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Fig. 5 Time evolution of the mass compared with the initial mass

similar numerical examples can be found in [7]. To generate crystallites with dif-
ferent orientations, we use the following affine transformation to produce a rotation
given by three different angles θ = −π

4 , 0, π
4 respectively:

xl(x, y) = x sin(θ) + y cos(θ), yl(x, y) = −x cos(θ) + y sin(θ). (54)

In this simulation, we take the parameters ε = 0.25, M = 1, S = 0.1, λ = 0.001,
and T = 800. 5122 Fourier modes are used to discretize the space and �t = 0.05.
Figure 4 demonstrates the evolution of the phase transition behavior using the second-
order scheme (16) at different times t = 0, 50, 100, 200, 300, 400, 500, 600, 800,
respectively. One can observe the growth of the crystalline phase and the motion of
well-defined crystal-liquid interfaces. Besides, we can see that the different align-
ment of the crystallites causes defects and dislocations. Moreover, Fig. 5 is presented
to verify the mass conservation by comparing the time evolution of mass with the
initial mass.

7 Conclusion

We developed fully discrete, unconditionally energy stable schemes based on the
SAV and stabilized SAV approaches in time and the Fourier-spectral method in space
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for the phase field crystal (PFC) equation. We also carried out a rigorous error analy-
sis which provided optimal error estimates in both time and space. To the best of our
knowledge, this is the first such result for any fully discrete linear schemes for the
PFC model.

We showed that while the stabilization term is not required for stability or conver-
gence, it is essential for the schemes to achieve reasonable accuracy without using
exceedingly small time steps. We presented numerical experiments to demonstrate
the accuracy and robustness of our schemes for the PFC model.
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