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#### Abstract

We consider numerical approximation of the Riesz Fractional Differential Equations (FDEs), and construct a new set of generalized Jacobi functions, $\mathcal{J}_{n}^{-\alpha,-\alpha}(x)$, which are tailored to the Riesz fractional PDEs. We develop optimal approximation results in non-uniformly weighted Sobolev spaces, and construct spectral Petrov-Galerkin algorithms to solve the Riesz FDEs with two kinds of boundary conditions (BCs): (i) homogeneous Dirichlet boundary conditions, and (ii) Integral BCs. We provide rigorous error analysis for our spectral Petrov-Galerkin methods, which show that the errors decay exponentially fast as long as the data (right-hand side function) is smooth, despite that fact that the solution has singularities at the endpoints. We also present some numerical results to validate our error analysis.
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## 1. Introduction

Fractional differential equations (FDEs) have attracted considerable attention recently due to their ability to model certain processes which can not be adequately described by usual partial differential equations. Among the many forms of FDEs, Riesz FDEs are closely related to the fractional power of Laplacian operator [5], and have been numerically studied extensively in the last decade. For example, Deng [7] developed a finite difference/predictor-corrector approximations for the Riesz fractional Fokker-Planck equation; Shen et al. [19] proposed a new weighted Riesz fractional finite-difference approximation scheme; Zhao et al. [27] presented a fourth order compact alternating direction implicit (ADI) scheme to solve the nonlinear Riesz fractional Schrödinger equation. On the other hand, finite element methods have been also developed for Riesz FDEs [4,29]. We observe that most of the numerical works for Riesz FDEs and more general FDEs are based on finite-element or finite difference methods. In particular, pioneer work with finite element analysis is carried out in [16] and [8], and fast algorithms for some FDEs have been developed in [22,23,14,10], among others.

Due to the non-local feature of the fractional derivatives, global methods such as spectral methods appear to be wellsuited for FDEs. Indeed, spectral methods for some FDEs have been proposed in [11,12] where the well-posedness of some FDEs and their spectral approximations have been established; a Crank-Nicolson ADI Spectral method is presented in [26], a class of efficient spectral methods for solving multi-dimensional FDEs have been developed in [13]. However, the solution of

[^0]a FDE has low regularity in the usual Sobolev spaces even with a smooth data. It leads to slow convergence if a usual Spectral method is employed. Recently, some efficient spectral/spectral-element DG methods for a class of one-dimensional FDEs with one-sided fractional derivatives have been proposed in $[24,25]$ by using eigenfunctions of fractional Sturm-Liouville problems as basis functions. Related spectral algorithms and their rigorous error analyses have been established in [6].

The main purpose of this paper is to extend most of the algorithms and analyses in [6] for one-sided FDEs to Riesz FDEs. To this end, we construct a new set of generalized Jacobi functions, $\mathcal{J}_{n}^{-\alpha,-\alpha}(x)$, which are tailored to the Riesz fractional PDEs, and stay their various properties including in particular optimal approximation results in non-uniformly weighted Sobolev spaces. We then construct efficient spectral Petrov-Galerkin algorithms to solve the Riesz FDEs with two kinds of boundary conditions (BCs): (i) homogeneous Dirichlet boundary conditions, and (ii) Integral BCs. We provide rigorous error analysis for our spectral Petrov-Galerkin methods, and show that the errors decay exponentially fast as long as the data (right-hand side function) is smooth, even though the solution may have singularities at the endpoints. We also present a number of numerical results to validate our error estimates.

The rest of the paper is organized as follows. We describe some basic notations and properties for fractional derivatives and Jacobi polynomials/functions in Section 2. We introduce a set of generalized Jacobi functions $\mathcal{J}_{n}^{-\alpha,-\alpha}$ ( $x$ ) and discuss its properties in Section 3. Its approximation results are listed in Section 4. Then, in Section 5, we construct efficient Petrov-Galerkin method for two classes of Riesz FDEs, conduct error analysis and show a number of numerical results. Finally we give some concluding remarks.

## 2. Preliminaries

In this section, we review the fractional integrals and derivatives, and recall some crucial relationships between fractional derivative and Jacobi polynomials.

### 2.1. Fractional integrals and derivatives

Let $\mathbb{N}$ and $\mathbb{R}$ be respectively the set of positive integers and real numbers. We further denote

$$
\begin{equation*}
\mathbb{N}_{0}:=\{0\} \cup \mathbb{N}, \quad \mathbb{R}^{+}:=\{a \in \mathbb{R}: a>0\}, \quad \mathbb{R}_{0}^{+}:=\{0\} \cup \mathbb{R}^{+} \tag{2.1}
\end{equation*}
$$

Recall the definitions of the fractional integrals and fractional derivatives in the sense of Riemann-Liouville (see e.g., [15]). In this paper, we fixed $\Lambda=[-1,1]$. Let $\Gamma(\cdot)$ be the Gamma function.

Definition 1 (Fractional integrals and derivatives). For $\rho \in \mathbb{R}^{+}$, the left and right fractional integrals are respectively defined as

$$
\begin{align*}
& { }_{-1} I_{x}^{\rho} v(x):=\frac{1}{\Gamma(\rho)} \int_{-1}^{x} \frac{v(t)}{(x-t)^{1-\rho}} d t, \quad x>-1,  \tag{2.2}\\
& { }_{x} I_{1}^{\rho} v(x):=\frac{1}{\Gamma(\rho)} \int_{x}^{1} \frac{v(t)}{(t-x)^{1-\rho}} d t, \quad x<1 .
\end{align*}
$$

For real $s \in[k-1, k)$ with $k \in \mathbb{N}$, the left-sided Riemann-Liouville fractional derivative (LRLFD) of order $s$ is defined by

$$
\begin{equation*}
{ }_{-1} D_{x}^{s} v(x)=\frac{1}{\Gamma(k-s)} \frac{d^{k}}{d x^{k}} \int_{-1}^{x} \frac{v(t)}{(x-t)^{s-k+1}} d t, \quad x \in \Lambda \tag{2.3}
\end{equation*}
$$

and the right-sided Riemann-Liouville fractional derivative (RRLFD) of order $s$ is defined by

$$
\begin{equation*}
{ }_{x} D_{1}^{s} v(x)=\frac{(-1)^{k}}{\Gamma(k-s)} \frac{d^{k}}{d x^{k}} \int_{x}^{1} \frac{v(t)}{(t-x)^{s-k+1}} d t, \quad x \in \Lambda . \tag{2.4}
\end{equation*}
$$

And it is clear that for any $k \in \mathbb{N}_{0}$,

$$
\begin{equation*}
{ }_{-1} D_{x}^{k}=D^{k}, \quad{ }_{x} D_{1}^{k}=(-1)^{k} D^{k}, \quad \text { where } \quad D^{k}:=\frac{d^{k}}{d x^{k}} \tag{2.5}
\end{equation*}
$$

Then, we can express the RLFD as

$$
\begin{align*}
& { }_{-1} D_{x}^{S} v(x)=D^{k}\left\{{ }_{-1} I_{x}^{k-s} v(x)\right\}  \tag{2.6}\\
& { }_{x} D_{1}^{s} v(x)=(-1)^{k} D^{k}\left\{{ }_{x} I_{1}^{k-s} v(x)\right\} .
\end{align*}
$$

Definition 2 (Riesz fractional integrals and derivatives). (See [17], Equations (12.44) and (12.55).) For $\rho \in[0,1$ ), the Riesz potential i.e. Riesz fractional integrals are respectively defined as

$$
\begin{align*}
& I_{1}^{\rho} v(x):=\frac{1}{2 \Gamma(\rho) \sin (\pi \rho / 2)} \int_{-1}^{1} \frac{\operatorname{sign}(x-t)}{|x-t|^{1-\rho}} v(t) d t=\frac{1}{2 \sin (\pi \rho / 2)}\left({ }_{-1} I_{x}^{\rho}-{ }_{x} I_{1}^{\rho}\right) v(x), \quad x \in \Lambda, \\
& I_{2}^{\rho} v(x):=\frac{1}{2 \Gamma(\rho) \cos (\pi \rho / 2)} \int_{-1}^{1} \frac{v(t)}{|x-t|^{1-\rho}} d t=\frac{1}{2 \cos (\pi \rho / 2)}\left(-1 I_{x}^{\rho}+{ }_{x} I_{1}^{\rho}\right) v(x), \quad x \in \Lambda, \tag{2.7}
\end{align*}
$$

where sign is the sign function.
Likewise, for real $s \in[k-1, k)$ with $k \in \mathbb{N}$, we define the Riesz fractional derivative (RFD) of order $s$ :

$$
D^{s} v(x):=\left\{\begin{array}{l}
D^{k} I_{1}^{k-s} v(x), k \text { is odd, }  \tag{2.8}\\
D^{k} I_{2}^{k-s} v(x), k \text { is even, }
\end{array} \quad x \in \Lambda\right.
$$

We also define

$$
\begin{equation*}
D_{1}^{s} v(x):=D^{k} I_{1}^{k-s} v(x), \quad D_{2}^{s} v(x):=D^{k} I_{2}^{k-s} v(x), \quad x \in \Lambda \tag{2.9}
\end{equation*}
$$

Obviously,

$$
\begin{array}{ll}
D_{1}^{S} v(x):=D^{S} v(x), & \text { if } k \text { is odd } \\
D_{2}^{s} v(x):=D^{S} v(x), & \text { if } k \text { is even } \tag{2.10}
\end{array}
$$

### 2.2. Jacobi polynomials and its properties

Let us first recall the classical Jacobi polynomials. For $\alpha, \beta>-1$, let $P_{n}^{\alpha, \beta}(x)$ be the classical Jacobi polynomials which are orthogonal with respect to the weight function $\omega^{\alpha, \beta}(x)=(1-x)^{\alpha}(1+x)^{\beta}$ over $(-1,1)$, i.e.

$$
\begin{equation*}
\int_{-1}^{1} P_{n}^{\alpha, \beta}(x) P_{m}^{\alpha, \beta}(x) \omega^{\alpha, \beta}(x) d x=\gamma_{n}^{\alpha, \beta} \delta_{m n} \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{n}^{\alpha, \beta}=\left\|P_{n}^{\alpha, \beta}(x)\right\|_{\omega^{\alpha, \beta}(x)}^{2}=\frac{2^{\alpha+\beta+1} \Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{(2 n+\alpha+\beta+1) n!\Gamma(n+\alpha+\beta+1)} \tag{2.12}
\end{equation*}
$$

and $\delta_{m n}$ is the Dirac Delta symbol. The Jacobi polynomials satisfy the three-term recurrence relation:

$$
\left\{\begin{array}{l}
P_{0}^{\alpha, \beta}(x)=1  \tag{2.13}\\
P_{1}^{\alpha, \beta}(x)=\frac{1}{2}(\alpha+\beta+2) x+\frac{1}{2}(\alpha-\beta) \\
P_{n+1}^{\alpha, \beta}(x)=\left(A_{n}^{\alpha, \beta} x-B_{n}^{\alpha, \beta}\right) P_{n}^{\alpha, \beta}(x)-C_{n}^{\alpha, \beta} P_{n-1}^{\alpha, \beta}(x), n \geq 1
\end{array}\right.
$$

where

$$
\begin{align*}
A_{n}^{\alpha, \beta} & =\frac{(2 n+\alpha+\beta+1)(2 n+\alpha+\beta+2)}{2(n+1)(n+\alpha+\beta+1)} \\
B_{n}^{\alpha, \beta} & =\frac{\left(\alpha^{2}-\beta^{2}\right)(2 n+\alpha+\beta+1)}{2(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta)}  \tag{2.14}\\
C_{n}^{\alpha, \beta} & =\frac{(n+\alpha)(n+\beta)(2 n+\alpha+\beta+2)}{(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta)}
\end{align*}
$$

And (cf. [3])

$$
\begin{equation*}
\omega^{\alpha, \beta}(x) P_{n}^{\alpha, \beta}(x)=\frac{(-1)^{k}(n-k)!}{2^{k} n!} \frac{d^{k}}{d x^{k}}\left\{\omega^{\alpha+k, \beta+k}(x) P_{n-k}^{\alpha+k, \beta+k}(x)\right\}, \quad n \geq k \geq 0 \tag{2.15}
\end{equation*}
$$

In our paper, we will make use of the Jacobi polynomials with real parameters $\alpha, \beta \in \mathbb{R}$, which are defined by (cf. [1,21]):

$$
\begin{align*}
P_{n}^{\alpha, \beta}(x) & =\frac{(\alpha+1)_{n}}{n!}{ }_{2} F_{1}\left(-n, n+\alpha+\beta+1 ; \alpha+1 ; \frac{1-x}{2}\right)  \tag{2.16}\\
& =(-1)^{n} \frac{(\beta+1)_{n}}{n!}{ }_{2} F_{1}\left(-n, n+\alpha+\beta+1 ; \beta+1 ; \frac{1+x}{2}\right)
\end{align*}
$$

where

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; x)=\sum_{j=0}^{\infty} \frac{(a)_{j}(b)_{j} x^{j}}{(c)_{j} j!}, \quad|x|<1, \quad a, b, c \in \mathbb{R},-c \notin \mathbb{N}_{0} \tag{2.17}
\end{equation*}
$$

is hypergeometric function, and the rising factorial in the Pochhammer symbol for $a \in \mathbb{R}, j \in \mathbb{N}_{0}$ is defined by

$$
\begin{equation*}
(a)_{0}=1 ; \quad(a)_{j}:=a(a+1) \cdots(a+j-1)=\frac{\Gamma(a+j)}{\Gamma(a)}, \text { for } j \geqslant 1 . \tag{2.18}
\end{equation*}
$$

It should be pointed out that the three-term recurrence relation (2.13) is also hold for the generalization of Jacobi polynomials with real parameter. However, the orthogonality does not carry over to the general case. From the Jacobi definition (2.16), we can derive the following property (cf. [1]).

Property 1. If $-(n+\alpha+\beta+1) \notin \mathbb{N}_{0}$, we have

$$
\begin{equation*}
\frac{d^{k}}{d x^{k}} p_{n}^{\alpha, \beta}(x)=d_{n, k}^{\alpha, \beta} P_{n-k}^{\alpha+k, \beta+k}, n \geq k \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{n, k}^{\alpha, \beta}=\frac{\Gamma(n+k+\alpha+\beta+1)}{2^{k} \Gamma(n+\alpha+\beta+1)} \tag{2.20}
\end{equation*}
$$

We also have following properties.

## Property 2.

$$
\begin{equation*}
P_{n}^{\alpha, \beta}(x)=(-1)^{n} P_{n}^{\beta, \alpha}(-x) ; \quad P_{n}^{\alpha, \beta}(1)=\frac{(\alpha+1)_{n}}{n!} . \tag{2.21}
\end{equation*}
$$

### 2.3. Generalized Jacobi polynomials/functions

We start with the generalized Jacobi functions (GJFs) introduced in [9]:

$$
j_{n}^{\alpha, \beta}(x)= \begin{cases}(1-x)^{-\alpha}(1+x)^{-\beta} P_{\hat{n}}^{-\alpha,-\beta}, & (\alpha, \beta) \in \mathcal{N}_{1}, \hat{n}=n-[-\alpha]-[-\beta],  \tag{2.22}\\ (1-x)^{-\alpha} P_{\hat{n}}^{-\alpha, \beta}, & (\alpha, \beta) \in \mathcal{N}_{2}, \hat{n}=n-[-\alpha], \\ (1+x)^{-\beta} P_{\hat{n}}^{\alpha,-\beta}, & (\alpha, \beta) \in \mathcal{N}_{3}, \hat{n}=n-[-\beta], \\ P_{n}^{\alpha, \beta}, & (\alpha, \beta) \in \mathcal{N}_{4},\end{cases}
$$

where [a] denotes the maximum integer $\leq a$, and

$$
\begin{aligned}
& \mathcal{N}_{1}=\{(\alpha, \beta): \alpha, \beta \leq-1\}, \quad \mathcal{N}_{2}=\{(\alpha, \beta): \alpha \leq-1, \beta>-1\}, \\
& \mathcal{N}_{3}=\{(\alpha, \beta): \alpha>-1, \beta \leq-1\}, \quad \mathcal{N}_{4}=\{(\alpha, \beta): \alpha, \beta>-1\} .
\end{aligned}
$$

Let us recall some properties of GJFs which will be used in section 4 . Here we just list the properties that will be used in this paper, for more information, please refer to [9]. The GJFs are mutually $L_{\omega^{\alpha, \beta}}^{2}$-orthogonal, i.e.,

$$
\begin{equation*}
\int_{-1}^{1} j_{m}^{\alpha, \beta}(x) j_{n}^{\alpha, \beta}(x) \omega^{\alpha, \beta}(x) d x=\gamma_{\hat{n}}^{\bar{\alpha}, \bar{\beta}}, \tag{2.23}
\end{equation*}
$$

where $\hat{n}$ is defined in (2.22), $\gamma_{\hat{n}}^{\bar{\alpha}, \bar{\beta}}$ is defined in (2.12), and

$$
\bar{\alpha}= \begin{cases}-\alpha, & \alpha \leq-1  \tag{2.24}\\ \alpha, & \alpha>-1\end{cases}
$$

(likewise for $\bar{\beta}$ ). Let $k, l, m \in \mathbb{N}$, and if $m \leq k, l$, then

$$
\begin{equation*}
D^{m} j_{n}^{-k,-l}(x)=(-2)^{m} \frac{(n-k-l+m)!}{(n-k-l)!} j_{n-m}^{-k+m,-l+m}(x), \quad n \geq \max (k+l, m) . \tag{2.25}
\end{equation*}
$$

It also holds

$$
\begin{equation*}
D^{m} j_{n}^{-k,-l}(1)=D^{m} j_{n}^{-l,-k}(-1)=0, \quad l, k>m . \tag{2.26}
\end{equation*}
$$

### 2.4. The relationship of fractional derivatives and Jacobi polynomials

Before stating the relationship, for simplicity, we define

$$
Q_{n}^{\alpha, \beta}(x):=(1-x)^{\alpha}(1+x)^{\beta} P_{n}^{\alpha, \beta} .
$$

Then we have the following two lemmas.

Lemma 1 (Spectral relationship for the classical Riesz potential). (See [15, page 184, Theorem 6.5].) If $0<v<1$ and $r$ and $k$ are two integers such that $r>-\frac{v+1}{2}, k>-\frac{v+3}{2}$, then for $x \in(-1,1)$ the following holds

$$
\begin{equation*}
\int_{-1}^{1} \frac{Q_{m}^{\frac{v-1}{2}+r, \frac{v+1}{2}+k}(t) d t}{|x-t|^{\nu}}=\frac{\pi(-1)^{r} 2^{r+k+1} \Gamma(m+v)}{m!\Gamma(v) \cos \frac{v \pi}{2}} P_{m+r+k+1}^{\frac{v-1}{2}-r, \frac{v-3}{2}-k}(x), m+r+k+1 \geq 0 \tag{2.27}
\end{equation*}
$$

Lemma 2. (See [15, page 185, Theorem 6.7].) If $0<v<1$ and $r$ and $k$ are integer numbers such that $r, k>-\frac{v}{2}-1$, then the following holds

$$
\begin{equation*}
\int_{-1}^{1} \frac{\operatorname{sign}(x-t)}{|x-t|^{v}} Q_{m}^{\frac{v}{2}+r, \frac{v}{2}+k}(t) d t=\frac{(-1)^{r} \pi \Gamma(m+v)}{2^{-r-k-1} m!\Gamma(v) \sin \left(\frac{\pi v}{2}\right)} P_{m+r+k+1}^{\frac{v}{2}-r-1, \frac{v}{2}-k-1}(x) \tag{2.28}
\end{equation*}
$$

## 3. Generalized Jacobi function $\mathcal{J}_{n}^{-\alpha,-\alpha}(x)$ and its related properties

In this section, we will introduce a special set of generalized Jacobi functions $\mathcal{J}_{n}^{-\alpha,-\alpha}$ with $\alpha>-1, \alpha \notin \mathbb{N}_{0}, n=$ $0,1,2, \cdots$. As we will see in subsection 5.1 , it can be used as basis functions for spectral methods to Riesz fractional differential equation.
3.1. Definition of $\mathcal{J}_{n}^{-\alpha,-\alpha}(x)$

First let us give its definition.

Definition 3. Define

$$
\begin{equation*}
\mathcal{J}_{n}^{-\alpha,-\alpha}(x)=Q_{n}^{\alpha, \alpha}(x)=\left(1-x^{2}\right)^{\alpha} P_{n}^{\alpha, \alpha}(x), \quad \text { for } \alpha>-1 \tag{3.1}
\end{equation*}
$$

for all $x \in \Lambda$ and $n \in \mathbb{N}_{0}$.

From (2.22), we can see that

$$
\begin{equation*}
\mathcal{J}_{n}^{-\alpha,-\alpha}(x)=j_{n-2[-\alpha]}^{-\alpha,-\alpha}(x), \quad \text { if } \alpha>1 \tag{3.2}
\end{equation*}
$$

3.2. Properties of $\mathcal{J}_{n}^{-\alpha,-\alpha}(x)$

It can be readily verified from (2.21) that

$$
\begin{equation*}
\mathcal{J}_{n}^{-\alpha,-\alpha}(-x)=(-1)^{n} \mathcal{J}_{n}^{-\alpha,-\alpha}(x), \quad \alpha>-1, \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
D^{k} \mathcal{J}_{n}^{-\alpha,-\alpha}( \pm 1)=0, \quad k=0,1, \cdots,\lceil\alpha\rceil-1 \tag{3.4}
\end{equation*}
$$

where $\lceil a\rceil$ is the minimal integer that great or equals to $a$. It also satisfies the three-term recurrence relation:

$$
\left\{\begin{array}{l}
\mathcal{J}_{0}^{-\alpha,-\alpha}(x)=\left(1-x^{2}\right)^{\alpha},  \tag{3.5}\\
\mathcal{J}_{1}^{-\alpha,-\alpha}(x)=(\alpha+1) x\left(1-x^{2}\right)^{\alpha}, \\
\mathcal{J}_{n+1}^{-\alpha,-\alpha}(x)=A_{n}^{\alpha, \alpha} x \mathcal{J}_{n}^{-\alpha,-\alpha}(x)-C_{n}^{\alpha, \alpha} \mathcal{J}_{n-1}^{-\alpha,-\alpha}(x), n \geq 1,
\end{array}\right.
$$

where $A_{n}^{\alpha, \alpha}, C_{n}^{\alpha, \alpha}$ are defined in (2.14).

We derive from (2.11) that for $\alpha>-1$,

$$
\begin{equation*}
\int_{-1}^{1} \mathcal{J}_{n}^{-\alpha,-\alpha}(x) \mathcal{J}_{m}^{-\alpha,-\alpha}(x) \omega^{-\alpha,-\alpha}(x)=\gamma_{n}^{\alpha, \alpha} \delta_{m n} \tag{3.6}
\end{equation*}
$$

where $\gamma_{n}^{\alpha, \alpha}$ is defined in (2.12).
Next, let us study the integrals and derivatives of $\mathcal{J}_{n}^{-\alpha,-\alpha}(x)$. First by (2.15), we have the integer order derivatives of $\mathcal{J}_{n}^{-\alpha,-\alpha}(x)$, which is

$$
\begin{equation*}
\frac{d^{k}}{d x^{k}} \mathcal{J}_{n}^{-\alpha,-\alpha}(x)=\frac{(-1)^{k} 2^{k}(n+k)!}{n!} \mathcal{J}_{n+k}^{k-\alpha, k-\alpha}(x), \quad n, k \geq 0 \tag{3.7}
\end{equation*}
$$

On the other hand, for the fractional integrals and derivatives of $\mathcal{J}_{n}^{-\alpha,-\alpha}(x)$, in view of (2.7), (2.8) and Lemma 1, 2, we have the following two results.

Theorem 1. If $-1<s<0$, then

$$
\begin{equation*}
I_{2}^{-s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x)=\frac{\Gamma(m+1+s)}{m!} P_{m}^{\frac{s}{2}, \frac{s}{2}}(x) . \tag{3.8}
\end{equation*}
$$

Proof. Let $r=0, k=-1$ and $v=1+s$ in equation (2.27), then we have

$$
\begin{aligned}
I_{2}^{-s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x) & =\frac{1}{2 \cos \left(\frac{-\pi s}{2}\right) \Gamma(-s)} \int_{-1}^{1} \frac{\mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(t)}{|x-t|^{1+s}} d t \\
& =\frac{1}{2 \cos \left(\frac{\pi s}{2}\right) \Gamma(-s)} \frac{\pi \Gamma(m+1+s)}{m!\Gamma(1+s) \cos \frac{(1+s) \pi}{2}} P_{m}^{\frac{s}{2}, \frac{s}{2}}(t)
\end{aligned}
$$

Then we can derive (3.8) from above and the Euler's reflection formula (see e.g., [2]):

$$
\begin{equation*}
\Gamma(1-\tau) \Gamma(\tau)=\frac{\pi}{\sin (\pi \tau)}=\frac{\pi}{2 \sin \left(\frac{\pi \tau}{2}\right) \cos \left(\frac{\pi \tau}{2}\right)}, \quad 0<\tau<1 \tag{3.9}
\end{equation*}
$$

Theorem 2. If $s \in(n-1, n)$ with $n \in \mathbb{N}$, then

$$
\begin{equation*}
I_{v}^{n-s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x)=C(n) \frac{\Gamma(m+s+1-n)}{2^{-n} m!} P_{m+n}^{\frac{s}{2}-n, \frac{s}{2}-n}(x), \tag{3.10}
\end{equation*}
$$

and for $k=0,1, \cdots, n-1$,

$$
\begin{equation*}
D_{v}^{s-k} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x)=2^{k} C(n) \frac{\Gamma(m-k+1+s)}{m!} P_{m+k}^{\frac{s}{2}-k, \frac{s}{2}-k}(x), \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
v=1, C(n)=(-1)^{\frac{n-1}{2}}, \quad \text { if } n \text { is odd; } \quad v=2, C(n)=(-1)^{\frac{n}{2}}, \quad \text { if } n \text { is even. } \tag{3.12}
\end{equation*}
$$

Proof. We consider first the case when $n$ is odd. Let $r=\frac{n-1}{2}, k=\frac{n-1}{2}$ and $v=s+1-n$ in equation (2.28), then we have

$$
\begin{aligned}
I_{1}^{n-s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x) & =\frac{1}{2 \sin \left(\frac{\pi(n-s)}{2}\right) \Gamma(n-s)} \int_{-1}^{1} \frac{\mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(t)}{|x-t|^{1+s-n}} d t \\
& =\frac{1}{2 \cos \left(\frac{\pi s}{2}\right) \Gamma(n-s)} \frac{\pi \Gamma(m+s+1-n)}{2^{-n} m!\Gamma(s+1-n) \sin \left(\frac{\pi(s+1-n)}{2}\right)} P_{m+n, n}^{\frac{s}{2}-n, \frac{s}{2}-n}(x)
\end{aligned}
$$

Using (3.9), the last equation becomes

$$
\begin{equation*}
I_{1}^{n-s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x)=C(n) \frac{\Gamma(m+s+1-n)}{2^{-n} m!} P_{m+n}^{\frac{s}{2}-n, \frac{s}{2}-n}(x) \tag{3.13}
\end{equation*}
$$

For $k=0,1, \cdots, n-1$, by the Riesz fractional derivative definition (2.9), we have

$$
\begin{equation*}
D_{1}^{s-k} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x)=D^{n-k} I_{1}^{n-s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x) \tag{3.14}
\end{equation*}
$$

Then by (3.13), we have

$$
\begin{aligned}
D_{1}^{s-k} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x) & =C(n) \frac{\Gamma(m+s+1-n)}{2^{-n} m!} \frac{d^{n-k}}{d x^{n-k}} P_{m+n}^{\frac{s}{2}-n, \frac{s}{2}-n}(x) \\
& =C(n) \frac{\Gamma(m+s+1-n)}{2^{-n} m!} \frac{\Gamma(m-k+s+1)}{2^{n-k} \Gamma(m+s+1-n)} P_{m+k}^{\frac{s}{2}-k, \frac{s}{2}-k}(x) \\
& =2^{k} C(n) \frac{\Gamma(m-k+1+s)}{m!} P_{m+k}^{\frac{s}{2}-k, \frac{s}{2}-k}(x) .
\end{aligned}
$$

Now we consider the case when $n$ is even. Let $r=\frac{n}{2}, k=\frac{n}{2}-1$ and $v=s+1-n$ in equation (2.27), then we have

$$
\begin{aligned}
I_{2}^{n-s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x) & =\frac{1}{2 \cos \left(\frac{\pi(n-s)}{2}\right) \Gamma(n-s)} \int_{-1}^{1} \frac{\mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(t)}{|x-t|^{1+s-n}} d t \\
& =\frac{1}{2 \cos \left(\frac{\pi s}{2}\right) \Gamma(n-s)} \frac{\pi 2^{n} \Gamma(m+s+1-n)}{m!\Gamma(s+1-n) \cos \frac{(s+1-n) \pi}{2}} P_{m+n}^{\frac{s}{2}-n, \frac{s}{2}-n}(x)
\end{aligned}
$$

Using (3.9), the last equation becomes

$$
\begin{equation*}
I_{2}^{n-s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x)=C(n) \frac{2^{n} \Gamma(m+s+1-n)}{m!} P_{m+n}^{\frac{s}{2}-n, \frac{s}{2}-n}(x) \tag{3.15}
\end{equation*}
$$

For $k=0,1, \cdots, n-1$, by the Riesz fractional derivative definition (2.9), we have

$$
\begin{equation*}
D_{2}^{s-k} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x)=D^{n-k} I_{2}^{n-s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x) \tag{3.16}
\end{equation*}
$$

Then by (3.15), we have

$$
\begin{aligned}
D_{2}^{s-k} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x) & =C(n) \frac{2^{n} \Gamma(m+s+1-n)}{m!} \frac{d^{n-k}}{d x^{n-k}} P_{m+n}^{\frac{s}{2}-n, \frac{s}{2}-n}(x) \\
& =C(n) \frac{2^{n} \Gamma(m+s+1-n)}{m!} \frac{\Gamma(m-k+s+1)}{2^{n-k} \Gamma(m+s+1-n)} P_{m+k}^{\frac{s}{2}-k, \frac{s}{2}-k}(x) \\
& =2^{k} C(n) \frac{\Gamma(m-k+1+s)}{m!} P_{m+k}^{\frac{s}{2}-k, \frac{s}{2}-k}(x) .
\end{aligned}
$$

Here we used the fact: $-(m+s+1-n) \notin \mathbb{N}_{0}$. This is because $m, n$ are integers while $s$ is a non-integer number. The proof is complete.

Another useful property of $\mathcal{J}_{n}^{-\alpha,-\alpha}(x)$ is the orthogonality of its Riesz fractional derivatives. For $s>0, s \notin \mathbb{N}$, let $k=$ $\left\lfloor\frac{s}{2}\right\rfloor+1$, where $\lfloor a\rfloor$ is the maximum integer that is less than or equal to $a$. Then for $0 \leq l \leq m+k, n+k$, it hold

$$
\begin{equation*}
\int_{-1}^{1} D_{v}^{s-k+l} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x) D_{v}^{s-k+l} \mathcal{J}_{n}^{-\frac{s}{2},-\frac{s}{2}}(x) \omega^{\frac{s}{2}-k+l, \frac{s}{2}-k+l}(x) d x=h_{n, l}^{\frac{s}{2}, \frac{s}{2}} \delta_{m n}, \tag{3.17}
\end{equation*}
$$

where

$$
\begin{align*}
h_{n, l}^{\frac{s}{2}, \frac{s}{2}} & =2^{2 k} \frac{\Gamma^{2}(n-k+1+s)}{(n!)^{2}}\left(d_{n+k, l}^{\frac{s}{2}-k, \frac{s}{2}-k}\right)^{2} \gamma_{n+k-l}^{\frac{s}{2}-k+l, \frac{s}{2}-k+l} \\
& =2^{s+1} \frac{\Gamma^{2}\left(n+\frac{s}{2}+1\right) \Gamma(n-k+l+s+1)}{(2 n+s+1)(n+k-l)!(n!)^{2}} \tag{3.18}
\end{align*}
$$

and $v$ is defined in (3.12). This equation can be derive from (2.11), (2.19) and (3.11). This property plays an essentially role in the analysis of the approximation of $\mathcal{J}_{n}^{-\frac{s}{2},-\frac{s}{2}}(x)$.

We point out in particular that with $k=0$ in (3.11), we have

Corollary 1. If $s \in(n-1, n)$ with $n \in \mathbb{N}$, then

$$
\begin{equation*}
D^{s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x)=C(n) \frac{\Gamma(m+1+s)}{m!} P_{m}^{\frac{s}{2}, \frac{s}{2}}(x) \tag{3.19}
\end{equation*}
$$

### 3.3. Sturm-Liouville problem

For $s \in(n-1, n), n \in \mathbb{N}$, we define the Riesz fractional Sturm-Liouville type operator:

$$
\begin{equation*}
\mathcal{L}^{s}:=-(1-x)^{\frac{s}{2}}(1+x)^{\frac{s}{2}} D^{s}(1-x)^{\frac{s}{2}}(1+x)^{\frac{s}{2}} D^{s} . \tag{3.20}
\end{equation*}
$$

Thanks to (3.20), one can immediately derive that $\mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x), m=0,1, \cdots$, are eigenfunctions of Riesz fractional SturmLiouville type equations. Indeed, we have the following result:

Theorem 3. Let $s \in(n-1, n), n \in \mathbb{N}$ and $x \in \Lambda$, then

$$
\begin{equation*}
\mathcal{L}^{s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x)=\lambda_{m, s} \mathcal{J}_{m}^{-\frac{s}{2},-\frac{s}{2}}(x), \quad m=0,1, \cdots \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{m, s}=-\frac{\Gamma^{2}(m+1+s)}{(m!)^{2}} \tag{3.22}
\end{equation*}
$$

Next, we derive an asymptotic estimate from $\lambda_{m, s}$ with fixed $s$.
From the following property of Gamma function:

$$
\begin{equation*}
\Gamma(x+1)=\sqrt{2 \pi} x^{x+1 / 2} \exp \left(-x+\frac{\theta}{12 x}\right), \quad \forall x>0,0<\theta<1 \tag{3.23}
\end{equation*}
$$

we can show that for any constant $a, b \in \mathbb{R}, n \in \mathbb{N}, n+a>1$ and $n+b>1$ (cf. [28]),

$$
\begin{equation*}
\frac{\Gamma(n+a)}{\Gamma(n+b)} \leq v_{n}^{a, b} n^{a-b} \tag{3.24}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{n}^{a, b}=\exp \left(\frac{a-b}{2(n+b-1)}+\frac{1}{12(n+a-1)}+\frac{(a-b)^{2}}{n}\right) \tag{3.25}
\end{equation*}
$$

Then we can immediately derive from (3.22) and the above that for fixed $s$, we have

$$
\begin{equation*}
\lambda_{m, s}=O\left(m^{2 s}\right), \quad \text { for } m \gg 1 \tag{3.26}
\end{equation*}
$$

## 4. Approximation by $\mathcal{J}_{n}^{-\alpha,-\alpha}$ (x)

In view of (3.4), we know that $\mathcal{J}_{n}^{-\alpha,-\alpha}(x), n=0,1, \cdots$ can be used as basis functions to deal with boundary value problem with boundary condition: $u^{(k)}=0, k=0,1, \cdots,\lceil\alpha\rceil-1$. Below, we establish their approximation properties.

We first introduce some notations about weighted Sobolev spaces. Let $\omega(x)>0$ be a weight function, then the weighted Sobolev space is defined by:

$$
\begin{equation*}
L_{\omega}^{2}(\Lambda)=\left\{u: \int_{\Lambda} u^{2}(x) w d x<+\infty\right\} \tag{4.1}
\end{equation*}
$$

with norm

$$
\|u\|_{w}=\left(\int_{\Lambda} u^{2}(x) w d x\right)^{\frac{1}{2}}
$$

Denote $L^{2}(\Lambda)=L_{\omega}^{2}(\Lambda)$ and $\|u\|=\|u\|_{w}$ if $w(x)=1$.
Furthermore, we define the non-uniformly Jacobi weighted space involving Riesz fractional derivatives as follows: Let $k=\left\lfloor\frac{s}{2}\right\rfloor+1, s \in(n-1, n)$ with $n \in \mathbb{N}$, and $l \in \mathbb{N}_{0}$, we denote

$$
\begin{equation*}
\mathcal{B}_{s}^{m, \nu}:=\left\{u \in L_{\omega^{-\frac{s}{2}},-\frac{s}{2}}^{2}(\Lambda): D_{v}^{s-k+l} u \in L_{\omega^{\frac{s}{2}-k+l, \frac{s}{2}-k+l}}^{2}(\Lambda), \text { for } 0 \leq l \leq m\right\}, m \in \mathbb{N}_{0}, \tag{4.2}
\end{equation*}
$$

where $v$ is defined in (3.12).
Let $\mathbb{P}_{N}$ be the set of polynomials of degree at most $N$. For $\alpha>0, \alpha \notin \mathbb{N}$, and any real number $\nu, \mu$, define the finite dimensional fractional-polynomial space

$$
\begin{equation*}
\mathbb{F}_{N}^{-v,-\mu}(\Lambda):=\left\{\phi=(1-x)^{v}(1+x)^{\mu} \varphi: \varphi \in \mathbb{P}_{N}\right\} \tag{4.3}
\end{equation*}
$$

In particular,

$$
\mathbb{F}_{N}^{-\alpha,-\alpha}(\Lambda)=\operatorname{span}\left\{\mathcal{J}_{n}^{-\alpha,-\alpha}(x), 0 \leq n \leq N\right\}
$$

We now show the completeness of $\left\{\mathcal{J}_{n}^{-\alpha,-\alpha}(x)\right\}$ in $L_{\omega^{-\alpha,-\alpha}}^{2}(\Lambda)$. Indeed, for any $u \in L_{\omega^{-\alpha,-\alpha}}^{2}(\Lambda)$, we have $\left(1-x^{2}\right)^{-\alpha} u \in$ $L_{\omega^{\alpha, \alpha}}^{2}(\Lambda)$. For $\alpha>0$, Jacobi polynomials $\left\{P_{n}^{\alpha, \alpha}\right\}_{n \geq 0}$ are mutually orthogonal and complete in $L_{\omega^{\alpha, \alpha}}^{2}(\Lambda)$, so we can uniquely expand

$$
\begin{equation*}
\left(1-x^{2}\right)^{-\alpha} u(x)=\sum_{n=0}^{\infty} \hat{u}_{n}^{\alpha, \alpha} P_{n}^{\alpha, \alpha}(x) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{aligned}
\hat{u}_{n}^{\alpha, \alpha} & =\frac{1}{\gamma_{n}^{\alpha, \alpha}} \int_{-1}^{1}\left(1-x^{2}\right)^{-\alpha} u(x) P_{n}^{\alpha, \alpha}(x) \omega^{\alpha, \alpha}(x) d x \\
& =\frac{1}{\gamma_{n}^{\alpha, \alpha}} \int_{-1}^{1} u(x) \mathcal{J}_{n}^{-\alpha,-\alpha}(x) \omega^{-\alpha,-\alpha}(x) d x
\end{aligned}
$$

Multiplying both sides of (4.4) by $\left(1-x^{2}\right)^{-\alpha}$, we obtain owing to the orthogonality of (3.6), we can expand any $u \in$ $L_{\omega^{-\alpha,-\alpha}}^{2}(\Lambda)$ as

$$
\begin{equation*}
u(x)=\sum_{n=0}^{\infty} \hat{u}_{n}^{-\alpha,-\alpha} \mathcal{J}_{n}^{-\alpha,-\alpha}(x) \tag{4.5}
\end{equation*}
$$

And it holds the Parseval identity:

$$
\begin{equation*}
\|u\|_{\omega^{-\alpha,-\alpha}}^{2}=\sum_{n=0}^{\infty} \gamma_{n}^{\alpha, \alpha}\left|\hat{u}_{n}^{-\alpha,-\alpha}\right|^{2} \tag{4.6}
\end{equation*}
$$

Consider next the $L_{\omega^{-\alpha,-\alpha}}^{2}$-orthogonal projection on $\mathbb{F}_{N}^{-\alpha,-\alpha}(\Lambda)$ defined by

$$
\begin{equation*}
\left(\pi_{N}^{-\alpha,-\alpha} u-u, v_{N}\right)_{\omega^{-\alpha,-\alpha}}=0, \quad \forall v_{N} \in \mathbb{F}_{N}^{-\alpha,-\alpha}(\Lambda) \tag{4.7}
\end{equation*}
$$

By definition, we have

$$
\begin{equation*}
\pi_{N}^{-\alpha,-\alpha} u(x)=\sum_{n=0}^{N} \hat{u}_{n}^{-\alpha,-\alpha} \mathcal{J}_{n}^{-\alpha,-\alpha}(x) \tag{4.8}
\end{equation*}
$$

Lemma 3. Let $\alpha>0, \alpha \neq n / 2$ with $n \in \mathbb{N}$, if $k=\lfloor\alpha\rfloor+1$, then $\forall l \in \mathbb{N}_{0}$, we have

$$
\begin{equation*}
\left(D_{v}^{2 \alpha-k+l}\left(\pi_{N}^{-\alpha,-\alpha} u-u\right), D^{l-k} w_{N}\right)_{\omega^{\alpha-k+l, \alpha-k+l}}=0, \quad \forall w_{N} \in \mathbb{P}_{N} \tag{4.9}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left\|D_{\nu}^{2 \alpha-k+l} u\right\|_{\omega^{\alpha-k+l, \alpha-k+l}}^{2}=\sum_{n=l}^{\infty} h_{n, l}^{\alpha, \alpha}\left|\hat{u}_{n}^{-\alpha,-\alpha}\right|^{2} \tag{4.10}
\end{equation*}
$$

where $h_{n, l}^{\alpha, \alpha}$ is same to (3.18) and

$$
v= \begin{cases}1, & \text { if }\lceil 2 \alpha\rceil \text { is odd, }  \tag{4.11}\\ 2, & \text { if }\lceil 2 \alpha\rceil \text { is even. }\end{cases}
$$

Proof. Since

$$
\left(\pi_{N}^{-\alpha,-\alpha} u-u\right)(x)=\sum_{n=N+1}^{\infty} \hat{u}_{n}^{-\alpha,-\alpha} \mathcal{J}_{n}^{-\alpha,-\alpha}(x)
$$

and $\mathbb{P}_{N}=\operatorname{span}\left\{P_{n}^{\alpha, \alpha}: 0 \leq n \leq N\right\}$, by (2.11), (2.19) and (3.19), we can derive (4.9).
Then, (4.10) can be derived directly from (3.17) and (4.5).
Now we are ready to show the main approximation results. In the sequel, we use $c$ to denote a generic constant.

Theorem 4. Assume $\alpha>0$ and $\alpha \neq n / 2, n \in \mathbb{N}$. Let $k=\lfloor\alpha\rfloor+1, u \in \mathcal{B}_{2 \alpha}^{m, v}$ with $m \in \mathbb{N}_{0}$, and $v$ be defined as in (4.11).
Then for $0 \leq l \leq m \leq N+k$,

$$
\begin{equation*}
\left\|D_{\nu}^{2 \alpha-k+l}\left(\pi_{N}^{-\alpha,-\alpha} u-u\right)\right\|_{\omega^{\alpha-k+l, \alpha-k+l}} \leq c N^{\frac{l-m}{2}} \sqrt{\frac{(N+k-m+1)!}{(N+k-l+1)!}}\left\|D_{v}^{2 \alpha-k+m} u\right\|_{\omega^{\alpha-k+m, \alpha-k+m}} . \tag{4.12}
\end{equation*}
$$

In particular, if $m$ is fixed, then

$$
\begin{equation*}
\left\|D_{v}^{2 \alpha-k+l}\left(\pi_{N}^{-\alpha,-\alpha} u-u\right)\right\|_{\omega^{\alpha-k+l, \alpha-k+l}} \leq c N^{l-m}\left\|D_{\nu}^{2 \alpha-k+m} u\right\|_{\omega^{\alpha-k+m, \alpha-k+m}} \tag{4.13}
\end{equation*}
$$

For $0 \leq m \leq N+k$, we also have the $L_{\omega^{-\alpha,-\alpha}}^{2}$-estimates:

$$
\begin{equation*}
\left\|\pi_{N}^{-\alpha,-\alpha} u-u\right\|_{\omega^{-\alpha,-\alpha}} \leq c N^{k-2 \alpha} \sqrt{\frac{(N+k-m+1)!}{(N+k+m+1)!}}\left\|D_{\nu}^{2 \alpha-k+m} u\right\|_{\omega^{\alpha-k+m, \alpha-k+m}} \tag{4.14}
\end{equation*}
$$

In particular, if $m$ is fixed, then

$$
\begin{equation*}
\left\|\pi_{N}^{-\alpha,-\alpha} u-u\right\|_{\omega^{-\alpha,-\alpha}} \leq c N^{k-(2 \alpha+m)}\left\|D_{v}^{2 \alpha-k+m} u\right\|_{\omega^{\alpha-k+m, \alpha-k+m}} \tag{4.15}
\end{equation*}
$$

Proof. We derive from (4.5), (4.7) and (4.9) that

$$
\begin{align*}
\left\|D_{\nu}^{2 \alpha-k+l}\left(\pi_{N}^{-\alpha,-\alpha} u-u\right)\right\|_{\omega^{\alpha-k+l, \alpha-k+l}}^{2} & =\sum_{n=N+1}^{\infty} h_{n, l}^{\alpha, \alpha}\left|\hat{u}_{n}^{-\alpha,-\alpha}\right|^{2}=\sum_{n=N+1}^{\infty} \frac{h_{n, l}^{\alpha, \alpha}}{h_{n, m}^{\alpha, \alpha}} h_{n, m}^{\alpha, \alpha}\left|\hat{u}_{n}^{-\alpha,-\alpha}\right|^{2}  \tag{4.16}\\
& \leq \frac{h_{N+1, l}^{\alpha, \alpha}}{h_{N+1, m}^{\alpha, \alpha}}\left\|D_{v}^{2 \alpha-k+m} u\right\|_{\omega^{\alpha-k+m, \alpha-k+m}}^{2}
\end{align*}
$$

By (2.18), (3.18), we have

$$
\begin{align*}
\frac{h_{N+1, l}^{\alpha, \alpha}}{h_{N+1, m}^{\alpha, \alpha}} & =\frac{\Gamma(N+l-k+2 \alpha+2)}{\Gamma(N+m-k+2 \alpha+2)} \frac{(N+k-m+1)!}{(N+k-l+1)!} \\
& =\frac{1}{(N+l-k+2 \alpha+2) \cdots(N+m-k+2 \alpha+1)} \frac{(N+k-m+1)!}{(N+k-l+1)!}  \tag{4.17}\\
& \leq N^{l-m} \frac{(N+k-m+1)!}{(N+k-l+1)!}
\end{align*}
$$

which, together with (4.16), implies (4.12).
Using (3.24) and the fact that $\Gamma(n+1)=n$ !, we have that for $m \leq N$,

$$
\begin{equation*}
\frac{(N+k-m+1)!}{(N+k-l+1)!} \leq N^{l-m} v_{N+k}^{2-m, 2-l} N^{l-m} \tag{4.18}
\end{equation*}
$$

where $v_{N+k}^{2-m, 2-l} \approx 1$ for fixed $m$ and $N \gg 1$. Therefore, we can derive (4.15) from (4.12).
Using a similar argument, we can derive the $L_{\omega^{-\alpha,-\alpha}}^{2}$-estimates. Indeed, by (4.6) and (4.10),

$$
\begin{align*}
\left\|\pi_{N}^{-\alpha,-\alpha} u-u\right\|_{\omega^{-\alpha,-\alpha}}^{2} & =\sum_{n=N+1}^{\infty} \gamma_{n}^{\alpha, \alpha}\left|\hat{u}_{n}^{-\alpha,-\alpha}\right|^{2}=\sum_{n=N+1}^{\infty} \frac{\gamma_{n}^{\alpha, \alpha}}{h_{n, m}^{\alpha, \alpha}} h_{n, m}^{\alpha, \alpha}\left|\hat{u}_{n}^{-\alpha,-\alpha}\right|^{2}  \tag{4.19}\\
& \leq \frac{\gamma_{N+1}^{\alpha, \alpha}}{h_{N+1, m}^{\alpha, \alpha}}\left\|D_{v}^{2 \alpha-k+m} u\right\|_{\omega^{\alpha-k+m, \alpha-k+m}}^{2} .
\end{align*}
$$

Similarly, by (2.12), (3.18) and (3.24) again, we obtain, for fixed $m$,

$$
\begin{aligned}
\frac{\gamma_{N+1}^{\alpha, \alpha}}{h_{N+1, m}^{\alpha, \alpha}} & =\frac{(N+1)!}{\Gamma(N+2 \alpha+2)} \frac{(N+k+m+1)!}{\Gamma(N+2 \alpha-k+m+2)} \frac{(N+k-m+1)!}{(N+k+m+1)!} \\
& \leq v_{N}^{2,2+2 \alpha} N^{-2 \alpha} v_{N+m}^{2,2+2 \alpha}(N+m)^{2 k-2 \alpha} \frac{(N-m+1)!}{(N+m+1)!} \\
& \leq c N^{2 k-(4 \alpha+2 m)} .
\end{aligned}
$$

This completes the proof.

## 5. Application to Riesz fractional differential equations

We consider in this section the application of $\left\{\mathcal{J}_{n}^{-\alpha,-\alpha}(x)\right\}$ to solve a class of fractional differential equations with Riesz derivatives with two kinds of boundary conditions: one is with Dirichlet boundary conditions, and the other is with integral BCs.

### 5.1. RFBVPs with homogeneous Dirichlet BCs

We consider the one-dimensional RFBVPs of order $2 \alpha \in(2 k-1,2 k)$ with $k \in \mathbb{N}$ :

$$
\begin{align*}
(-1)^{k} D^{2 \alpha} u(x) & =f(x), \quad x \in \Lambda \\
u^{(l)}( \pm 1) & =0, \quad l=0,1, \cdots, k-1 \tag{5.1}
\end{align*}
$$

where $f(x) \in L_{\omega^{\alpha, \alpha}}^{2}(\Lambda)$ is a given function.
For the above problem, we can determine its classical solution as follows. We expand:

$$
\begin{equation*}
f(x)=\sum_{m=0}^{\infty} f_{m} P_{m}^{\alpha, \alpha}(x) \tag{5.2}
\end{equation*}
$$

and assume that the solution $u(x)$ of (5.1) takes the form:

$$
\begin{equation*}
u(x)=\sum_{n=0}^{\infty} \tilde{u}_{n} \mathcal{J}_{n}^{-\alpha,-\alpha}(x) \tag{5.3}
\end{equation*}
$$

Obviously, $u(x)$ satisfies the boundary conditions, and by (3.19), we have

$$
\begin{equation*}
D^{2 \alpha} u(x)=\sum_{n=0}^{\infty} \tilde{u}_{n} D^{2 \alpha} \mathcal{J}_{n}^{-\alpha,-\alpha}(x)=(-1)^{k} \frac{\Gamma(n+1+2 \alpha)}{n!} \sum_{n=0}^{\infty} \tilde{u}_{n} P_{n}^{\alpha, \alpha}(x) \tag{5.4}
\end{equation*}
$$

Substituting (5.4) and (5.2) in (5.1), and thanks to the orthogonality of $P_{n}^{\alpha, \alpha}(x)$, we have

$$
\begin{equation*}
\tilde{u}_{n}=f_{n} /\left(2 \cos (\pi \alpha) \frac{\Gamma(n+1+2 \alpha)}{n!}\right) \tag{5.5}
\end{equation*}
$$

Since the expansion of $f$ is unique, so is the expansion (5.3).
Recall that $\mathbb{F}_{N}^{-\alpha,-\alpha}=\operatorname{span}\left\{\mathcal{J}_{n}^{-\alpha,-\alpha}(x): n=0,1, \cdots, N\right\}$. Then, a Petrov-Galerkin spectral method for (5.1) is: Find $u_{N} \in$ $\mathbb{F}_{N}^{-\alpha,-\alpha}$ such that

$$
\begin{equation*}
(-1)^{k}\left(D^{2 \alpha} u_{N}, v_{N}\right)_{\omega^{\alpha, \alpha}}=\left(f, v_{N}\right)_{\omega^{\alpha, \alpha}}, \quad \forall v_{N} \in P_{N} \tag{5.6}
\end{equation*}
$$

The solution to this discrete problem can be found directly as follows. Setting

$$
\begin{equation*}
u_{N}(x)=\sum_{n=0}^{N} \hat{u}_{n} \mathcal{J}_{n}^{-\alpha,-\alpha}(x), \tag{5.7}
\end{equation*}
$$

and plugging the above and (5.2) in (5.6), using (3.19) and the orthogonality of $\left\{P_{m}^{\alpha, \alpha}\right\}$ in $L_{\omega^{\alpha, \alpha}}^{2}(\Lambda)$, we find

$$
\begin{equation*}
\hat{u}_{n}=\tilde{u}_{n}=f_{n} /\left(2 \cos (\pi \alpha) \frac{\Gamma(n+1+2 \alpha)}{n!}\right), \quad \forall 0 \leq n \leq N \tag{5.8}
\end{equation*}
$$

As for the error estimate, we have
Theorem 5. Assuming $f^{(j)} \in L_{\omega^{\alpha+j, \alpha+j}}^{2}(\Lambda)$ for $0 \leq j \leq m$, we have

$$
\begin{align*}
& \left\|u-u_{N}\right\|_{\omega^{-\alpha,-\alpha}} \leq c N^{-2 \alpha-m}\left\|f^{(m)}\right\|_{\omega^{\alpha+m, \alpha+m}}  \tag{5.9}\\
& \left\|D^{2 \alpha}\left(u-u_{N}\right)\right\|_{\omega^{\alpha, \alpha}} \leq c N^{-m}\left\|f^{(m)}\right\|_{\omega^{\alpha+m, \alpha+m}} \tag{5.10}
\end{align*}
$$

Proof. It is clear from (5.8) that $u_{N}=\Pi_{N}^{-\alpha,-\alpha} u$. Hence, by (4.15), we have

$$
\left\|u-u_{N}\right\|_{\omega^{-\alpha,-\alpha}}=\left\|u-\Pi_{N}^{-\alpha,-\alpha} u\right\|_{\omega^{-\alpha,-\alpha}} \leq c N^{-2 \alpha-m}\left\|D^{2 \alpha+m} u\right\|_{\omega^{\alpha+m, \alpha+m}} .
$$

Since $D^{2 \alpha+m} u=f^{(m)}$, we conclude (5.9).


Fig. 1. Convergence results for problem (5.1) with Petrov-Galerkin method (left: $f(x)=\cos (\pi x)$, right: $\left.u(x)=\left(1-x^{2}\right)^{2}\right)$.
On the other hand, it is easy to derive from (5.6) that $(-1)^{k} D^{2 \alpha} u_{N}=\Pi_{N}^{\alpha, \alpha} f$, where $\Pi_{N}^{\alpha, \alpha}$ is the $L_{\omega^{\alpha, \alpha}}^{2}$-projector onto $P_{N}$. Hence, we have

$$
(-1)^{k} D^{2 \alpha}\left(u-u_{N}\right)=f-\Pi_{N}^{\alpha, \alpha} f
$$

Then, (5.10) is a direct consequence of the approximation result for $\Pi_{N}^{\alpha, \alpha}$ (cf. Thm. 3.35 in [20]).

### 5.1.1. Numerical tests

Now let us present several numerical examples to illustrate our Petrov-Galerkin method and validate the theoretical results.

Example 1. (Smooth right-hand side function). We take $f(x)=\cos (\pi x)$ as an example. In this case, it is easy to see that the solution is not smooth in the usual Sobolev spaces as it exhibits singularities at the endpoints.

The results for $2 \alpha=1.8,3.8,5.8$ are shown in the left of Fig. 1 which is draw in semi-log scale. We observe that all errors decay exponentially which agrees with our error estimate (5.9)-(5.10).

Example 2. (Smooth solution). We take $u(x)=\left(1-x^{2}\right)^{2}$ as an example. In this case, the right-hand side function $f(x)$ is non-smooth.

The results for $2 \alpha=1.2,1.8$ are shown in the right of Fig. 1 which is draw in $\log$ - $\log$ scale. We observe that it only has algebraic convergence as expected.

### 5.2. RFBVPs with fractional integral BCs

Setting $r=0, k=-1$ in (2.27), we have

$$
\begin{equation*}
\int_{-1}^{1} \frac{Q_{m}^{\frac{\nu-1}{2}, \frac{v-1}{2}}(\tau) d \tau}{|t-\tau|^{\nu}}=\frac{\pi \Gamma(m+v)}{m!\Gamma(\nu) \cos \frac{v \pi}{2}} P_{m}^{\frac{\nu-1}{2}, \frac{v-1}{2}}(t), m=0,1, \cdots \tag{5.11}
\end{equation*}
$$

By equation (5.11), one can readily derive that, for $s \in(n-1, n)$ with $n$ is a even number, it holds

$$
\begin{equation*}
I_{2}^{n-s} Q_{m}^{\frac{s-n}{2}, \frac{s-n}{2}}=\frac{\Gamma(m+s+1-n)}{m!} P_{m}^{\frac{s-n}{2}, \frac{s-n}{2}} \tag{5.12}
\end{equation*}
$$

On the other hand, setting $r=0, k=-1$ in (2.28), we have

$$
\begin{equation*}
\int_{-1}^{1} \frac{\operatorname{sign}(x-t)}{|x-t|^{v}} Q_{m}^{\frac{v}{2}, \frac{v}{2}-1}(t) d t=\frac{\pi \Gamma(m+v)}{m!\Gamma(v) \sin \left(\frac{\pi v}{2}\right)} P_{m}^{\frac{v}{2}-1, \frac{v}{2}}(x) \tag{5.13}
\end{equation*}
$$

which implies that, for $s \in(n-1, n)$ with $n$ being a odd integer, it holds

$$
\begin{equation*}
I_{1}^{n-s} Q_{m}^{\frac{s+1-n}{2}, \frac{s-1-n}{2}}=\frac{\Gamma(m+s+1-n)}{m!} P_{m}^{\frac{s-1-n}{2}, \frac{s+1-n}{2}} \tag{5.14}
\end{equation*}
$$

Hence, (5.12) and (5.14) indicate that $Q_{m}^{\frac{s-n}{2}, \frac{s-n}{2}}$ (resp. $Q_{m}^{\frac{s+1-n}{2}, \frac{s-1-n}{2}}$ ) can be used as basis functions to RFBVPs of "even" (resp. "odd") order with fractional integral BCs. Here a FDE of order $s$ is "even" (resp. "odd") means that $s \in(n-1, n)$ with $n$ being an even (resp. odd) number.

To fixed the idea, we consider the RFBVPs of order $s \in(1,2)$ or $(2,3)$ :

$$
\begin{equation*}
-D^{s} u(x)=f(x), \quad x \in \Lambda \tag{5.15}
\end{equation*}
$$

with boundary conditions:

$$
\begin{equation*}
I_{2}^{\mu} u( \pm 1)=0, \mu=2-s, \text { if } s \in(1,2) \tag{5.16}
\end{equation*}
$$

or

$$
\begin{equation*}
I_{1}^{\mu} u( \pm 1)=0, D I_{1}^{\mu} u(1)=D_{1}^{1-\mu} u(1)=0, \mu=3-s, \text { if } s \in(2,3) \tag{5.17}
\end{equation*}
$$

Let us first consider the case $s \in(1,2)$. Take $v(x):=I_{2}^{\mu} u(x)$, then a (weighted) weak formulation to (5.15)-(5.16) is: for $f(x) \in H_{\omega^{\alpha, \beta}}^{-1}(\Lambda)$ with a given pair $-1<\alpha, \beta<1$, find $v \in H_{0, \omega^{\alpha, \beta}}^{1}(\Lambda)$, such that

$$
\begin{equation*}
a(v, w)=(f, w)_{\omega^{\alpha, \beta}}, \quad \forall w \in H_{0, \omega^{\alpha, \beta}}^{1}(\Lambda) \tag{5.18}
\end{equation*}
$$

where

$$
a(g, h)=\int_{\Lambda} D g(x) D\left(h(x) \omega^{\alpha, \beta}(x)\right) d x
$$

Here, $H_{\omega^{\alpha, \beta}}^{1}(\Lambda)$ is the usual weighted Sobolev space and $H_{\omega^{\alpha, \beta}}^{-1}(\Lambda)$ is its dual space, $H_{0, \omega^{\alpha, \beta}}^{1}(\Lambda):=\left\{v \in H_{\omega^{\alpha, \beta}}^{1}(\Lambda), v( \pm 1)=\right.$ $0\}$. The continuity and coercivity of the bilinear form $a(\cdot, \cdot)$ is shown in [20] (Lemma 3.5). Hence, the above problem admits a unique solution $v \in H_{0, \omega^{\alpha, \beta}}^{1}$.

Let $\mathbb{P}_{N}^{0}:=\left\{u \in \mathbb{P}_{N}: u( \pm 1)=0\right\}$. In order to derive an efficient method, we take $\alpha=\beta=s / 2-1$. Then the Petrov-Galerkin method to (5.18) is: Find $v_{N}:=I_{2}^{\mu} u_{N} \in \mathbb{P}_{N}^{0}$ such that

$$
\begin{equation*}
a\left(v_{N}, w_{N}\right)=\left(f, w_{N}\right)_{\omega^{5 / 2-1, s / 2-1}}, \quad \forall w_{N} \in \mathbb{P}_{N}^{0} \tag{5.19}
\end{equation*}
$$

Since $\mathbb{P}_{N}^{0}$ is a subspace of $H_{0, \omega^{5 / 2-1, s / 2-1}}^{1}(\Lambda)$, the problem (5.19) admits an unique solution.
Denote

$$
\hat{P}_{m}^{s / 2-1, s / 2-1}(x)=\frac{m!\Gamma(s / 2)}{\Gamma(m+s / 2)} P_{m}^{s / 2-1, s / 2-1}(x), m \geq 0
$$

and set

$$
\phi_{k}(x)=\hat{P}_{k}^{s / 2-1, s / 2-1}(x)-\hat{P}_{k+2}^{s / 2-1, s / 2-1}(x), k \geq 0
$$

By (2.21), we have $\phi_{k}( \pm 1)=0, k \geq 0$. Hence, $\mathbb{P}_{N}^{0}=\operatorname{span}\left\{\phi_{k}(x): k=0,1, \cdots, N-2\right\}$.
On the other hand, denote

$$
\begin{equation*}
\varphi_{k}(x)=\left(1-x^{2}\right)^{s / 2-1}\left(a_{k} \hat{P}_{k}^{s / 2-1, s / 2-1}(x)-a_{k+2} \hat{P}_{k+2}^{s / 2-1, s / 2-1}(x)\right) \tag{5.20}
\end{equation*}
$$

where $a_{k}=\frac{k!}{\Gamma(k+s-1)}$. Then by (5.12), we have

$$
\begin{equation*}
I_{2}^{\mu} \varphi_{k}(x)=\phi_{k}(x) \tag{5.21}
\end{equation*}
$$

Therefore, setting

$$
\begin{equation*}
U_{N}:=\operatorname{span}\left\{\varphi_{k}(x): \quad k=0,1, \cdots, N-2\right\} \tag{5.22}
\end{equation*}
$$

the Petrov-Galerkin approximation to problem (5.15)-(5.16) is: find $u_{N} \in U_{N}$, such that

$$
\begin{equation*}
\left(D_{2}^{1-\mu} u_{N}, D\left(w_{N} \omega^{s / 2-1, s / 2-1}\right)\right)=\left(f, w_{N}\right)_{\omega^{s / 2-1, s / 2-1}}, \quad \forall w_{N} \in \mathbb{P}_{N}^{0} \tag{5.23}
\end{equation*}
$$

We now provide some implementation detail for (5.19) and (5.23). Writing $v_{N}=\sum_{k=0}^{N-2} v_{k} \phi_{k}(x)$ in (5.19) and taking $w_{N}=$ $\phi_{j}(x)$ for $j=0,1, \cdot, N-2$, we arrive at the following linear system:

$$
\begin{equation*}
S \bar{v}=\bar{f} \tag{5.24}
\end{equation*}
$$

where $S=\left\{s_{i, j}\right\}_{i, j=0}^{N-2}$ with $s_{i, j}=a\left(\phi_{j}, \phi_{i}\right), \bar{v}=\left[v_{0}, v_{1}, \cdots, v_{N-2}\right]^{T}$, and $\bar{f}=\left[f_{0}, f_{1}, \cdots, f_{N-2}\right]^{T}$ with $f_{j}=(f, w)_{\omega^{s / 2-1 . s / 2-1}}$, $j=0,1, \cdots, N-2$. Therefore, thanks to (5.21), we can recover $u_{N}$ by

$$
\begin{equation*}
u_{N}=\sum_{k=0}^{N-2} v_{k} \varphi_{k}(x) \tag{5.25}
\end{equation*}
$$

where $\varphi_{k}(x)$ is defined in (5.20). It can be easily shown that $S$ is a upper triangular matrix whose non-zero entries can be derived explicitly, so (5.24) can be easily solved.

Remark 1. One can also take $\alpha=\beta=0$ in (5.18) and the corresponding finite dimensional approximation. In this case, we can expand $v_{N}=\sum_{m=0}^{N-2} \tilde{v}_{m} P_{m}^{-1,-1}$ which leads to a diagonal system for $\left\{\tilde{v}_{m}\right\}$, but it is more difficult to compute $u_{N}=D_{2}^{\mu} v_{N}$. See the case $s \in(2,3)$ below for such an approach.

In order to describe the approximation error, we introduce the non-uniformly Jacobi-weighted Sobolev space $B_{\alpha, \beta}^{m}(\Lambda):=$ $\left\{u: D^{k} u \in L_{\omega^{\alpha+k, \beta+k}}^{2}(\Lambda), 0 \leq k \leq m\right\}, k, m \in \mathbb{N}$.

Theorem 6. Let $u$ and $u_{N}$ be the solution of(5.15)-(5.16) and (5.23), respectively. If $v=I_{2}^{\mu} u \in H_{0, \omega^{s / 2-1, s / 2-1}}^{1}$ ( $\Lambda$ ) and $D v=D_{2}^{1-\mu} u \in$ $B_{s / 2-1, s / 2-1}^{m-1}(\Lambda)$ with $m \in \mathbb{N}$, then we have

$$
\begin{equation*}
\left\|D_{2}^{1-\mu}\left(u-u_{N}\right)\right\|_{\omega^{s / 2-1, s / 2-1}} \lesssim N^{1-m}\left\|D_{2}^{m-\mu} u\right\|_{\omega^{s / 2+m-2, s / 2+m-2}} \tag{5.26}
\end{equation*}
$$

In particular, if $f^{(m-2)} \in L_{\omega^{s / 2+m-2, s / 2+m-2}}^{2}(\Lambda)$ with $m \geq 2$, then

$$
\begin{equation*}
\left\|D_{2}^{1-\mu}\left(u-u_{N}\right)\right\|_{\omega^{s / 2-1, s / 2-1}} \lesssim N^{1-m}\left\|f^{(m-2)}\right\|_{\omega^{s / 2+m-2, s / 2+m-2}} \tag{5.27}
\end{equation*}
$$

Proof. Using a standard argument, we derive immediately from (5.18) and (5.19) that

$$
\begin{equation*}
\left\|D\left(v-v_{N}\right)\right\|_{\omega^{s / 2-1, s / 2-1}} \lesssim \inf _{\hat{v}_{N} \in \mathbb{P}_{N}^{0}}\left\|D\left(v-\hat{v}_{N}\right)\right\|_{\omega^{s / 2-1, s / 2-1}} \tag{5.28}
\end{equation*}
$$

Let $\pi_{N, s / 2-1, s / 2-1}^{1,0}$ the orthogonal projection defined in [20] (cf. Equation (3.290)), and take $\hat{v}_{N}=\pi_{N, s / 2-1, s / 2-1}^{1,0} v$ in the last equation, we find

$$
\begin{align*}
\left\|D\left(v-v_{N}\right)\right\|_{\omega^{s / 2-1, s / 2-1}} & \lesssim\left\|D\left(v-\pi_{N, s / 2-1, s / 2-1}^{1,0} v\right)\right\|_{\omega^{s / 2-1, s / 2-1}}  \tag{5.29}\\
& \lesssim N^{1-m}\left\|D^{m} v\right\|_{\omega^{s / 2+m-2, s / 2+m-2}}(\text { cf. [20] Thm. 3.39) }
\end{align*}
$$

which, together with (5.15), implies (5.26), and (5.27), since $v=I_{2}^{\mu} u$ and $v_{N}=I_{2}^{\mu} u_{N}$.
We now present some numerical examples to illustrate our approximation results.
Example 3. (With smooth $f(x)$ ). We consider first (5.15) with a smooth $f(x)=\cos (\pi x)$.
The results are shown in the left of Fig. 2. We observe that, despite the fact that the solution is non-smooth at the endpoints, all errors decay exponentially. This is consistent with the error estimate (5.27).

Example 4. (With non-smooth $f(x)$ ). We also consider (5.15) with a non-smooth $f(x)=\cos (\pi x)(1+x)^{0.6}$.
The convergence results are shown in the right of Fig. 2. We observe that the error converges algebraically which is also consistent with (5.27).

Now let us turn to the case $s \in(2,3)$. Set $v(x):=I_{1}^{\mu} u(x)$, and define

$$
\begin{align*}
W & =\left\{w(x) \in H_{0}^{1}(\Lambda): D w \in L_{\omega^{-2,0}}^{2}(\Lambda)\right\}  \tag{5.30}\\
X & =\left\{w(x) \in W: D^{2} w \in L_{\omega^{0,2}}^{2}(\Lambda)\right\}
\end{align*}
$$

Then a weak formulation for (5.15) and (5.17) is: find $v \in W$, such that

$$
\begin{equation*}
\left(D v, D^{2} w\right)=-(f, w), \quad \forall w \in X \tag{5.31}
\end{equation*}
$$

Now we apply the dual-Petrov-Galerkin approximation [18] for (5.31). We define a pair of dual approximation spaces


Fig. 2. Convergence results for problem (5.15)-(5.16) (left: $f(x)=\cos (\pi x)$, right: $\left.f(x)=\cos (\pi x)(1+x)^{0.6}\right)$.

$$
\begin{align*}
& W_{N}=\left\{w(x) \in \mathbb{P}_{N}: w( \pm 1)=w^{\prime}(1)=0\right\} \\
& W_{N}^{*}=\left\{w(x) \in \mathbb{P}_{N}: w( \pm 1)=w^{\prime}(-1)=0\right\} \tag{5.32}
\end{align*}
$$

Then the dual-Petrov-Galerkin approximation for (5.31) is: find $v \in W_{N}$, such that

$$
\begin{equation*}
\left(D v_{N}, D^{2} w_{N}\right)=-\left(f, w_{N}\right), \quad \forall w_{N} \in W_{N}^{*} \tag{5.33}
\end{equation*}
$$

The following result is shown in [18] (cf. also [20] Thm. 6.4).
Lemma 4. Let $v=I_{1}^{\mu} u$ and $v_{N}=I_{1}^{\mu} u_{N}$ be the solution of (5.15)-(5.17) and (5.33), respectively. If $v \in W \cap B_{-2,-1}^{m}$ ( $\Lambda$ ) with $m \geq 2$, then we have

$$
\begin{equation*}
\left\|v-v_{N}\right\|_{\omega^{-1,1}}+N^{-1}\left\|D\left(v-v_{N}\right)\right\|_{\omega^{-1,0}} \lesssim N^{-m}\left\|D^{m} v\right\|_{\omega^{m-2, m-1}} \tag{5.34}
\end{equation*}
$$

We can then derive the following error estimate between $u$ and $u_{N}$.
Theorem 7. If $v \in W$ and $D_{1}^{1-\mu} u_{N} \in B_{-1,0}^{m-1}(\Lambda)$ with $m \geq 2$, then we have

$$
\begin{equation*}
\left\|D_{1}^{1-\mu}\left(u-u_{N}\right)\right\|_{\omega^{-1,0}} \lesssim N^{1-m}\left\|D^{m-\mu} u\right\|_{\omega^{m-2, m-1}} . \tag{5.35}
\end{equation*}
$$

In particular, if $f^{(m-3)} \in L_{\omega^{m-2, m-1}}^{2}$ with $m \geq 2$, then

$$
\begin{equation*}
\left\|D_{1}^{1-\mu}\left(u-u_{N}\right)\right\|_{\omega^{-1,0}} \lesssim N^{1-m}\left\|f^{(m-3)}\right\|_{\omega^{m-2, m-1}} \tag{5.36}
\end{equation*}
$$

We now provide some implementation detail for solving (5.33). Set

$$
\tilde{\phi}_{k}(x)=j_{k+3}^{-2,-1}(x), \quad \bar{\phi}_{k}(x)=j_{k+3}^{-1,-2}(x)
$$

It is clear from (2.26) that

$$
\begin{equation*}
W_{N}=\operatorname{span}\left\{\tilde{\phi}_{0}, \tilde{\phi}_{1}, \cdots, \tilde{\phi}_{N-3}\right\}, \quad W_{N}^{*}=\operatorname{span}\left\{\bar{\phi}_{0}, \bar{\phi}_{1}, \cdots, \bar{\phi}_{N-3}\right\} \tag{5.37}
\end{equation*}
$$

Thus, denote

$$
\begin{align*}
& v_{N}=\sum_{k=0}^{N-3} \tilde{v}_{k} \tilde{\phi}_{k}(x), \quad \bar{v}=\left(\tilde{v}_{0}, \tilde{v}_{1}, \cdots, \tilde{v}_{N-3}\right)^{T} \\
& f_{k}=\left(I_{N} f, \bar{\phi}_{k}\right), \quad \bar{f}=\left(f_{0}, f_{1}, \cdots, f_{N-3}\right)^{T}  \tag{5.38}\\
& s_{i, j}=\left(\tilde{\phi}_{j}, \bar{\phi}_{i}\right), \quad S=\left(s_{i j}\right)_{i, j=0}^{N-3}
\end{align*}
$$

the linear system (5.33) becomes

$$
\begin{equation*}
S \bar{v}=\bar{f} \tag{5.39}
\end{equation*}
$$



Fig. 3. Convergence results for problem (5.15)-(5.17). Left: $f(x)=\cos (\pi x)$; Right: $f(x)=\cos (\pi x)(1+x)^{0.6}$.
By the orthogonality (2.23), one can easily show that $S$ is a diagonal matrix [18]. Since the basis function $\tilde{\phi}_{k}(x)$ is a linear combination of Legendre polynomials (see equation (6.9) in [20]), then we can rewrite $v_{N}(x)$ in the form

$$
\begin{equation*}
v_{N}(x)=\sum_{m=0}^{N} v_{m} P_{m}^{s / 2-2, s / 2-1}(x) \tag{5.40}
\end{equation*}
$$

by Jacobi-Legendre transform. Then, we can recover $u_{N}$ by (5.14) with $n=3$ :

$$
\begin{equation*}
u_{N}(x)=D_{1}^{3-s} v_{N}(x)=\sum_{m=0}^{N} \frac{v_{m} m!}{\Gamma(m+s-2)} Q_{m}^{s / 2-2, s / 2-1}(x) \tag{5.41}
\end{equation*}
$$

Using the same data as in Examples 3 and 4, we plot the numerical result for (5.15)-(5.17) in Fig. 3. We observe that the results agree well with the error estimate (5.36).

Remark 2. For higher-order RFBVPs, one can apply a similar approach.

## 6. Concluding remarks

We developed in this paper efficient and accurate spectral Petrov-Galerkin methods for Riesz FPDEs with homogeneous Dirichlet BCs and fractional integral BCs. The methods are based on a new class of generalized Jacobi functions which are tailored to Riesz fractional derivatives. We derived useful properties of these generalized Jacobi functions, and in particular their optimal approximation results in non-uniformly weighted Sobolev spaces. By using various orthogonal properties of Jacobi polynomials and generalized Jacobi functions, we developed efficient Petrov-Galerkin methods for a class of Riesz FDEs, and derived rigorous error estimates. In particular, it is shown that the errors decay exponentially fast as long as the data (right-hand side function) is smooth, despite that fact that the solution has singularities at the endpoints. We also presented a number of numerical results to validate our error estimates.
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