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Abstract. We consider a Cahn-Hilliard gradient flow model with a free energy
functional, which contains a non-local term in addition to linear and non-linear
local terms. The non-local terms can be based on smooth and weakly singular
kernel operators. We establish the well-posedness of this problem, construct an
unconditional energy stable scheme, and carry out a stability and convergence
analysis. Several numerical results are presented to illustrate the efficiency and
robustness of the proposed scheme.
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1 Introduction

Various physical dissipative systems can be described by gradient flow models. A
large number of studies are conducted for gradient flows driven by local free en-
ergy (see [16,17,27-29,39,43] and the references therein), but these local models
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are inadequate to describe certain dissipative physical phenomena with long-range
interactions accurately. There has been a growing interest in modeling such systems
using non-local models in recent years. Our interest of study is a class of non-local
gradient flow models that are governed by the energy functional

Blil= [ Pzt [ v@)H@ide+5 [ [ Wi yn@y)izdy

where F'is an internal free energy density, H and W denote the confinement and in-
teraction potentials respectively. Such non-local models appear in several branches
of sciences, such as material science [21], biological systems (see [5,36]), physical
science (see [10,11]), etc. The interaction potential W may be smooth or singu-
lar in nature. The non-local models with a smooth kernel W are used in studying
granular flows (see [8,11]), interaction of gases (see [10,38]), biological aggregation
(see [24,36]), peridynamics [30], quasi-crystallization (see [2,6,20]) etc. Meanwhile,
the singular potentials are mostly used in modeling the interaction energy associ-
ated with a repulsive-attractive potential in the study of various atomic structures.
Such potentials are known as repulsive-attractive Morse or power-law potentials [14].
The studies in (see [3,12,36]) cover a variety of non-local interaction models with
such power-law potentials. The singular potentials make the interaction energy infi-
nite, and various interesting questions in the study of crystallization are raised with
these potentials, e.g., in [34], an asymptotic behavior of the ground state energy of
many-particle systems is mathematically analyzed, where the interaction energy is
represented by a singular potential kernel.

In this paper, we consider a Cahn-Hilliard gradient low model governed by the
non-local free energy containing both smooth and weakly singular potentials. It is
generally desirable that numerical methods for such systems preserve the discrete
energy dissipation law. In recent years, several popular numerical approaches are
proposed to construct energy stable schemes for gradient flows with nonlinear (lo-
cal) density function, for example, convex splitting method [17], stabilization method
(see [26,43]) and invariant energy quadratization (IEQ) method (see [39,42]), and
with non-local free energies containing only smooth interaction potentials, for exam-
ple, the Discontinuous Galerkin (DG) method [31], Primal-Dual methods [14], the
Back-and-Forth method [19] etc. In particular, the SAV approach [27] enjoys many
advantages compared with other approaches. In the convex spitting method [17],
one needs to solve nonlinear equations at each time step, which can be expensive,
and in the IEQ method, linear systems with variable coefficients need to be solved.
At the same time, the SAV scheme requires only the solution of linear systems with
constant coefficients at each time step. Besides, the first- and second-order SAV
schemes are unconditionally energy-stable and applicable to a large class of gradient
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flows. Additionally, in [28], the authors conducted convergence and error analysis
of the SAV scheme for gradient flow problems governed by local energy functional.

Motivated by the works (see [15,27-29]), we develop a SAV scheme for the pro-
posed gradient flow model with smooth and weakly singular kernels. Here, the main
challenge is that the kernel of the non-local term, i.e. the interaction potential, is
weakly singular and not bounded. To overcome this difficulty, we split the total
free energy density functional into two parts by placing the non-local term together
with the nonlinear (local) density function such that the integral of the singular
non-local term becomes bounded from below. Then, we design an energy-stable
scheme in which the non-local term is treated explicitly along with the nonlinear
(local) term. Furthermore, we establish the existence of a unique weak solution to
the continuous problem. With proper assumption on the initial condition, we show
that the sequence of approximate solutions admits convergence in the space con-
taining the continuous weak solution. The difficulty introduced due to the presence
of higher-order derivatives of the singular kernel function is handled by imposing
minimum assumptions on it. We also establish regularity results without requiring
Lipschitz continuity condition on the nonlinear function and carry out experiments
for both smooth and singular type kernel functions to validate our scheme.

The paper is organized as follows: Section 2 introduces the gradient flow mod-
els with non-local free energy and establishes the existence and uniqueness result.
In Section 3, we construct a first-order numerical scheme based on the the SAV
approach, and establish its stability, and convergence analysis. Sections 4 and 5
present a second-order scheme and numerical results, respectively. Some concluding
remarks are given in the last section.

2 A non-local Cahn-Hilliard model

In this section, we first introduce a Cahn-Hilliard gradient flow model with a non-
local free energy, followed by analysis on the existence of its unique weak solution.

We first introduce some notations. Let Q CR? (d=1,2,3) be an open bounded
domain. We denote the inner product between functions u(t) and v(t) by (u,v)=
Jou(t)v(t)dt, and use ||-|[y to denote the norm defined on the respective space V
and in particular, the notation ||-|| indicates the standard L?-norm. The dual space
of V is denoted by V’. We also define, for 1<p< oo,

vorvy={uw:om-vi( Tuv<t>|\@dt)p<oo}
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and for p=o0,

L®(0,T;V):= {v(t) [0,T] = V; ess sup|lo(t)||y <oo}.

te[0,7

For ¢ (x,t):Q2x[0,7] - R, we define the free energy functional E[¢] as:

E[]= /Q E@bﬁszrF(@Z))] dm+% /Q YKAde
=S (0L +HFW), 1) +5 (6, K0), 2.1)

where [0,7] is the time interval, £ is a non-negative symmetric linear operator
independent of ¢, F() is non-linear free energy density, and the operator K is
given by

waxraék@mn¢@¢m% (2.2)

where k(x,y)=h(x,y)l(z,y) (see [3,12] and the references therein) with {(z,y) being
a smooth function and

1 for smooth kernel,
h(z,y)=< |z—y|™* for weakly singular algebraic kernel when 0<a<d, (2.3)
In(|lz—yl|) for weakly singular logarithmic kernel when a=0.

Then, the H~! gradient flow corresponding to the free energy functional E[¢] is as
follows:

9y

5 s
u=g§:£¢+fwo+K¢, (2.4b)

where f(1) = F'(¢), along with the initial condition ¢ (x,0) = ¢y(x) and suitable
boundary conditions. For simplification, throughout the paper, we assume that
the boundary conditions are chosen such that all boundary terms will vanish when
integration by parts is performed, which is true for periodic boundary conditions or
homogeneous Neumann boundary conditions for p and . It is clear that the above
equation satisfies the energy dissipation law,

dE [ 0E Y

DY et 2= 220, 2.
o= 5% /Q/Nu R (2.5)
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Assumption 2.1. We make the following assumptions.

(i) The integral of the non-linear free energy density is bounded from below i.e.,
for some co >0,

/Q F()dz > co.

(i) The non-linear free energy density F(s)€C?(R), and

(a) there exists Cy >0 such that |f'(s)| <Cy(1+]|s|?), for d=1, 2, arbitrary
¢1 >0, and for d=3, ¢; € (0, 4) holds, and

(b) there exists Cy >0 such that |f”(s)| <Ca(1+|s|®), for d=1, 2, arbitrary
¢2>0, and for d=3, g2 € (0, 3) holds.

(iii) The kernel k(x,y) has continuous derivatives DS DYk(x,y) up to order 2 on
Q:=QxQ\{z—y}, where |B|+ |v|< 2 such that [37]

1+|z—y|*#l when a+|B|#0,

DEDZ, k(x,y)| <C
| k(@) 3{1+1n(|az—y|), when a+|8|=0,

holds. Here Cj is a constant, 3= (51,52, -,84) and v = (71,72,"-+,74) are
multi-indices with §;, ;> 0, |8|=3¢, ; and

() )" e e () ()

where $:<$1,I2,"‘ ,.Td) and y:(y17y27”'7yd)'

2.1 Existence and uniqueness result

We start with a few lemmas that are needed in the subsequent analysis.

Lemma 2.1 ( [28]). If |||l g1 <M and the assumption (ii) holds, then for any ¢ e H*
there exists a constant Cy (M) such that for 0<o <1,

IAF()]* < Cr(M)(1+]|A%]*) (2.6)
holds.

It is clear that both the algebraic and logarithmic kernels in (2.3) are integrable.
In the next lemma, we show that these integrals are bounded.
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Lemma 2.2. There exists éz>0 such that

’/OT (/OTh(t,s)ds>2dt‘ <(,,

where h(t,s) is the kernel function defined in (2.3).

Proof. For any 0<s5,t<1 and 0<a <1, we have

C | to C |
ds:/ d8+/ ds
.A |t —s|® o (t—s)~ ¢ (s—t)

_{—(t—s)l—a t+{<s—t>1—ar

11—« 0 l—« .
tl_a (T—t)l_a
= 2.
1—a+ l—a (2.7)
and
/T </T > /'TtQ / T t2(1 a
dt = dt
0 o |t—sl®
132 T t)3 20 T
_l’_
{ )(3— 20(1 { )(3— 2@)]
2T3 2a
T (1—a)(3-2qa)
Hence,

/OT (/OT |t—ls|ad8>2dt‘ < (1_25@?2&) <e. (2.8)

Similarly, we can obtain

T T 2
/ (/ ln|t—s|ds) dt
0 0

This concludes the proof. O

T3
‘ T ‘|9(lnT) —6InT+2| <co.

We derive the above result for one dimension. It can be extended for higher
dimensional functions as follows. Let, &, y€QCR?, where Q is bounded and hence
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there exists R; >0 such that QC{y:|y|<Ri}.

1 1
/ dy:/ —dz
alz— y\ i<k [T—Y[° jwtzl<hy 2]
Ry
< / L e / / —apd=ldpde
|z|<R2 |z|* Sd—1
R4~
<cs <oo, if a<d,
d—a

where for fix @, there exists Ry >0 such that {z:|x+2z| <R} C{z:|z| <Ry} holds.
Now using this above result, we can establish the following:

Lemma 2.3. Ify € H{and the kernel function satisfies the assumption (iii), then
there exists a constant C3>0 such that

1O/l z2l1 ] (2.9)

/ ()R, )| < Cr
Q

holds.

Proof. Applying the Cauchy-Schwarz inequality, we have

O (a,t)da| < K[| ] (2.10)

For the kernel function satisfying the assumptions (iii), using the Lemma 2.2 and
the Sobolev embedding result H? C L*°, we find

o=/ ([ k(m,yw(y,wdy)zdw
<[ B [ / ( / k(m,wdy)zdm]

<C3I¢ 1%, (2.11)
which implies the desired result. [

Theorem 2.1 (Existence and uniqueness of the continuous solution). Let T'> 0,
Yo € H?, and the assumptions (i)-(iii) hold. Then the problem (2.4) with L:=—A+\
(where X is a positive real-valued parameter which depends on the Sobolev embedding
constant) admits a unique solution in C(0,T;H?)NL*(0,T;H*).
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Proof. Existence: We shall use the Galerkin approach to establish the existence of
the continuous weak solution of the problem (2.4).

Consider an orthonormal basis of L?(f2), say {w;}, which are eigen-functions of
the linear operator —A, i.e., —Aw; =a;w;. We construct an approximate solution

by Y (-,t) =1 Cm,i(t)w; such that
(U wi) + (At Aw; ) + AV, Vi) + (A f (P ), w5)
+(AK Y, w;) =0, 1<i<m. (2.12)
We now proceed to derive a uniform bound for the sequence of approximate solutions

{tm}. Multiplying (2.12) by ¢,,:(t), @;mi(t) and a?é,, ;(t) respectively and taking
summation for i=1,2,---,m, in each of the three resultant equations, we can obtain

d -
%£||¢m||2+||A@/)m||2+)\||V@Z)m||2+(Af(@/)m),¢m)+(AlC@/)m,¢m):0, (2.13a)
d
B I P 19 2+ NP~ (AT (), A
— (AKtm, Athyn) =0, (2.13b)
d
Al A2 P I A+ (A (), A%

Summing up the above equations, we obtain

1d
5 77 [ Vmll 1A% 0w [P+ (L) [[IV A [P+ [ b+ AV |

SIAS (Wm), o+ Db+ A% |+ | (AK Y, o+ Athy + A%, . (2.14)

We now estimate the terms on the right-hand side using the assumptions (i)-(iii), the
results in Lemmas 2.1-2.3, the relation H2C L, and applying the Cauchy-Schwarz
and the Young’s inequalities as follows

(A S (Pm), Cm+ Aoy +A%y,) |

SCHIAF W) 124 Co ([0 P+ [ At 1P+ [ A%, ]|?)

< O3 [tm |2+ Col| At || 2+ Cs || A%y |2+ C1 (M), (2.15a)
(AR, o+ At + A%, )|

— ( /Q (DatyDak(2,y)+ Doy Dyk(2,y) ) (y)dy

[ D@ ) Vi @)y ot St 70,
Q
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<(|| [ araDeb@wvntuids| +] [ DocyDybiap)vnwty]

+ / Da (@) V() | ) (1l + A+ A% )

<Clmll + Vil o) (1o |+ 1| At |+ [ A% )
< Collvoml*+CrlI Vo |+ Csl| Ahin |*+ Col| VA |+ Cro | A% |*, - (2.15b)

where C; (for i=1,2,---,10) are some positive constants. We next combine these
results in (2.13) such that the following holds

e+ Curllbn 3 < 1), (216)
This result shows that ¢, is bounded independent of m in L>(0,T; H*)NL*(0,T; H*).
Therefore, a sub-sequence {t,,, } converges to 1) weakly in L?(0,T;H*) and weak-
star in L>(0,T;H?). As a consequence, the Aubin-Lions lemma [32] implies that
{tm, } converges to v strongly in L*(0,T;H?). These convergence results will be
used in proving that this weak limit is the weak solution of the continuous problem
(2.4).

To pass to the limit, we separately estimate each of the terms present in the
weak formulation (2.12). The estimation of the term involving the time derivative
can be ontained as in [32], hence, we skip it here. Estimations of the linear terms
are given below.

Let n(t) € C1([0,T]) be an arbitrary function satisfying n(7)=0. Applying the
Cauchy-Schwarz inequality, the assumption (iii) on the kernel function, and the
result in Lemma 2.3, we obtain the following results for we H?,

T
/ (A, = A, Aw)n(t)dt < || Atpm, = Al 20,102 [[1(1) Awl| L2(0.7:22)
0
< mi =l 20,02 [I0(8) A 20,722, (2.17a)

T
/ (VY — Vb, Aw)n(t)dt < ||, — || 220,00 I1(E) Aw|| £2(0,7:22), (2.17b)
0

/ (AR~ ARG (1)t = / (Bt — b A (1)
0 < Colltm — 0t IO A oy, (2170
[ @15 a0t = [ ()10, St

< Dm0 mam I Al ey, (2170)
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where L is a positive constant, and we refer [28] for the details of the estimation
of the last term containing the non-linear function. We observe that the strong
convergence of {1,,, } implies that all the right-hand side terms tend to zero strongly
as k—o00. Hence, passing the limit £— oo in the weak formulation (2.12), we obtain
the following

%(w,w)+(A¢,Aw)+A(V¢,Vw)+(Af(¢),w)+(Af(¢,w):O, Vwe 2, (218)

in the distribution sense in (0,77). Besides, it can be easily shown that ¢ (x,0) =1,
using the continuity of ¥ (t) about ¢ obtained from a standard result in [33]. This
result is a consequence of

U = =AY+ AP+ A f()+AK(¢) € L*(0,T;H?) C L*(0,T;(H*)')
obtained from (2.18) and using ¢ € L*(0,T; H?).

Uniqueness: Let 11 and ¢, be two solutions to the problem (2.4) and ¢ =
(1)1 —1bo) satisfies the following,

O+ A% - AAG=(Af (1)~ Af(W2)+ (ARKY —AKY, ). (219)

We first take inner product of (2.19) with ¢ and integrating further we obtain

d - -
%H¢||2+IIA¢|I2+AIIV¢||2:<f(w1)—f(w2>7A¢)+(Kw1—Kw27A¢)
(f'(01+(1=0)p2)p, A) + (K1 — Kipy, Ag),  (2.20)

for 0<6<1. Applying the assumption (i), we can bound the derivative of f in [1)1,1)s].
Further employing Cauchy-Schwarz and Young’s inequalities, the assumption (iii)
on the kernel function, and the result obtained in Lemma 2.3, the two terms on
the right-hand side can be estimated. Later, combining the estimated results with
the left-hand side terms and assigning appropriate values to arbitrary constants, we
finally reach at the following

d .
el <Culll’, (2.21)

where Cy is a positive constant and this result implies
8]l < Cse'll gl for te[0.T]. (2.22)

As ¢y=0, thus the uniqueness of the solution is proved. O
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3 A first-order scheme based on the SAV approach

In this section, we construct a SAV scheme to solve the H~! gradient flow model
given by (2.4). Following [28], we introduce a scalar auxiliary variable r(t) =
E1 [¢]+CQ, where

Bilvl= [ Pzt [ [ e w)oiw.tiedyde

and Cj is a positive constant such that E;[¢] > —Cy, as Ei[] is bounded below
using the assumption (i) and Lemma 2.3. Without loss of generality, we take Cy=0
below and hence Ej[1)] >6>0. Then, we expand the gradient flow problem (2.4) as
follows:

aa—if—Au, (3.1a)
=t () +K)), (3.10)
dr 1 ~ oY

PN [ (rr+kw) 5 (3.1¢)

Taking the inner product of the first two equations with p and %—f respectively
and multiplying the last equation by 2r, we obtain the following after successive

substitutions in the first equation (3.1)

dE  d

L Ap)=—||Vpu|?<o.

= |30+ | =t =19l

We divide the time interval [0,77] into N(>0) uniform time intervals with step size
dt==%. Denoting ¢, ! and r"™! as the approximations of ¢ ("), u(¢"*!) and
r(t"T1) respectively, a first-order implicit-explicit scheme (IMEX1) for (3.1) is

n+1__ ,/n
¢ 5 ¢ :A/JJnJrl7 (323)
n+1
n+1 r n (o],
20— (ST R, (3.20)
7,,nJrl —pn B 1 . ¢n+1 ¢n
= g (e R (3:20)
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By taking the inner products of the first two equations in (3.2) with x"*! and ¢n+; - L

respectively, and multiply the last equation by 2r"*!, we arrive at the following,

Fa e O B Rl

+ [%(wn—i_l_wn?E('@bn—i_l_wn))+(rn+l_7ﬂn)2:|
=—dt[|Vu" ] <o, (3.3)

which indicates that the scheme is unconditionally energy stable with a modified
energy. Since L:=A+\ with A>0, we derive immediately from the above that there
exists a positive constant M such that for all ne€[0, N—1], we have

[ [+ < M (3-4)

By using a similar procedure as described in [28], the scheme can be efficiently
implemented by solving two fourth-order linear equations with constant coefficients
at each time step.

3.1 Stability in stronger norms

The inequality (3.3) provides a uniform stability in terms of the norm induced by
the inner product (£-,-). In order to establish the convergence and error analysis,
we need to establish a stability in a stronger norm.

Theorem 3.1 (Stability). Let the assumptions (i)-(ii) hold for the non-linear free
enerqy density and its higher order derivatives, and the linear kernel function satis-

fies the assumption (iii). Assume that v°€ H* and the constant M is given in (3.4).

Then for all N < %, we have

N N
||A¢N||2+||V¢Nl|2+é15tz||A277/)n+1||2+c_'25tz||VA¢”+1”2
n=0 n=0

N
+Cs6ty [ Ay

n=0

<Co(M)+Cadtl[v° 3+ 1 A0° |+ V0%, (3:5)

where C; for i=1,2,3,4 are positive constants independent of the time step size 6t.
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Proof. We first substitute ¢! in the first equation in (3.2) and in the following we
take inner product of the resultant equation once with A"+t

<¢n+;t wn AwnJrl) (A2¢n+1 A¢n+1)+)\(A¢n+1 A¢n+1)

n+1

P (S AREN A0, (36

and with AZyn+!
wn—&-l wn
( - A2¢”+1> (A2¢n+l A2¢n+l>+)\(A¢n+l A2wn+1)

+m(ﬁf(l/)n)ﬂLA’CWn)»AQwH)- (3.7)

Integrating by parts in the above equations, we obtain

1
5 (VU =V VO [ VAT P A Ay

s

rn—i—l N
L (AFWM) AR, Ayt |
< @rwn Ak Av)

and

1
_(AwnJrl_Awn AwnJrl)‘i‘HAanJrl||2+)\HvAwn+1H2

<
Thanks to the assumption E;[¢)] >3 >0 and the bound (3.4), we have
’TTL+1 | M
L <
Eqy[ym] ~ 0
Then, using the identity (a—b,a)=3(||al|*~||b]|>+|la—b|[*), the Cauchy-Schwarz and
Young’s inequalities and the results (2.6), we arrive at the following

n+112 n n+1(12 n
o (AU P [ AG )+ (1964 2= 767
FOH A% 24 Cy [ VA" 24 C | Ag™ |2
+O ([[A% P —[[A%)"2) +-C5 (VAL ™ [V Ay™|1?)
+C5 (| AP —[|Ag™|?) < (M),

where C/ for i=1,2,---,6 are positive constants. Now summing up the above relation
for n=0,1,2,---,(N—1), we finally obtain (3.5). m
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3.2 Convergence analysis

The scheme (3.2) produces sequences of approximate solutions. In this subsection,
we establish the convergence of these sequences. First, we introduce a few notations
to simplify the presentation. For any ¢ in [ndt,(n+1)dt] and any n>0, we define the
following functions

() Yu(t) =y, () =9";
(b) 3(t) is piecewise linear function with 13(ndt) =" and 13((n+1)dt) ="
Similarly, we define 71 (t), m2(t) and r3(t) respectively using {r"}.

Theorem 3.2. Let, v°€ H* and the assumptions (i)-(iii) hold for the non-linear free
energy density function, its derivative and the non-linear kernel function respectively.
Then ;—) strongly in L*(0,T;H*=?) (V8>0), weakly in L*(0,T;H*), weak-star in
L>(0,T;H?) and r; —r=+/E1(¢) weak-star in L=(0,T) as 6t —0.

Proof. Let n(t) be a real-valued smooth function defined on [0,77] with n(7")=0. We
first multiply the first two equations in (3.2) by w(x)n(t) and further combining
them, we integrate the resultant equation in space and time. Again, multiplying
the third equation in (3.2) by () and integrating in time, we obtain the following
equations which (v, r;) satisfies:

/0 00 | (302,80 AT, V)41 (0) R (), D)

:/0 (¥s,wn'(8))dt+ (0", wn(0)), Vwe H. (3.8a)
g 77(75) ” a'lvb?) o g / 0

|| K = [ @), (3:8b)

The stability result in (3.5) using the assumption ¢° € H* implies,
(R1) ; are bounded in L>(0,T;H?*)NL*(0,T;H*).

(R2) r; are bounded in L*(0,T).

Based on the notational convention, we see that

awg _ wn+1 _wn _
ot ot

A’un—&-l

and this implies
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(R3) %2 is bounded in L?(0,T;(H?)"). Besides,

(R4) for some positive constants C; and Ca, ||t —;|r20.r.22) < C1V6t and ||r;—
7"j||L2(o,T)§C2\/E-

From these above results, we obtain sub-sequences {1;,,} and {r;,,}, for i=1,2,3
such that for m— oo

(R5) ;. —1; weakly in L2(0,T; H*) and weak-star in L>(0,T;H?).

(R6) 7;m—7; weak-star in L>(0,7).

(R7) 2y 955 woakly in L2(0,T;(H?)).

Now, using the Aubin-Lions lemma [32], we find that ;,, — 1; strongly in
L*(0,T;H*=#), for >0 and hence applying (R3), we obtain

Ur=to=13=1) and 7 =Ta=r3=T.

Now using these strong results, the Cauchy-Schwarz inequality, the Sobolev embed-
ding result, we can easily pass the limit in (3.8) for the linear terms. Here we need
to show the convergence of the non-linear terms, such as

n(t)

2/ Er[a,m]

We observe that using the result in (R1), the strong convergence result, the as-
sumption (iii) on the kernel function, and the result in Lemma 2.3, we reach the
following;:

87#?,m)

f(b2m), Eiltam] and (f(wlm)—i_le(l/}Q,m)?W‘

(1) f(tom)— f(¢) strongly in L*(0,T;H") [28].
(II) E1[tpo,m| — E1[t)] weak-star in L>°(0,T").

We further proceed to establish the convergence of the remaining non-linear term
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using the assumptions (i)-(iii) on the local and non-local terms as follows:

[ 52 (stwam) R, 2 it [ (1) K005

fln® ‘ O
S/o 2/ [9m) <f(w2,m> f@), ot )dt
' L ‘ N % 8w3,m
+/0 o/ Er[am] (K=K, o ) at
+/0 2v/ Er[th2,m] (f(w)ﬂc(w)’ ot )dt
]| 1 1 ' ey ‘
_ o 204
—i—/o 2| VE[,m] \/El[z/;]‘ <f<1/})+ (w)’ét) t
<C|If (om) = F ()2 0,730 0@;,,” o
2(0,T;(HY)
+CH¢2’m_wHL2(O,T;H2) a,lggt’m
L2(0,T5(H')")

(¢3,m—¢)>

(r)+Ew), "=y g

+o/OT
I

o / Bl Bl (£ 0. 5 )

Clearly, the right-hand side goes to zero using (R5)-(R7) and (I)-(II) above, and by
the uniqueness, we obtain the desired results. O

3.3 A second-order scheme

Similarly, we can construct linear, second-order schemes with unconditional energy
stability. For example, a second-order implicit-explicit scheme (IMEX2) is as follows:

Un-i—l —n

=Au"t2 )
5 Il (3.9a)

L — <f(@"+%)+lﬁ(@”+%)> , (3.9b)
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ptl_pn 1 FETO o\ o
- ) (e >—, 3.9¢
=g LR h) (3:90
where
n+1 n n+1 n
+v 1 VT4 1 3 1
O S L S e B T [y Nt o
2 2 2 2
Taking the inner products of the first equations with u”*é, ”nJr;—t_”n respectively

Tn+1+7,n

and multiplying the last equation with , we can easily derive that the above
scheme is unconditionally energy stable with a modified energy. The above scheme
can also be efficiently solved as described in [28], and the convergence analysis can
also be carried out in a similar manner.

4 Numerical experiments

In this section, we carry out numerical experiments to validate the proposed schemes
for solving various Cahn-Hilliard non-local models. In each numerical experiment,
we compare the performance of the first-order scheme (3.2) (denoted by IMEX1)
and the second-order scheme (3.9) (denoted by IMEX2) with different time step
sizes. Here we consider a few cases with smooth and singular kernels.

In all the experiments, we consider 2:=[0,27) % [0,27) with periodic condition and
random initial data, 1y(2)=0.15Rand(x), where the function Rand(x) is uniformly
distributed random function in [—1,1] x [—1,1]. For the spatial discretization, we ap-
ply Fourier Spectral method with grid size 256 x256. The choices of the smooth and
non-smooth kernel functions are motivated from the studies on quasi-crystallization
and repulsive-attractive power-law potentials representing the non-local interaction
energy components.

Example 4.1 (Non-local term with smooth kernel). We choose the kernel function

to be 1, 1, 1,4 1
I :—'r‘(l L2t a ls _8)
(r)=e +2’r—|—4r+6r+8fr
for r=+/x?+y?. This kernel function is a combined form of the kernel functions
mentioned in the studies on various quasi-crystals [2,20]. Fig. 1 presents the snap-
shots of the phases at different time steps produced from the IMEX1 and IMEX2
schemes. The plots in the first and last rows are produced by the IMEX1 scheme
with time step sizes 107° and 1073 respectively and the middle row plots are gen-
erated using the IMEX2 scheme for ¢t =1073. Fig. 2 presents the comparison of

the original and modified energies evolution with time for both the schemes with
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Figure 1: Example 4.1. IMEX1 with 6t=107° (first row), IMEX2 (second row) and IMEX1 (third row)
with 6t=1073.

Origianl energy Modified energy
2500 K 2500
2000 \
2000
1500 IMEX1 at=10"
-3 )
IMEX2 4t=10 1500 IMEX1 5t-10_3
IMEX1 3t=10" IMEX2 4t=10
1000 -3
IMEX1 4t=10
1000
500
] 500
0 0.02 004 006 008 0.1 o 002 004 006 008 0.1

Figure 2: Example 4.1. Original and modified energy comparison plots.

different time step sizes. Besides, Fig. 3 compares the evolution of the numerically
computed auxiliary scalar variable with its continuous representation for both the
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IMEX1 5t=10"5 IMEX2 st=10"3 IMEX1 §t=10"3
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140 140
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R —

130 130 130
o 002 004 008 008 01 o 002 004 0068 008 01 0 00z o004 006 008 01

Figure 3: Example 4.1. Auxiliary variable comparison plots.

schemes.

It is evident from the plots that the results by IMEX1 with §t=10"° and IMEX2
with 6¢t=10"3 agree well while those by IMEX1with §t=10"2 is not satisfactory.
Therefore, in the following examples we shall only present the results using IMEX1
with 6t=10"" and IMEX2 with §t=1073.

Example 4.2 (Non-local term with weakly singular kernels). (a) Logarithmic ker-
nel:] Here we hypothetically consider

k(z,y)=e"In(|z—yl).

Fig. 4 presents the phase snapshots at different time steps evaluated using the
IMEX1 scheme with §t=107% and the IMEX2 scheme with 6t=1073.

(b) Algebraic kernel:] The use of algebraic kernels can be found in the studies of
various atomic structures. Thees types of kernels represent the interaction energies
among the electrons and nucleons. In this case the kernel functions are chosen based
on the studies conducted by C. M. Topaz [36] and J. A. Carrillo [12]: k;(z,y)=
|z —y|~“ with three different choices for «;, where i=1, 2, 3, and we denote these
cases by (bl)-(b3), respectively. We have considered a; =0.5, ap=1.0 and a3 =1.5.
Numerical results for these three algebraic kernels (bl)-(b3) are presented in the
Figs. 5-7 respectively. Besides, Fig. 8 presents the comparison of the original and
modified energy evolution with time for IMEX1 and IMEX2 schemes for the last
numerical example.

We observe from the above plots that the results produced by IMEX1 with
0t =107° and IMEX2 with §t =103 are indistinguishable, indicating that these
numerical results are trustworthy.
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Figure 4: Logarithmic kernel: IMEX1 with 6t=10"> (first row), IMEX2 with 6t=10"3 (second row).
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Figure 5: Example 4.2(b1). IMEX1 with 6t=10"" (first row), IMEX2 with 6t=10"3 (second row).
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Figure 6: Example 4.2(b2). IMEX1 with 6t=10"" (first row), IMEX2 with 6t=10"2 (second row).
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Figure 7: Example 4.2(b3). IMEX1 with §t=10"5 (first row), IMEX2 with §¢t=10"2 (second row).
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Origianl energy Modified energy
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Figure 8: Example 4.2(b3). Original and modified energy comparison plots.

5 Concluding remarks

The gradient flow models with weakly singular non-local terms are widely used in
modeling various physically relevant dissipative systems. We investigated in this
paper the well posedness of these models, and constructed efficient, simple, and un-
conditional energy-stable SAV schemes for its numerical approximation. Our theo-
retical results are applicable to a wide range of the models with smooth or weakly
singular kernels, and provided mathematical insights into the stability and regu-
larity of these models. Our numerical experiments validated the proposed schemes’
robustness in solving such nonlinear problems with smooth or weakly singular kernel
functions.
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