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a b s t r a c t

We develop in this paper a moving mesh spectral method for the phase-field model of two-
phase flows with non-periodic boundary conditions. The method is based on a variational
moving mesh PDE for the phase function, coupled with efficient semi-implicit treatments
for advancing the mesh function, the phase function and the velocity and pressure in a
decoupled manner. Ample numerical results are presented to demonstrate the accuracy
and effectiveness of the moving mesh spectral method.

� 2009 Elsevier Inc. All rights reserved.

1. Introduction

The (diffusive) phase-field model, as an alternative to the sharp-interface model for free surface problems, has been suc-
cessfully applied to describe meso-scale morphological pattern formations and interfacial motions in many material pro-
cesses and two-phase flows (see, for instance, [1,2,19,7,18,26,25] and the references therein).

While the phase-field method has proven to be robust and versatile, it usually involves a high computational cost when a
fixed grid method is used, for one needs to resolve the thin diffusive interfaces. In most cases, the interfacial regions occupy
only a very small fraction of the total volume so most of the grid points in a fixed grid are not well utilized. This situation
naturally calls for an adaptive procedure. Since the phase-field model consists of dynamic equations, it is more effective to
use a moving mesh strategy than a local refinement one, we refer to [9] for a recent effort in this direction using a finite ele-
ment approach in the physical domain. On the other hand, from the spectral method point of view, it appears that the only
way to maintain spectral accuracy in an adaptive procedure seems to be finding a suitable smooth mapping which maps a
function with large gradients to a smooth function. The moving mesh strategy provides a mean to determine such a mapping
dynamically. Therefore, it is natural to develop a moving mesh spectral method for the phase-field model of two-phase flows
in the computational domain (which is the mapped physical domain).

Although the moving mesh method has been well developed for finite difference and finite element methods (cf.
[24,4,5,16,15,17] and the references therein), its applications to spectral method have been rather scarce, mainly because
the transformed equation becomes highly complex and difficult to solve efficiently with a spectral method; and to a less ex-
tent, the numerical solution of the moving mesh partial differential equation (MMPDE) is not necessarily smooth so it is dif-
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ficult to achieve high-accuracy even with a spectral method. In [11,12], the authors developed a semi-implicit Fourier-spec-
tral moving mesh method for the Allen–Cahn and Cahn–Hilliard equations with periodic boundary conditions and showed
that such a moving mesh method leads to significant savings as compared with the fixed grid Fourier-spectral method.

The purpose of this paper is to develop an efficient moving mesh spectral method for the phase-field model of two-
phase flows with non-periodic boundary conditions. For the spatial discretization, we will use the fast spectral-Galerkin
method for separable geometries developed in [20,22]. These methods are most efficient for solving elliptic equations with
constant coefficients and with moderately varying coefficients. Therefore, a designing principle for the time discretization
is to avoid, as much as possible, solving problems with non-constant coefficients at each time step, while allowing reason-
ably large time steps. This becomes a tricky demand as a coordinate transform renders all differential operators with con-
stant coefficients to that with non-constant coefficients. We observe that our designing principle is very similar to that
used in [11] which is however restricted to Allen–Cahn phase equations with periodic problems. The issues we address
in this paper include:

� Identifying a suitable moving mesh strategy to determine the coordinate transform dynamically.
� Designing an efficient and stable time discretization scheme, for the mapped phase equation with a Lagrange multiplier,

which does not suffer from the stiffness associated with the thin interfacial width and conserves the volume fraction well.
� Designing an efficient and stable time discretization scheme for the Navier–Stokes equations which does not involve the

costly pressure solver.
� Combining the separate treatments for MMPDE, phase equation and Navier–Stokes equations together with the fast spec-

tral-Galerkin method to form a robust and efficient moving mesh numerical scheme for two-phase flows, and investigate
the effectiveness and accuracy compared with the fixed grid method.

The rest of the paper is organized as follows: In the next section, we first introduce the phase-field model for two-phase
incompressible flows and review the framework for the MMPDE. Then, in Section 3, we describe in detail our numerical
method for the coupled nonlinear system: our method consists of semi-implicit schemes for the MMPDE, the phase equation
with Lagrangian multiplier and the Navier–Stokes equations based on a modified penalty formulation. In Section 4, we pres-
ent several numerical results to illustrate the effectiveness and the correctness of our scheme by comparing with the usual
fixed grid method (FGM). We conclude with a few remarks in the last section.

2. Phase-field model and moving mesh PDE

2.1. A phase-field model for two-phase incompressible flow

Let X be the physical domain filled with two incompressible fluids separated by a free moving interface. As in [18], we
introduce a phase function /ðxÞ, defined on the physical domain X, to label the two phases. Namely, we set /ðxÞ ¼ 1 in
one phase and /ðxÞ ¼ �1 in the other phase with a thin smooth transitional layer across the interface. Then, the level set
fx : /ðxÞ ¼ 0g represents the interface. Introducing the elastic ‘‘mixing energy”:

Wð/Þ ¼
Z

X

1
2
jr/j2 þ 1

4g2 ð/
2 � 1Þ2

� �
dx; ð1Þ

where g is an artificial width for the ‘‘diffusive” interface, we determine the phase evolution through a gradient flow (cf.
[18]):

/t þ u � r/ ¼ �c
@W
@/
¼ c D/� 1

g2 /ð/2 � 1Þ
� �

; ð2Þ

where u is the velocity field of the flow, the parameter c represents the elastic relaxation time scale of the fluid system. It can
be expected that as c; g! 0, (2) converges to the classical two-phase fluid system. Therefore, the accuracy of the diffusive
interface model (2) improves as c;g decrease. However, the computational cost also increases as c;g decrease. So how to
choose c;g to balance the accuracy and cost is a delicate manner. We refer to [10] for a more detailed discussion on this
matter.

The phase Eq. (2) does not conserve volume fraction, so following [25] we introduce below a scalar function hðtÞwhich act
as a Lagrange multiplier to enforce the conservation of the volume fraction:

/t þ u � r/ ¼ c D/� 1
g2 /ð/2 � 1Þ þ hðtÞ

� �
;

d
dt

Z
X

/dx ¼ 0:
ð3Þ

The momentum equation for the flow, with a Boussinesq approximation for the variable density, takes the usual form:

q0ðut þ ðu � rÞuÞ ¼ f �rpþr � r; ð4Þ
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where q0 is the background density (usually taken as the average of the two different densities of the two fluids), f includes
the external body force and the gravity force due to the density difference in the two fluids, p is the pressure and r is the
deviatoric stress tensor which includes the viscous tensor and the induced elastic stress tensor. When we take into account
the competition between the kinetic energy and the elastic energy, we find (cf. [18]):

r ¼ lð/Þ½ruþ ðruÞt� � kðr/�r/Þ; ð5Þ

where lð/Þ is the dynamic viscosity coefficient, and the termr/�r/ is the induced elastic stress due to the elastic mixing
energy, and k corresponds to the ratio between the kinetic energy and the elastic energy, and its ratio with g is proportional
to the traditional surface tension energy (cf. [26]). A particular choice for lð/Þ is the geometric average of l1 and l2 which
are the dynamic viscosity of the two fluid phases, namely:

1
lð/Þ ¼

1þ /
2l1

þ 1� /
2l2

: ð6Þ

For more details on the phase-field model for two-phase flows, we refer to [18].

2.2. The MMPDE

Due to the nature of the phase function / which has large gradients near the interfaces (cf. Fig. 1(a)), it is not efficient to
approximate it in the physical domain X since a large number of unknowns are needed to resolve the interfaces. However, if
we can find a mapping x ¼ xðn; tÞ such that the mapped function wðn; tÞ :¼ /ðxðn; tÞ; tÞ is smooth (cf. Fig. 1(b)) in the mapped
domain XC (the so called computational domain) with coordinate n ¼ ðn1; . . . ; ndÞt , then, the mapped function wðn; tÞ can be
approximated efficiently in XC . The question is how to find such a dynamic mapping x ¼ xðn; tÞ.

Traditional moving mesh approaches [24] aim to find xðn; tÞ which minimize the functional problem

I½x� ¼
Z

XC

xdn; ð7Þ

where x is a suitable monitor function. In this paper, we shall follow the variational approach developed in [15,14] which
aims to find n ¼ nðx; tÞ, the inverse mapping of x ¼ xðn; tÞ, that minimizes

E½n� ¼
Z

X

Xd

i¼1

ðrniÞT G�1rni dx; ð8Þ

where G is a suitable monitor function. Throughout the paper, we shall use r;r� and D to denote the gradient, divergence
and Laplace operators in the original coordinates x, whilern;rn� and Dn will denote those operators in the transformed coor-
dinates n.

The Euler–Lagrange equations associated with (8) are

r � ðG�1rniÞ ¼ 0; i ¼ 1; . . . ; d; ð9Þ

and the associated gradient flow are:

@

@t
niðx; tÞ ¼ mr � ðG�1rniÞ; i ¼ 1; . . . ;d; ð10Þ

Fig. 1. Comparison of the representation of the same function in different coordinates.
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where m is a suitable mobility function of our choice.
In general, the monitor function G should depend on the function /, in particular, a common choice to use the Winslow’s

monitor function G ¼ wI, where I is the identity matrix and w is a weight function. Following [15,14], we define the covariant
and contravarient basis vectors

ai ¼
@x

@ni
; ai ¼ rni; i ¼ 1; . . . ; d: ð11Þ

To fix the idea, we take d ¼ 3. Then, the following relation holds:

ai ¼ 1
J

aj � ak; ai ¼ Jaj � ak; ai � aj ¼ di;j ði; j; kÞ cyclic; ð12Þ

where J ¼ a1 � ða2 � a3Þ is the Jacobian of the coordinate transform. Thanks to (11) and (12), the gradient operator r in the
original coordinates can be expressed using only the covariant vector faig:

r ¼
X

i

ai @

@ni
¼ 1

J

X
i

@

@ni
Jai ¼ 1

J

X
i

@

@ni
aj � ak ði; j; kÞ cyclic: ð13Þ

Then, the divergence and Laplace operatorsr� and D ¼ r � r in the original coordinates can be expressed using (13). In par-
ticular, we have

Dv ¼ r � rv ¼ 1
J
rn � ðJArnvÞ; ð14Þ

where A is a positive definite matrix with entries Ai;j ¼ ai � aj.
With the help of the above relations, the Eq. (10) with G ¼ wI is transformed to

@x
@t
¼ m

w2

Xd

i;j¼1

ai � aj @

@ni
w
@x

@nj

� �
: ð15Þ

A popular choice for the monitor function is w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jr/j2

q
which is, however, not very convenient to use in the compu-

tational coordinates. Following the suggestion in [6] (see also [11]), we use

w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ b2jrn/ðxðn; tÞ; tÞj2

q
; ð16Þ

where b is a suitable scaling constant which can be used to adjust the mesh concentration. As for the mobility function m, we
set m ¼ sw2 where s is a parameter to control the relaxation time scale of (15).

2.3. The complete set of equations

We now write the governing equations in the new coordinates ðn; tÞ through the transform x ¼ xðn; tÞ. Notice that the time
derivatives before and after the transform are related by

@twðn; tÞ ¼ @t/ðxðn; tÞ; tÞ ¼ _x � r/þ @t/: ð17Þ

To simplify the notation, we shall use the same notations to denote the functions u; p;/, etc. before and after the transfor-
mation. Then, the complete set of governing equations for the moving mesh phase-field model in the computational domain
XC are:

q0ðut � _x � ruþ ðu � rÞuÞ ¼ f �rpþr � ðlð/Þ½ruþ ðruÞt � � kðr/�r/ÞÞ; ð18aÞ
r � u ¼ 0; ð18bÞ

/t � _x � r/þ u � r/ ¼ c D/� 1
g2 ð/

2 � 1Þ/þ hðtÞ
� �

; ð18cÞ

d
dt

Z
XC

/J dn ¼ 0; ð18dÞ

@x
@t
¼ s

Xd

i;j¼1

ðai � ajÞ @
@ni

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ b2jrn/j2

q
@x

@nj

� �
; ð18eÞ

where lð/Þ is given by (6). Note that for the sake of simplicity, here and in the next section, we use two sets of differential
operators (in the original and transformed coordinates) to describe the nonlinear system and its time discretizations. Since
all computations will be preformed in the transformed coordinates, we need to express the differential operatorsr;r� and D
in the transformed coordinates through (13).

The above system is subjected to suitable initial and boundary conditions.
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3. Description of the numerical scheme

The system (18e) is a coupled nonlinear system. The purpose of this section is to develop an efficient numerical scheme
for (18e). Since we are mainly concerned with a spectral discretization in separable domains, our guiding principle is to
avoid, as mush as possible, solving problems with non-constant coefficients at each time step, leading to a simple, yet effi-
cient and accurate numerical scheme for (18e). We shall describe our approaches for the MMPDE, phase equation and Na-
vier–Stokes equations separately before we describe the complete time discretization scheme for (18e). Due to the
complexity of the system, only first-order time discretization will be presented in detail, but a second-order version will also
be presented and implemented.

Our numerical scheme is built upon the scheme presented in [25] for fixed grids. We refer to [25] for more background
detail on the time discretization scheme below.

Notice that with the coordinate transform x ¼ xðn; tÞ, all the differential operatorsr;r� and D in the original coordinates x
depend on time when expressed in the transformed coordinates n. To simplify the notation, we shall omit the time dependence
in the notation with the understanding that all operators r;r� and D in the schemes below are at the time tnþ1.

3.1. Time discretization of the MMPDE

Eq. (15) is a nonlinear diffusive equation. To avoid solving a nonlinear equation at each time step while allowing reason-
able time step, we propose the following semi-discrete numerical algorithm

xnþ1�xn

Dt � sWnDnðxnþ1 � xnÞ ¼ s
P
i;j
ððaiÞn � ðajÞnÞ @

@ni wn @xn

@nj

� �
;

ðxnþ1 � xnÞj@XC
¼ 0:

8><
>: ð19Þ

In the above, ai and w are given by (11) and (16), Wn is a variable constant equal to the product of the maximum of wn with
the largest eigenvalue of the positive definite matrix An with entries An

i;j ¼ ðaiÞn � ðajÞn.

3.2. A stabilized and volume conserving time discretization for the phase equation

Let us consider first the Allen–Cahn phase equation without the transport term and the Lagrange multiplier. Following
[25], we use the following stabilized semi-implicit scheme:

1
dt þ

cs
g2

� �
ð/nþ1 � /nÞJnþ1 � cjnþ1Dnð/nþ1 � /nÞ ¼ Jnþ1 _xn � r/n þ cðD/n � 1

g2 ðð/nÞ2 � 1Þ/nÞ
� �

;

@ð/nþ1�/nÞ
@n

			
@XC

¼ 0;

8><
>: ð20Þ

where Jnþ1 are the Jacobian at time step nþ 1, and jnþ1 can be taken as the maximum eigenvalue of the matrix Jnþ1Anþ1. We
recall that the r and D operators in the above should be computed via (13) and (14) at time tnþ1. The same is assumed in all
the schemes presented below.

Notice that in addition to the artificial diffusion term, we have also added an artificial stabilizing term
cs
g2 ð/nþ1Jnþ1 � /nJnþ1Þ to alleviate the stiffness associated with small g (cf. [25]). The stabilizing parameter s is usually taken
to be Oð1Þ.

The above scheme does not conserve the volume fraction. So a Lagrange multiplier is introduced in [25] to enforce the
volume conservation. While this process is straightforward without coordinate transform, extra care has to be taken when
a coordinate transform is involved.

With the coordinate transform, it is important to conserve the volume fraction in the original coordinate x, i.e.Z
XC

ð/nþ1Jnþ1 � /nJnÞdn ¼ 0: ð21Þ

To this end, we propose the following scheme which is of first-order in time:
1
dt
þ cs

g2

� �
ð/nþ1 � /nÞJnþ1 � cjnþ1Dnð/nþ1 � /nÞ � chnþ1 ¼ Jnþ1 �un � r/n þ _xn � r/n þ c D/n � 1

g2 ðð/
nÞ2 � 1Þ/n

� �� �
;

ð22aÞZ
XC

ð/nþ1Jnþ1 � /nJnÞdn ¼ 0; ð22bÞ

@ð/nþ1 � /nÞ
@n

					
@XC

¼ 0; ð22cÞ

where

_xn :¼ xnþ1 � xn

dt
: ð23Þ
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We denote a ¼ 1
dt þ

cs
g2 and

Gn ¼ �un � r/n þ _xn � r/n þ c D/n � 1
g2 ðð/

nÞ2 � 1Þ/n
� �

: ð24Þ

Then, integrating (22a) over XC and using the constraint (22b), we find that hnþ1 can be explicitly obtained by

cjXC jhnþ1 ¼ a
Z

XC

ðJn � Jnþ1Þ/n dn�
Z

XC

GnJnþ1 dn; ð25Þ

where jXC j denotes the volume of XC . With hnþ1 known, we can then determine /nþ1 � /n by solving a Poisson-type equation
with a variable coefficient aJnþ1. This equation can be solved efficiently by using a preconditioned conjugate gradient
method.

A second-order version of (22c) is described below:

3/nþ1 � 4/n þ /n�1

2dt
Jnþ1 þ cs

g2 ð/
nþ1 � 2/n þ /n�1ÞJnþ1 � cjnþ1Dnð/nþ1 � 2/n þ /n�1Þ � chnþ1

¼ 2Jnþ1 �un � r/n þ c D/n � 1
g2 ðð/

nÞ2 � 1Þ/n
� �� �

� Jnþ1 �un�1 � r/n�1 þ c D/n�1 � 1
g2 ðð/

n�1Þ2 � 1Þ/n�1
� �� �

þ Jnþ1ð _xnþ1 � rð2/n � /n�1ÞÞ ð26aÞ

Z
XC

ð/nþ1Jnþ1 � /nJnÞdn ¼ 0; ð26bÞ

@/nþ1

@n

					
@XC

¼ 0; ð26cÞ

where

_xnþ1 ¼ 3xnþ1 � 4xn þ xn�1

2dt
; ð27Þ

and hnþ1 can be determined using (26b) by a relation similar to (25).

3.3. A modified penalty method for the time-dependent Stokes equations

In order to decouple the computation of the pressure from velocity, a common strategy is to use a projection type scheme
(see, for instance, a recent review in [13]) for the Navier–Stokes equations. However, such a scheme involves solving a pres-
sure Poisson equation, which, after the mapping, becomes an elliptic equation with variable coefficients. Unlike the MMPDE
and the phase equation, the pressure Poisson equation is not ‘‘dynamic” so the previous trick used for the MMPDE in (19)
cannot be applied here and one has to resort to an iterative method for solving the pressure Poisson equation. It is widely
recognized that, in a projection type method, except when fast Poisson solver is available, solving the pressure equation is
the most challenging and time consuming part. In order to avoid the costly procedure for solving the pressure equation, we
propose a different approach.

We start with a modified first-order penalty method for the time dependent Stokes equations with homogeneous Dirich-
let boundary conditions (cf. [21]):

unþ1�un

dt � mDunþ1 þrpnþ1 ¼ f n; unþ1j@X ¼ 0;
r � unþ1 þ eðpnþ1 � pnÞ ¼ 0:

(
ð28Þ

It can be easily shown that the above scheme is unconditionally stable and the error for both the velocity and pressure be-
have like OðdtÞ and the divergence of u like OðedtÞ.

Substituting

pnþ1 ¼ pn � 1
e
r � unþ1 ð29Þ

into the first equation in (28), we obtain

unþ1 � un

dt
� mþ 1

e

� �
Dunþ1 � 1

e
r�r� unþ1 ¼ f n �rpn: ð30Þ

The above equation is elliptic but couples all components of u. In order to use the fast Poisson solver, we replace
1
er�r� unþ1 by 1

er�r� un, leading to the decoupled system:

J. Shen, X. Yang / Journal of Computational Physics 228 (2009) 2978–2992 2983
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unþ1 � un

dt
� mþ 1

e

� �
Dunþ1 ¼ f n þ 1

e
r�r� un �rpn; unþ1j@X ¼ 0; ð31aÞ

pnþ1 ¼ pn � 1
e
r � unþ1: ð31bÞ

It is clear that this substitution introduces an extra error of Oðdt=eÞ. Hence to balance the various truncation errors, one
should choose e ¼ Oð1Þ, resulting an error of order dt.

A remarkable property of the scheme (31b) is that it is unconditionally stable.

Lemma 3.1. Let ðun; pnÞ be the solution of (31b). Then for all m P 0, we have

kumþ1k2
L2 þ edtkpmþ1k2

L2 þ dt mþ 1
e

� �Xm

n¼0

krunþ1k2
L2 6 C

dt
m
Xm

n¼0

kf nk2
H�1 þ ku0k2

L2 þ edtkp0k2
L2 :

Proof. Take the inner product of (31a) with 2dtunþ1, integrating by parts and using the Cauchy–Schwarz inequality, we find

kunþ1k2
L2 � kunk2

L2 þ kunþ1 � unk2
L2 þ 2dt mþ 1

e

� �
krunþ1k2

L2 � 2dtðpn;r � unþ1Þ

6
dt
e
ðkr � unþ1k2

L2 þ kr� unk2
L2 Þ þ mdtkrunþ1k2

L2 þ Cdt
m
kf nk2

H�1 :

Using (31b), we obtain

�2dtðpn;r � unþ1Þ ¼ 2edtðpn; pnþ1 � pnÞ ¼ edtðkpnþ1k2
L2 � kpnk2

L2 � kpnþ1 � pnk2
L2 Þ

¼ edtðkpnþ1k2
L2 � kpnk2

L2 Þ � dt
e
kr � unþ1k2

L2 :

Combining the above two relations and Using the identity

kruk2
L2 ¼ kr� uk2

L2 þ kr � uk2
L2 ; 8u 2 H1

0ðXÞ
d ðd ¼ 2;3Þ;

we find

kunþ1k2
L2 � kunk2

L2 þ kunþ1 � unk2
L2 þ edtðkpnþ1k2

L2 � kpnk2
L2 Þ þ dt mþ 1

e

� �
krunþ1k2

L2 6
dt
e
kr � unk2

L2 þ Cdt
m
kf nk2

H�1 :

We conclude by summing up the above relation for n ¼ 0; . . . ;m. h

Remark 3.1. We believe that the scheme (31b) is new and interesting as it appears to be the only unconditionally stable
scheme for time-dependent Stokes equations that only needs to solve a decoupled Poisson-type equation for each of the
velocity components. However, it is difficult to design a stable, second-order version of this scheme since a higher-order
extrapolation for 1

er�r� unþ1 would render the scheme unstable.
When we apply the scheme to nonlinear Navier–Stokes equations, an explicit treatment of the nonlinear term will require

that the time step be sufficiently small, but can usually be much larger than the standard CFL condition allows thanks to the
implicit treatment of the diffusion term.

The above scheme needs to be modified to more efficiently deal with the variable viscosity case where mDunþ1 is replaced
by r � lð/nþ1Þ½runþ1 þ ðrunþ1Þt �. To this end, we set �l ¼ l1þl2

2 and consider the scheme:

unþ1 � un

dt
� �lþ 1

e

� �
Dðunþ1 � unÞ ¼ f n �rpnr � lð/nþ1Þ½run þ ðrunÞt � þ 1

e
run

� �
þ 1

e
r�r� un; ð32aÞ

pnþ1 ¼ pn � 1
e
r � unþ1: ð32bÞ

Finally, after taking into consideration of the coordinate transform, a first-order scheme for (18a) and (18b) reads:

q0
unþ1 � un

dt
� jnþ1 �lþ 1

e

� �
Dnðunþ1 � unÞ ¼ q0 _xn � run þ un � runð Þ þ 1

e
r�r� un þ f n �rpn þr

� lð/nþ1Þ½run þ ðrunÞt� þ 1
e
run � kr/nþ1 �r/nþ1

� �
; ð33aÞ

pnþ1 ¼ pn � 1
e
r � unþ1; ð33bÞ

where jnþ1 is the same constant as in (22a).
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It appears difficult to design a stable second-order version of the scheme (31b). It is clear that a second-order version of
(30) can be obtained by replacing unþ1�un

dt in (30) with 3unþ1�4unþun�1

2dt , and replacing again 1
er�r� unþ1 by

1
er�r� ð2un � un�1Þ. Unfortunately, this scheme becomes unstable due to the second-order extrapolation. It is however
possible to design a second-order scheme by using one of the second-order projection type schemes (cf. [13]) if one is willing
to solve a second-order equation for the pressure with variable coefficients at each time step. This option would become par-
ticularly competitive if the space variables are discretized via a finite element method. We list below such a scheme (18a)
and (18b) based on the second-order standard pressure-correction scheme (cf. [13]):

q0
3~unþ1 � 4un þ 2un�1

2dt
�r � lð/nþ1Þr~unþ1

¼ q0 _xnþ1 � rð2un � un�1Þ þ 2un � run � un�1 � run�1
 �
þ f nþ1 �rpn � kr � ðr/nþ1 �r/nþ1Þ; ð34aÞ

Dðpnþ1 � pnÞ ¼ 3
2dt
r � ~unþ1;

@ðpnþ1 � pnÞ
@n

				
@Xc

¼ 0; ð34bÞ

unþ1 ¼ ~unþ1 � 3dt
2
rðpnþ1 � pnÞ; ð34cÞ

where _xnþ1 is given by (27).
Note that the above system, when written in the transformed coordinates, involves solving a sequence of second-order

elliptic equations with variable coefficients for ~unþ1 and for pnþ1 � pn.

3.4. The complete time discretization for the coupled system

We are now ready to describe the complete first-order scheme for (18e).
Given ðun; pn;/n; hnÞ, we update ðunþ1; pnþ1;/nþ1;hnþ1Þ as follows:

(i) Find the new mapping xnþ1 by solving (19).
(ii) Find hnþ1 from (25), and then find /nþ1 by solving (22c).

(iii) Find unþ1 and pnþ1 from (33a).

Remark 3.2. A few remarks are in order:

� While the initial conditions for u and / are given for any specific application, we need to find a suitable initial condition for
x, namely, an initial transform which maps the initial phase function with large gradient to a smooth function. This can be

achieved by finding the steady state solution x0ðnÞ of (15) with w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ b2jrn/ðx;0Þj2

q
.

� At each time step, we have to solve a Poisson-type equation (with constant coefficients) for xnþ1 and for unþ1, and a Pois-
son-type equation with variable coefficients for /nþ1.

� In the above scheme, the operators in the original coordinates are all applied to quantities from previous time steps and
can be computed from (13).

� The above procedure leads to first-order accuracy for all concerned quantities. To improve the accuracy, we can replace
(22c) by the second-order scheme (26c), and replace (33a) by the second-order scheme (34). Note that there is no need
to use a higher-order scheme for the MMPDE (18e) as its purpose is only to provide a suitable mapping.

3.5. Spatial discretization

We now briefly describe the spatial discretization used in this paper, although the time discretization scheme described
above is suitable for other spatial discretizations as well.

We consider in this paper the spectral-Galerkin methods developed in [20,22]. These methods are extremely efficient and
accurate for solving Poisson type equations in simple separable geometries, so they are very suitable for the time discreti-
zation scheme described above. Several remarks are in order:

� Since a modified penalty method is used for the Navier–Stokes part of the system, we need to use a pair of inf–sup com-
patible spaces for the velocity and pressure, a popular choice is PN � PN�2 (cf. [3]) for the spectral discretization.

� The integrals in (25) can be computed simply and exactly. In fact, let Jn
0, Jnþ1

0 , /n
0 and Gn

0 be the coefficients correspond to the
constant terms in the Legendre expansions of Jn, Jnþ1, /n and Gn. Then, we have

cjXC jhnþ1 ¼ a
Z

XC

ðJn � Jnþ1Þ/n dn�
Z

XC

GnJnþ1 dn ¼ jXC j aðJn
0 � Jnþ1

0 Þ/n
0 � Gn

0Jnþ1
0

� �
: ð35Þ

By using the above formula, the constraint (22b) is satisfied exactly.
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� Besides the Poisson-type equations for the velocity and (19) for the mapping function, one also has to solve at each time
step an elliptic equation for the phase function in the form

J/� cDn/ ¼ g;
@/
@n

				
@XC

¼ 0; ð36Þ

where J is the Jacobian of the transform. This equation can be efficiently solved by a preconditioned conjugate gradient
iteration using a constant coefficient problem as the preconditioner.

� The mapping determined from (19) is usually not very smooth in the sense that the last coefficients of its spectral expan-
sion may not be sufficiently small. Thus, the mapping should be smoothed by applying a suitable filter before it is used. The
choice of filter does not affect the accuracy of the scheme as the sole purpose of (15) is to provide a suitable mapping. In
our computation, the raised cosine filter [23] is used.

4. Numerical simulations

In this section, we compare the numerical results obtained from our moving mesh (spectral) method (MMM) and the
usual fixed grid (spectral) method (FGM) to demonstrate the effectiveness of our MMM.
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Fig. 2. Accuracy test.
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In all examples below, the physical domain and computational domain are fixed to be ð�1;1Þdðd ¼ 2; 3Þ. For all compu-
tations, we used the following computational parameters: s ¼ 1; b ¼ 1; s ¼ 1 and � ¼ 1. Other parameters are specified in the
figure captions.

4.1. Allen–Cahn phase equation

We first examine the accuracy and effectiveness of the moving mesh spectral method for the Allen–Cahn phase Eq. (3)
(with u ¼ 0).

4.1.1. Shrinkage of a circular domain
Here, we compare the accuracy of the MMM with the FGM for the classical benchmark problem described in [8]. At the

initial state, there is a circular interface boundary with a radius of R0 ¼ 100 in the rectangular domain of ½0;256� � ½0;256�.
Such a circular interface governed by the Allen–Cahn phase equation (with thickness g ¼ 1) will shrink and eventually dis-
appear. It can be shown, as the interfacial thickness goes to zero, that the velocity of the moving interface V is given by
V ¼ dR

dt ¼ � 1
R, where R is the radius of the circle at a given time t. We then derive that R2 ¼ R2

0 � 2t. After we map the domain

to ½�1;1� � ½�1;1�, we obtain the Eq. (2) with c ¼ 6:10351� 10�5 and g ¼ 0:0078. The initial smooth phase profile is given by

/ ¼ �tanh
ffiffiffiffiffiffiffiffiffi
x2þy2
p

�r0
g

� �
with r0 ¼ 100=128.

In Fig. 2, we plot the approximation to R2ðtÞ obtained from the first- and second-order MMM and FGM. It can be seen that
the MMM with grid size 652 provides better accuracy than the FGM with grid size 2572 for the same time step. The evolution

Fig. 3. The evolution of the circular domain of second-order MMM with grid size 652.
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Fig. 4. Coalesce of two kissing ball: dt ¼ 0:001; c ¼ 0:02;g ¼ 0:04 at t ¼ 0; 0:5;1;3;5.
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of the circular domain and the corresponding mesh generated by MMM at different times are shown in Fig. 3. One observes
from Fig. 3(b) that the meshes generated by MMM are well concentrated near the interface.

4.1.2. Coalescence of two kissing balls in 3D
We now consider the coalescence of two kissing balls in 3D. The governing equation is the phase Eq. (3) (with u ¼ 0) with

the Lagrange multiplier to conserve the volume fraction. In Fig. 4, we show the snapshots of the phase function at different
times obtained by the first-order MMM (333) and first-order FGM (1293) with dt ¼ 0:001. One observes that the two methods
give visually identically results and the volume fraction is well conserved.

4.2. Phase-field model for two-phase flows

We now examine the accuracy and effectiveness of the moving mesh spectral method for the system (18).

4.2.1. A lighter bubble rising in a heavier medium
We consider a lighter bubble rising in a heavier medium. The governing equation is the phase-field model with a Bous-

sinesq approximation for the variable density (3) and (4). We used the first-order MMM with a 752 grid described in Section
3 to solve the system (18e) in the computational domain. As a comparison, we also used a first-order FGM with a 2572 grid in
the original domain.
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Fig. 5. Rising bubble: comparison of MMM and FGM with dt ¼ 0:001;g ¼ 0:02; c ¼ 0:02; k ¼ 0:02 at t ¼ 0; 0:5;1;2;3;4;5.
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We take l1 ¼ l2 ¼ 1;q1 ¼ 1
2 and q2 ¼ 3

2 so q0 ¼
q1þq2

2 ¼ 1. The forcing function due to the gravity is given by
f ¼ ð�ð1þ /Þðq1 � q0Þ � ð1� /Þðq2 � q0ÞÞg with the gravity constant g ¼ 9:8 (cf. [18]). In Fig. 5((a) and (b)), we present
snapshots of the phase function at different times obtained by the MMM and FGM. We observe that the two methods lead
to essentially identical results. A more precise comparison is given in Fig. 5(c) where the level sets of f/ : / ¼ 0g for MMM
and FGM are plotted at different times. In Fig. 5(d), we plot the difference of the volume fractions at time t and the initial
time. It is observed that the volume fraction is well conserved.

The simulation results in this example indicate that our MMM is capable of correctly capture the dynamics of moving
interfaces in the phase-field model for two-phase flows.

4.2.2. Bubble deformation under a shear stress
We now consider the bubble deformation under a shear stress. The governing equation is once again the phase-field mod-

el (18e) but now with q1 ¼ q2 ¼ 1 and l1 ¼ l2 ¼ 1.
We first consider the two-dimensional case. The flow is driven by a shearing velocity boundary conditions:

ðu;vÞjy¼�1 ¼ ð�2; 0Þ and ðu; vÞjx¼�1 ¼ �2ðy;0Þ:

Homogeneous Dirichlet boundary conditions for the velocity are applied at other boundaries. In Fig. 6((a) and (b)), we
show the snapshots of the phase function at different times by using the first-order MMM and FGM with dt ¼ 0:001. No vis-
ible difference is noticeable. A more detailed comparison for the interfaces is given in Fig. 6(c).

Fig. 6. Bubble under shear: comparison of MMM and FGM with dt ¼ 0:001;g ¼ 0:02; c ¼ 0:02; k ¼ 0:02 at t ¼ 0;0:5;1;2;3;4;5.
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Finally, we consider the evolution of a three dimensional bubble under a shear stress. The flow is driven by a shearing
velocity boundary conditions:

ðu; v;wÞjy¼�1 ¼ ð�2; 0;0Þ and ðu;v ;wÞjx;z¼�1 ¼ �2ðy;0;0Þ:

Homogeneous Dirichlet boundary conditions for the velocity applied at other boundaries. In Fig. 7((a) and (b)), we plot the
snapshots of the phase function at different times by using the first-order MMM and FGM with dt ¼ 0:001. Once, again, no
visible difference is noticeable. A more detailed comparison for the interfaces is given in Fig. 7(c).

Finally, we list in Table 1 the average computing time per time step for problems 4.2.1 and 4.2.2. We observe that beside
the saving in memory, MMM also leads to significant saving in CPU for each time step, particularly in 3D. The actual saving in
CPU could be more significant as MMM allows larger time steps.

Fig. 7. Bubble under shear in 3D: comparison of MMM and FGM with dt ¼ 0:001; c ¼ 0:02; k ¼ 0:02;g ¼ 0:04 at t ¼ 0;0:5;1;3;4:

Table 1
The average computing time per time step for problems 4.2.1 (two-dimensional) and 4.2.2 (3D) (unit:s).

MMM with 752 FGM with 2572 MMM with 333 FGM with 1293

0.08 0.21 0.5 18.9
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5. Concluding remarks

We have developed in this paper a moving mesh spectral method for the phase-field model of two-phase flows. The
method is based on a variational moving mesh PDE for the phase function which determines a suitable transform that maps
the phase function with large gradients to a smooth function. Then, we apply this transform to the phase-field model for
two-phase flows and developed an efficient semi-implicit numerical scheme to solve the highly nonlinear and complex sys-
tem (18e). Our numerical schemes are based on the following separate treatments for the moving mesh PDE, phase equation
and Navier–Stokes equations:

� A semi-implicit treatment of the moving mesh PDE which only involves solving a Poisson-type equation at each time step.
� A semi-implicit stabilized scheme for the phase equation with Lagrange multiplier which requires solving an equation

with variable coefficients in the form of (36) and which conserve the volume fraction exactly.
� A semi-implicit treatment of the Navier–Stokes equations based on a modified penalty formulation which only requires

solving a Poisson equation for each component of the velocity and is unconditionally stable.

Then, the complete first-order scheme combines the above separate approaches by advancing consecutively
xnþ1; ð/nþ1; hnþ1Þ and unþ1. A slightly more expensive second-order version of the scheme is also presented.

While the semi-implicit approach for each separate equation is stable with very mild stability constraint, the decoupled
approach for the complete system leads to a somewhat restrictive time step. The cost of using smaller time step is usually
more than compensated by faster solutions at each time step.

We presented several examples to illustrate the accuracy and effectiveness of our moving mesh spectral method. It is
found that, at least for the examples considered in this paper, to achieve a comparable accuracy the moving mesh spectral
method only needs to use about 1

4 to 1
3 of the points in each direction in a fixed gird spectral method. This represents a sig-

nificant reduction in the number of unknowns, and consequently, in the total computational costs, particularly in three
dimensions. Furthermore, with a decreased number of unknowns, the moving mesh spectral method allows much larger
time steps than that is allowed by a corresponding fixed grid spectral method. This is a particular feature of the moving mesh
spectral method for problems with non-periodic boundary conditions, since the time step of the fixed grid spectral method is
constrained by the clustering of the collocation points near the boundary while the time step of the moving mesh spectral
method will be constrained only by the spacing of grid points near the interface.

This appears to be a first successful attempt at using a moving mesh method in the context of spectral discretization for
complex flows with non-periodic boundary conditions. The numerical simulations presented in the last section indicate that
the moving mesh spectral method is robust and efficient for the phase-field model of two-phase flows.
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