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The optimization algorithm plays an important role in deep learning and significantly affects 
the stability and efficiency of the training process, and consequently the accuracy of the neural 
network approximation. A suitable (initial) learning rate is crucial for the optimization algorithm 
in deep learning. However, a small learning rate is usually needed to guarantee the convergence 
of the optimization algorithm, resulting in a slow training process. We develop in this work 
efficient and energy stable optimization methods for function approximation problems as well as 
solving partial differential equations using deep learning. In particular, we consider the gradient 
flows arising from deep learning from the continuous point of view, and employ the particle 
method (PM) and the smoothed particle method (SPM) for the space discretization while we adopt 
SAV-based schemes, combined with the adaptive strategy used in Adam algorithm, for the time 
discretization. To illustrate the effectiveness of the proposed methods, we present a number of 
numerical tests to demonstrate that the SAV-based schemes significantly improve the efficiency 
and stability of the training as well as the accuracy of the neural network approximation. We 
also show that the SPM approach gives a slightly better accuracy than the PM approach. We 
further demonstrate the advantage of using adaptive learning rate in dealing with more complex 
problems.

1. Introduction

Neural network-based machine learning, which is also called deep learning, has been widely used in classical artificial intelligence, 
for instance, object detection and face recognition using convolutional neural networks [1,2], handwriting learning and natural 
language processing using recurrent neural networks [3], generating examples for the image dataset and unknown photographs of 
human faces using generative adversarial networks [4]. In the last decade, it has also been shown that deep learning is a powerful 
tool in scientific computing. For examples, a PINN framework that can easy handle inverse problems and complex geometries is 
proposed in [5], DeepONet, which uses neural network to approximate differential operators, is proposed in [6] for solving a class 
of similar problems, a mesh-free computational framework for solving elliptic PDEs on unknown manifolds based on deep learning 
theory is proposed in [7], and deep learning has also been used to solve many complex high-dimensional nonlinear PDEs [8,9]. We 
refer to [10–12] and references therein for more efforts in these directions.
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A 𝐾 -hidden layer neural network is defined as

𝑓 (𝐱, 𝜃) = 𝑓𝐾 (...𝑓2(𝑓1(𝐱))),

where 𝜃 denotes all parameters to be trained, and for the 𝑘-th hidden layer

𝑓𝑘(𝐱) =
1
𝑚𝑘

𝑚𝑘∑
𝑖=1

𝑎𝑖,𝑘𝜎(𝝎𝑇
𝑖,𝑘
𝐱 + 𝑏𝑖,𝑘), 𝑘 = 1,2,… ,𝐾.

Here 𝑚𝑘 is the number of neurons in the 𝑘-th hidden layer, 𝜎(⋅) is a nonlinear activation function, 𝜃𝑖,𝑘 = (𝑎𝑖,𝑘, 𝑏𝑖,𝑘, 𝝎𝑖,𝑘), where 
𝑎𝑖,𝑘, 𝑏𝑖,𝑘 ∈ ℝ, 𝝎𝑖,𝑘 ∈ ℝ𝐷 are the parameters to be trained. We shall drop the subscript 𝑘 if no confusion arises. The idea of deep 
learning is to find the best approximation of a target functional using a neural network as the surrogate function. To this end, we 
need to define the so-called loss function (energy functional) to formulate an optimization problem. For example, in the supervised 
learning with a given target function 𝑓∗, the loss function, also called the population risk, in the 𝐿2 sense is given by

(𝜃) = ∫
𝐷

(𝑓 (𝐱, 𝜃) − 𝑓 ∗(𝐱))2𝜇(𝑑𝐱), (1)

where 𝜇 is a probability distribution; or with a given set of data (𝐱𝑖, 𝑦𝑖) ∈ ℝ𝐷 × ℝ, 𝑖 = 1, 2, … , 𝑛, the loss function, also called the 
empirical risk, is given by

(𝜃) = 1
𝑛

𝑛∑
𝑖=1

(𝑓 (𝐱𝑖, 𝜃) − 𝑦𝑖)2. (2)

A major task in deep learning is to develop efficient optimization algorithms for the training of neural networks. This is also a 
bottleneck that significantly affects the efficiency and accuracy of the neural network approximation. Popular optimization algorithms 
used in deep learning are mostly gradient descent-based methods. The gradient descent (GD) method, proposed in [13], takes the 
form:

𝜃𝑡+1 = 𝜃𝑡 −Δ𝑡∇𝜃(𝜃𝑡),
and was first described as an optimization algorithm for deep learning in [14], where Δ𝑡 denote the learning rate 𝑙𝑟, ∇𝜃(𝜃𝑡) is 
the gradient of the loss function w.r.t. 𝜃 at the time step 𝑡. However, due to the fact that the optimization problems arising from 
deep learning are usually nonconvex and high-dimensional, the original GD method often fails as it is more likely trapped in a local 
minimum. Moreover, it is computationally expensive due to the fact that the GD method uses the gradient calculated from all samples 
at each epoch. Therefore, the Stochastic Gradient Descent (SGD) method, which randomly chooses one or a batch of training samples 
from the training set, is proposed to resolve this issue [15]. In particular, the SGD [15] integrates the idea of mini-batch, and updates 
the parameters using a mini-batch of 𝑙 training examples at each time step 𝑡 by the following formula:

𝜃𝑡+1 = 𝜃𝑡 −Δ𝑡∇𝜃(𝜃𝑡;𝐱𝑖∶𝑖+𝑙 , 𝑦𝑖∶𝑖+𝑙),
where the gradient is computed by using 𝑙 data (𝐱𝑖∶𝑖+𝑙 , 𝑦𝑖∶𝑖+𝑙) in the 𝑖th mini-batch.1 However, the learning rate Δ𝑡 for the SGD 
method is usually set to be a constant, so it does not converge if the learning rate is too large while it converges very slowly if 
the learning rate is too small. Therefore, several adaptive optimization algorithms are proposed. For instance, Adagrad (Adaptive 
Gradient) adapts the learning rate by assigning higher learning rates to infrequent features, which ensures that the parameter updates 
rely less on frequency and more on relevance [16]. An extension of Adagrad is RMSprop, which avoids the learning rate going to 
zero [17]. It accumulates past squared gradients over window of a fixed size rather than all of them to improve the efficiency. One 
of the most popular adaptive optimization algorithms in deep learning is the so called Adam algorithm [18], which first computes 
the estimates of the first moment (the mean) and second moment (the uncentered variance) of the gradient:

𝑚𝑡 = 𝛽1𝑚
𝑡−1 + (1 − 𝛽1)∇𝜃(𝜃𝑡), 𝑣𝑡 = 𝛽2𝑣

𝑡−1 + (1 − 𝛽2)‖∇𝜃(𝜃𝑡)‖2, (3)

where 𝛽1 = 0.9, 𝛽2 = 0.999, and 𝑚0, 𝑣0 is initialized to 0, then updates parameters with the bias-corrected first and second moment 
estimates �̂�𝑡, �̂�𝑡:

�̂�𝑡 = 𝑚𝑡

1 − (𝛽1)𝑡
, �̂�𝑡 = 𝑣𝑡

1 − (𝛽2)𝑡
, 𝜃𝑡+1 = 𝜃𝑡 − Δ𝑡√

�̂�𝑡 + 𝜖
�̂�𝑡. (4)

More detail can be found in [19] and references therein.

However, the performance, especially the stability and the efficiency, of the aforementioned optimization algorithms strongly 
depends on the choice of the (initial) learning rate, even for these adaptive-based methods. For instance, in practice, one needs to 
manually and carefully adjust the learning rate to obtain a more or less “good” learning process. On the one hand, the training may 
2

1 For the sake of simplicity, we ignore the dependence on (𝐱𝑖∶𝑖+𝑙 , 𝑦𝑖∶𝑖+𝑙) in this paper.
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fail if the learning rate is too big, and on the other hand, the training process is very slow if the learning rate is too small. Therefore, 
it is important to develop efficient and stable optimization algorithms for the training process in deep learning.

Recently, Liu et al. considered the optimization problem as finding the steady state solutions of a gradient flow from the continu-

ous point of view and then proposed efficient and energy stable SAV-based algorithms [20]. We note that from the continuous point 
of view, the training process in deep learning can be viewed as a dynamic system, see [21–27] and references therein. For examples, 
it has been shown that the 2LNN model [28,29] and the ResNet [30,31] correspond to continuous dynamic systems under certain 
conditions. In addition, it is shown in [32] that the SGD dynamics for one hidden layer neural networks can be captured by a certain 
gradient flow governed by a nonlinear partial differential equation.

Motivated by this, we aim to adopt the efficient and stable optimization algorithms proposed in [20] for the training process in 
deep learning from the continuous point of view, namely, we would like to develop efficient and stable algorithms for the continuous 
nonlinear PDEs arising from deep learning. In particular, we shall consider the function approximation problem using the 𝐿2 loss 
function with one hidden layer neural networks approach, and develop efficient SAV-based algorithms for the corresponding gradient 
flow. Specifically, we consider the empirical risk (2) with the following one hidden layer neural network

𝑓 (𝐱) = 1
𝑚

𝑚∑
𝑖=1

𝑎𝑖𝜎(𝝎𝑇
𝑖 𝐱).

Here we use 𝐱⇒ [𝐱; 1], 𝝎𝑖 ⇒ [𝝎𝑖; 𝑏𝑖] to simplify the notations, 𝑚 is the number of neurons. By using the mean field analysis [32,33], 
it follows that as 𝑚 →∞, the one hidden layer neural network can be represented by the function in the expectation form from the 
continuous point of view:

𝑓 (𝐱) = ∫ 𝑎𝜎(𝝎𝑇 𝐱)𝜋(𝑑𝑎, 𝑑𝝎) = 𝔼(𝑎,𝝎)∼𝜋[𝑎𝜎(𝝎𝑇 𝐱)], (5)

where 𝜋 is the probability distribution of 𝜃 = (𝑎, 𝝎), and the gradient flow corresponding to the training process is given by

𝜕𝜋

𝜕𝑡
= −∇ ⋅ (𝜋∇𝑣), 𝑣 = − 𝛿

𝛿𝜋
, (6)

where  is the loss functional given by (1). Therefore, the training process, i.e., the optimization in deep learning, becomes finding 
the steady solution of the above gradient flow.

The main purpose of this work is to develop stable and efficient numerical schemes to solve (6). In particular, we numerically 
solve the problem (6) using the particle method (PM) and the smoothed particle method (SPM) for the space discretization while 
using SAV-based schemes for the time discretization. We point out here that in the present work we test the SPM approach for the 
space discretization for (6) to see if SPM would give a better accuracy compared with the PM approach since SPM is a nonlocal 
approach. Our numerical results show that the SPM approach delivers a little better accuracy compared with the PM approach. We 
would like to develop better space discretizations such as spectral methods for (6) in future. Our main contributions are as follows:

• We formulate and implement the PM and SPM approaches, and show that SPM achieves approach higher accuracy than the PM 
approach.

• We adopt several efficient and energy stable SAV-based schemes, including the vanilla SAV, the restart SAV and the relaxed 
SAV schemes to improve the robustness and efficiency of the training processes. Note that the vanilla SAV and the relaxed SAV 
schemes are all unconditionally energy stable with a modified energy.

• By combining the SAV-based schemes with the Adam adaptive technique, we develop a SAV based adaptive algorithm which is 
more efficient and results in more reliable training processes, and also improves accuracy.

The rest of the paper is organized as follows. The numerical schemes for both space and time discretization of (6) are pre-

sented in Section 2. Then several numerical examples including regression and classification problems are shown to demonstrate the 
effectiveness of the present algorithms in Section 3. A summary with some discussions is given in Section 4.

2. Numerical methods

We first introduce PM and SPM approximations for the spactial discretization, and then present several efficient and energy stable 
SAV-based schemes for the time discretization.

2.1. Space discretization for the gradient flow

We introduce the PM and SPM methods for the high-dimensional nonlinear system (6). These two methods have been proposed 
in [26], but as fas as we know the SPM has not yet been implemented in the framework of deep learning.

2.1.1. Particle method

We approximate the continuous distribution 𝜋 by

1
𝑚∑
3

�̂�(𝜃) =
𝑚

𝑘=1
𝛿(𝜃 − 𝜃𝑘), (7)
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where 𝛿(⋅) is the Dirac delta function, 𝑚 is the number of particles, and {𝜃𝑘}𝑚𝑘=1 are the 𝑚 particles. Then (5) is approximated by

𝑓 (𝑥; �̂�) = 1
𝑚

𝑚∑
𝑘=1

𝑎𝑘𝜎(𝝎𝑇
𝑘
𝐱).

By testing (6) with a function 𝑔(𝜃), we obtain a weak formulation of (6):

𝑑

𝑑𝑡 ∫ 𝑔(𝜃)𝑑𝜋(𝜃) = −∫ ∇ ⋅ (𝜋𝑣(𝜋, 𝜃))𝑔(𝜃)𝑑𝜃 = ∫ ⟨𝑣(𝜋, 𝜃),∇𝑔(𝜃)⟩𝑑𝜋(𝜃).
Then applying the approximation (7) on both sides of the above equation and using the chain rule yields

𝑑

𝑑𝑡

1
𝑚

𝑚∑
𝑘=1

𝑔(𝜃𝑘) =
1
𝑚

𝑚∑
𝑘=1

⟨
∇𝑔(𝜃𝑘),

𝑑𝜃𝑘
𝑑𝑡

⟩
= 1
𝑚

𝑚∑
𝑘=1

⟨∇𝑔(𝜃𝑘), 𝑣(�̂�, 𝜃𝑘)⟩ ,
which implies

𝑑𝜃𝑘
𝑑𝑡

= 𝑣(�̂�, 𝜃𝑘) = −
𝛿(𝜃1, ..., 𝜃𝑚)

𝛿𝜃𝑘
, (8)

where 𝜃 = (𝑎, 𝝎), and (𝜃1, ..., 𝜃𝑚) is the approximation of the energy functional (1) by using (7). Consequently, we obtain

𝑑𝑎𝑘
𝑑𝑡

= − 𝛿
𝛿𝑎𝑘

= −𝔼𝐱[(𝑓 (𝐱; �̂�) − 𝑓 ∗(𝐱))𝜎(𝝎𝑇
𝑘
𝐱)],

𝑑𝝎𝑘

𝑑𝑡
= − 𝛿

𝛿𝝎𝑘

= −𝔼𝐱[(𝑓 (𝐱; �̂�) − 𝑓 ∗(𝐱))𝑎𝑘𝜎′(𝝎𝑇
𝑘
𝐱)𝐱].

(9)

The expectation with respect to 𝐱 here corresponds exactly to the mini-batch in the SGD method. Therefore, for the implementation 
of PM, we can directly employ the GD (or SGD for the stochastic version) method.

2.1.2. Smoothed particle method

Unlike the PM approach, here we use the following smooth function to approximate the distribution 𝜋

�̃�(𝜃) = 1
𝑚

𝑚∑
𝑘=1

𝜙ℎ(𝜃 − 𝜃𝑘), (10)

where 𝜙ℎ is a probability density function of  (0, ℎ2𝐼), ℎ ∈ (0, 1) is a constant with a default value 0.0001. In this case, (5) can be 
approximated by

𝑓 (𝐱; �̃�) = ∫ 𝑎𝜎(𝝎𝑇 𝐱)�̃�(𝑑𝑎, 𝑑𝝎) = 𝔼(𝑎,𝝎)∼�̃�[𝑎𝜎(𝝎𝑇 𝐱)].

Next we introduce a random variable 𝜉 ∼ (0, 𝐼𝐷+1), which is equivalent to ℎ𝜉 ∼ (0, ℎ2𝐼𝐷+1). Then the above expectation can 
be calculated by computing the expectation with respect to the variable 𝜉. Let us write 𝜉 as 𝜉 = (𝜉1, 𝝃2), where 𝜉1 ∈ ℝ is for the 
parameter 𝑎 while 𝝃2 ∈ℝ𝐷 is for the parameter 𝝎. Therefore, the above expectation can be written as

𝑓 (𝐱; �̃�) = 1
𝑚

𝑚∑
𝑘=1

𝔼(𝜉1 ,𝝃2)[(𝑎𝑘 + ℎ𝜉1)𝜎((𝝎𝑘 + ℎ𝝃2)𝑇 𝐱)].

By using a similar argument as that for the PM approach, we obtain the following system

𝑑𝜃𝑘
𝑑𝑡

= 𝑣(�̃�, 𝜃𝑘) = −
𝛿(𝜃1, ..., 𝜃𝑚; 𝜉)

𝛿𝜃𝑘
, (11)

where (𝜃1, ..., 𝜃𝑚; 𝜉) is the approximation of the energy functional (1) by using (10). This gives

𝑑𝑎𝑘
𝑑𝑡

= −𝔼𝝃2
[
𝛿(𝝃2)
𝛿𝑎𝑘

] = −𝔼𝝃2
[𝔼𝐱[(𝑓 (𝐱; �̃�) − 𝑓 ∗(𝐱))𝜎(𝝎𝑇

𝑘
𝐱 + ℎ𝝃𝑇2 𝐱)]],

𝑑𝝎𝑘

𝑑𝑡
= −𝔼(𝜉1 ,𝝃2)[

𝛿(𝜉1,𝝃2)
𝛿𝝎𝑘

]

= −𝔼(𝜉1 ,𝝃2)[𝔼𝐱[(𝑓 (𝐱; �̃�) − 𝑓 ∗(𝐱))(𝑎𝑘 + ℎ𝜉1)𝜎′(𝝎𝑇
𝑘
𝐱 + ℎ𝝃𝑇2 𝐱)𝐱]].

(12)

For the implementation, we employ the Monte Carlo method for the numerical integration to approximate the expectation with 
respect to 𝜉 in the above equation. By generating a series of random variables {𝜉𝑖}𝐽𝑖=1 ∼ (0, 𝐼𝐷+1), and using them to calculate the 
expectation 𝐽 times (in this work, we take 𝐽 = 10), we use the obtained average to compute gradients and then update parameters. 
4

In summary, the SPM algorithm can be implemented as follows:
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Algorithm 1 Smoothed Particle Method.

Input: 𝜃0

Output: 𝜃𝑁

1: for 𝑛 = 0, 1, ..., 𝑁 − 1 do

2: Generate {𝜉𝑗}𝐽
𝑗=1 ∼ (0, 𝐼𝐷+1)

3: for 𝑗 = 1, 2, ..., 𝐽 do

4: Calculate 𝐿𝑗 = (𝐱, 𝜃𝑛, 𝜉𝑗 )
5: end for

6: 𝐿𝑜𝑠𝑠 = 1
𝐽

∑𝐽

𝑗=1𝐿𝑗

7: Use the Loss to renew 𝜃𝑛+1
8: end for

9: return 𝜃𝑁

2.2. Time discretization for the gradient flow

We now consider the time discretization for the ODE systems (8) and (11). We write systems (8) and (11) into the following 
unified form

𝑑𝜃

𝑑𝑡
= − 𝛿(𝜃)

𝛿𝜃
∶= − (𝜃), (13)

where 𝜃 = [𝜃1, … , 𝜃𝑚]𝑇 . Due to the nonlinear activate functions in the neural network approximation, the resulting system is usually 
a complex nonlinear system. Taking the inner product of (13) with 𝜃𝑡, we obtain the energy dissipation law

𝑑

𝑑𝑡
(𝜃) =

(
𝛿(𝜃)
𝛿𝜃

, 𝜃𝑡

)
= −‖𝜃𝑡‖2 ≤ 0,

where (⋅, ⋅) and ‖ ⋅‖ denote the standard discrete 𝐿2 inner product and the corresponding norm, respectively. However, the commonly 
used GD method and its variants usually do not ensure energy diminishing, and may not converge if the time step (i.e., the learning 
rate) is too large. Thus, inspired by the SAV method for the gradient flow [34], and encouraged by its success for optimization 
problems [20], we shall employ several SAV-based algorithms which enjoy an energy dissipation law at the discrete level.

2.2.1. SAV-based algorithms

We first recall the vanilla SAV method. The SAV method is a popular numerical method in dealing with complex gradient flow 
systems proposed in [34] since it is easy to design efficient and energy stable schemes for gradient flows. In order to improve the 
performance (e.g., the efficiency and the stability) of the SAV method, we introduce a linear semi positive-definite operator  to the 
system (13):

𝑑𝜃

𝑑𝑡
+(𝜃) + (𝜃) −(𝜃) = 0. (14)

For example, we can take (𝜃) = 𝜆(−Δ)𝑘𝜃, where 𝜆, 𝑘 ≥ 0 are given constants. We then introduce a scalar auxiliary variable (SAV)

𝑟(𝑡) =
√(𝜃) +𝐶, (15)

where 𝐶 is a constant to ensure that (𝜃) +𝐶 ≥ 0, and expand the system (14) into the following system:

𝑑𝜃

𝑑𝑡
+(𝜃) + 𝑟√(𝜃) +𝐶

 (𝜃) −(𝜃) = 0, (16a)

𝑑𝑟

𝑑𝑡
= 1

2
√(𝜃) +𝐶

( (𝜃), 𝑑𝜃
𝑑𝑡

)
. (16b)

With 𝑟(0) =
√(𝜃|𝑡=0) +𝐶 , it is obvious that the solution of (14) is also a solution of the above system. We then discretize the above 

system with the following first order scheme:

𝜃𝑛+1 − 𝜃𝑛

Δ𝑡
+(𝜃𝑛+1) +  (𝜃𝑛)√(𝜃𝑛) +𝐶

𝑟𝑛+1 −(𝜃𝑛) = 0, (17a)

𝑟𝑛+1 − 𝑟𝑛

Δ𝑡
= 1

2
√(𝜃𝑛) +𝐶

(
 (𝜃𝑛), 𝜃

𝑛+1 − 𝜃𝑛

Δ𝑡

)
. (17b)

Taking the 𝐿2 inner product for (17a) with 𝜃𝑛+1 − 𝜃𝑛 and multiplying 2Δ𝑡𝑟𝑛+1 on both sides of (17b), summing up the results, we 
can easily prove the following:

Theorem 1. The scheme (17) is unconditionally energy stable in the following sense with a modified energy: ∀ Δ𝑡 > 0, we have

2 2 ‖𝜃𝑛+1 − 𝜃𝑛‖2

5

(𝑟𝑛+1) − (𝑟𝑛)2 = −((𝜃𝑛+1 − 𝜃𝑛), 𝜃𝑛+1 − 𝜃𝑛) − (𝑟𝑛+1 − 𝑟𝑛) −
Δ𝑡

≤ 0. (18)
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The scheme (17) can be easily and efficiently implemented as follows: Letting

𝜃𝑛+1 = 𝜃𝑛+1,1 + 𝑟𝑛+1𝜃𝑛+1,2, (19)

we have that (17a) is equivalent to the following two decoupled equations:

𝜃𝑛+1,1

Δ𝑡
+(𝜃𝑛+1,1) = 𝜃𝑛

Δ𝑡
+(𝜃𝑛),

𝜃𝑛+1,2

Δ𝑡
+(𝜃𝑛+1,2) = −  (𝜃𝑛)√(𝜃𝑛) +𝐶

,

from which we derive

𝜃𝑛+1,1 = 𝜃𝑛, 𝜃𝑛+1,2 = − Δ𝑡√(𝜃𝑛) +𝐶
(𝐼 +Δ𝑡)−1 (𝜃𝑛).

Then we substitute the above equations into (17b) to get

𝑟𝑛+1 = 𝑟𝑛

1 +Δ𝑡 ( (𝜃𝑛),(𝐼+Δ𝑡)−1 (𝜃𝑛))
2((𝜃𝑛)+𝐶)

. (20)

Now we obtain 𝜃𝑛+1 in view of (19). We summarize the SAV method in Algorithm 2.

Algorithm 2 SAV scheme.

Input: 𝜃0, Δ𝑡, 𝑟0 =
√(𝜃0) +𝐶

Output: 𝜃𝑁

1: for 𝑛 = 0, 1, ..., 𝑁 − 1 do

2: 𝜃𝑛+1,1 = 𝜃𝑛

3: 𝜃𝑛+1,2 = − Δ𝑡√(𝜃𝑛 )+𝐶 (𝐼 +Δ𝑡)−1 (𝜃𝑛)

4: 𝑟𝑛+1 = 𝑟𝑛

1+Δ𝑡 ( (𝜃𝑛 ),(𝐼+Δ𝑡)−1 (𝜃𝑛 ))
2((𝜃𝑛 )+𝐶)

5: 𝜃𝑛+1 = 𝜃𝑛+1,1 + 𝑟𝑛+1𝜃𝑛+1,2

6: end for

7: return 𝜃𝑁

2.2.2. Restart SAV method

Theorem 1 states that the modified energy (𝑟𝑛)2 is unconditionally stable. However, for the vanilla SAV, the computed 𝑟𝑛 may 
not be a good approximation of 𝑟(𝑡𝑛). For instance, 𝑟𝑛 may go to 0 rapidly if Δ𝑡 or ( (𝜃𝑛),(𝐼+Δ𝑡)−1 (𝜃𝑛))

2((𝜃𝑛)+𝐶) is too big. Therefore, we 
may lose accuracy and even obtain a wrong steady state solution. The main reason for this is that 𝑟𝑛 is not directly linked to 𝑟(𝑡𝑛). 
To resolve this issue, a simple idea is to introduce

�̂�𝑛 ∶= 𝑟(𝜃𝑛) =
√(𝜃𝑛) +𝐶

directly according to the definition, and renew 𝑟𝑛+1 using

𝑟𝑛+1 = �̂�𝑛

1 +Δ𝑡 ( (𝜃𝑛),(𝐼+Δ𝑡𝑛)−1 (𝜃𝑛))
2((𝜃𝑛)+𝐶)

instead of using (20). We call this algorithm as Restart SAV (ResSAV) and state it in Algorithm 3.

Algorithm 3 Restart SAV scheme.

Input: 𝜃0, Δ𝑡
Output: 𝜃𝑁

1: for 𝑛 = 0, 1, ..., 𝑁 − 1 do

2: �̂�𝑛 =
√(𝜃𝑛) +𝐶

3: 𝜃𝑛+1,1 = 𝜃𝑛

4: 𝜃𝑛+1,2 = − Δ𝑡√(𝜃𝑛 )+𝐶 (𝐼 +Δ𝑡)−1 (𝜃𝑛)

5: 𝑟𝑛+1 = �̂�𝑛

1+Δ𝑡 ( (𝜃𝑛 ),(𝐼+Δ𝑡)−1 (𝜃𝑛 ))
2((𝜃𝑛 )+𝐶)

6: 𝜃𝑛+1 = 𝜃𝑛+1,1 + 𝑟𝑛+1𝜃𝑛+1,2

7: end for

8: return 𝜃𝑁
6
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2.2.3. Relaxed SAV method

The restart SAV usually performs better than the vanilla SAV, however, it no longer guarantees an energy dissipation law. 
Therefore, we adopt the idea of relaxed SAV proposed in [35] that enjoys the energy dissipation law and, at the same time, links 𝑟𝑛
directly to 𝑟(𝑡𝑛). Specifically, we employ the relaxation technique to update 𝑟𝑛+1 by using a linear combination of the value computed 
by using (20) (here we denote it by 𝑟𝑛+1) and the value of �̂�𝑛+1 given by

�̂�𝑛+1 ∶=
√(𝜃𝑛+1) +𝐶, (21)

leading to the following relaxed SAV method

𝜃𝑛+1 − 𝜃𝑛

Δ𝑡
+(𝜃𝑛+1) +  (𝜃𝑛)√(𝜃𝑛) +𝐶

𝑟𝑛+1 −(𝜃𝑛) = 0, (22a)

𝑟𝑛+1 − 𝑟𝑛

Δ𝑡
= 1

2
√(𝜃𝑛) +𝐶

(
 (𝜃𝑛), 𝜃

𝑛+1 − 𝜃𝑛

Δ𝑡

)
, (22b)

𝑟𝑛+1 = 𝜉0𝑟
𝑛+1 + (1 − 𝜉0)�̂�𝑛+1, (22c)

where 𝜉0 is determined by solving the following optimization problem

𝜉0 = min
𝜉∈[0,1]

𝜉, 𝑠.𝑡.(𝑟𝑛+1)2 − (𝑟𝑛+1)2 ≤ 𝜂
‖𝜃𝑛+1 − 𝜃𝑛‖2

Δ𝑡
. (23)

Here 𝜂 ∈ [0, 1] is an artificial parameter with a default value of 0.99. It has been shown in [35] that the relaxation parameter 𝜉0 is 
given by

𝜉0 = max

{
0, −𝑏−

√
𝑏2 − 4𝑎𝑐
2𝑎

}
, (24)

where the coefficients are given by

𝑎 = (𝑟𝑛+1 − �̂�𝑛+1)2, 𝑏 = 2�̂�𝑛+1(𝑟𝑛+1 − �̂�𝑛+1),

𝑐 = (�̂�𝑛+1)2 − (𝑟𝑛+1)2 − 𝜂
‖𝜃𝑛+1 − 𝜃𝑛‖2

Δ𝑡
.

By using (18) with 𝑟𝑛+1 replaced by 𝑟𝑛+1 and (23), we have immediately the following:

Theorem 2. The relaxed SAV scheme (22) is unconditionally energy stable in the sense that

(𝑟𝑛+1)2 − (𝑟𝑛)2

= −((𝜃𝑛+1 − 𝜃𝑛), 𝜃𝑛+1 − 𝜃𝑛) − (𝑟𝑛+1 − 𝑟𝑛)2 − (1 − 𝜂)‖𝜃𝑛+1 − 𝜃𝑛‖2
Δ𝑡

≤ 0.

The relaxed SAV scheme can be implemented as follows:

Algorithm 4 Relaxed SAV scheme.

Input: 𝜃0
𝑘
, Δ𝑡, 𝑟0 =

√(𝜃0) +𝐶

Output: 𝜃𝑁

1: for 𝑛 = 0, 1, ..., 𝑁 − 1 do

2: Obtain 𝜃𝑛+1 and 𝑟𝑛+1 by using Algorithm 2

3: �̂�𝑛+1 =
√(𝜃𝑛+1) +𝐶

4: 𝑎 = (𝑟𝑛+1 − �̂�𝑛+1)2

5: 𝑏 = 2�̂�𝑛+1(𝑟𝑛+1 − �̂�𝑛+1)
6: 𝑐 = (�̂�𝑛+1)2 − (𝑟𝑛+1)2 − 𝜂

‖𝜃𝑛+1−𝜃𝑛‖2
Δ𝑡

7: 𝜉0 =𝑚𝑎𝑥{0, −𝑏−
√
𝑏2−4𝑎𝑐
2𝑎

}
8: 𝑟𝑛+1 = 𝜉0𝑟

𝑛+1 + (1 − 𝜉0)�̂�𝑛+1
9: end for

10: return 𝜃𝑁

2.2.4. Adaptive SAV methods

When solving complex nonlinear PDEs, the adaptive time step is usually used to improve the efficiency and accuracy. In particular 
for optimizing algorithms in deep learning, one of the most commonly used methods is the Adam method [18], which can be seen 
7

as a GD-based algorithm that uses a modified learning rate and gradient to update parameters. We now propose an adaptive version 



Journal of Computational Physics 505 (2024) 112911Z. Ma, Z. Mao and J. Shen

Table 1

Notations of parameters.

# of neurons 𝑚 # of data 𝑀 Dimension of the problem 𝐷

batch size 𝑙 SAV constant 𝐶 Coefficient for the linear operator 𝜆

for the SAV schemes based on the Adam algorithm. More precisely, we use the Adam algorithm (3)-(4) to update the time step and 
the nonlinear term, and then substitute them into the corresponding SAV methods to update the parameters, i.e.:

• Step 1: Compute ̂ (𝜃𝑛) and Δ̂𝑡 using the adaptive strategy of the Adam method;

• Step 2: Use the adaptive corrective terms to update 𝜃𝑛+1 using SAV-based schemes.

We denote these adaptive SAV schemes as A-SAV, A-ResSAV and A-RelSAV corresponding to the vanilla SAV, the restart SAV and 
the relaxed SAV, respectively. The details for the adaptive implementation are given as follows:

Algorithm 5 The adaptive SAV scheme.

Input: 𝜃0, Δ𝑡, 𝑟0, 𝜖 = 1𝑒 − 8, 𝛽1 = 0.9, 𝛽2 = 0.999, 𝑚0 = 0, 𝑣0 = 0
Output: 𝜃𝑁

1: for 𝑛 = 0, 1, ..., 𝑁 − 1 do

2: 𝑚𝑛+1 = 𝛽1𝑚
𝑛 + (1 − 𝛽1) (𝜃𝑛)

3: 𝑣𝑛+1 = 𝛽2𝑣
𝑛 + (1 − 𝛽2)‖ (𝜃𝑛)‖2

4: �̂�𝑛+1 = 𝑚𝑛+1

1−(𝛽1)𝑛+1

5: �̂�𝑛+1 = 𝑣𝑛+1

1−(𝛽2)𝑛+1

6: ̂ (𝜃𝑛) = �̂�𝑛+1

7: Δ̂𝑡 = Δ𝑡√
�̂�𝑛+1+𝜖

8: update 𝜃𝑛+1 by using Algorithm 2, 3 and 4, respectively

9: end for

10: return 𝜃𝑁

3. Numerical results

In this section, we present several numerical examples, including three regression problems as well as a classification problem to 
illustrate the effectiveness of the present methods. In all numerical examples, we use “ReLU” as the activate function if not mentioned. 
We use PM-Euler to denote the PM with the forward Euler scheme, and PM-SAV to denote the PM with the SAV scheme, likewise for 
PM-ResSAV, PM-RelSAV, SPM-Euler, SPM-SAV, SPM-ResSAV, SPM-RelSAV. We also use SPM-A-SAV to denote the adaptive version 
of SPM-SAV, and similar notations are used for other methods. We point out here that the PM-Euler is actually the GD method or the 
SGD method if the mini-batch technique is used. Namely, the PM-Euler method is equivalent to the GD method, or the SGD method 
if the mini-batch technique is used. Numerical results show that the results obtained by using the SPM-Euler method are almost the 
same as or a little better than the ones obtained by using the PM-Euler method, see the result in Fig. 2. Similarly, the results obtained 
by using the SPM-A-Euler method are almost same as or a little better than the ones obtained by using the PM-A-Euler method, which 
is actually the Adam method, one of the most popularly used optimization method in deep learning. For the learning rate, we use 
either the time step Δ𝑡 or the notation 𝑙𝑟. In all numerical tests, we take the linear semi positive-definite operator to be (𝜃) = 𝜆𝜃

with a suitable 𝜆 ≥ 0.

For the sake of convenience, we also list some other frequently used parameters in Table 1.

3.1. Regression problem

We first consider the regression problem. Note that before calculation, we process data with the Z-score normalization

𝐱⇒ 𝐱 − 𝜇

𝜎
,

where 𝜇, 𝜎 are the mean and standard deviation of the data, respectively, and then take the relative error as the loss function. For 
each case, we use 80% of the data for training while use the other 20% of the data for testing.

3.1.1. Example 1

Example 1. Consider the following target function:

𝑓 ∗(𝑥1, ..., 𝑥𝐷) = sin

(
𝐷∑
𝑝𝑖𝑥𝑖

)
+ cos

(
𝐷∑
𝑞𝑖𝑥𝑖

)
, (25)
8

𝑖=1 𝑖=1
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Fig. 1. Example 1: Train loss (left) and test loss (right) using the full batch of data. Upper: PM method, lower: SPM method. Other parameters are set as 𝑚 =1000, 𝑀 =
10000, 𝑙 = 8000, 𝑙𝑟 = 0.6, 𝐶 = 1, 𝜆 = 10.

where {𝑝𝑖, 𝑞𝑖}1≤𝑖≤𝐷 are given coefficients, 𝐷 is the dimension. We generate a random data set {𝐱𝑗 , 𝑓 ∗
𝑗
}
1≤𝑗≤𝑀 , where 𝐱𝑗 ∈ (0, 1)𝐷 .

We begin by verifying the theoretical results given in Theorems 1 and 2, i.e., the discrete energy dissipation law, with full batch of 
training data. To this end, we employ both PM and SPM methods with or without SAV/Relaxed SAV schemes for a 20D problem using 
𝑀 = 10000 data. The learning rate, i.e., the time step, is set to be 0.6, and other parameters for the SAV scheme are 𝐶 = 1, 𝜆 = 10. If 
not otherwise specified, the parameters for the smoothed particle method are set to be ℎ = 0.0001, 𝐽 = 10. The results are shown in 
Fig. 1. We observe that the train and test losses obtained by using the SAV method or the relaxed SAV method decay asymptotically. 
This is in agreement with Theorem 1 and 2. However, we observe oscillations for the result obtained without using SAV-based 
methods.

As mentioned before, it is usually computationally expansive to use full data. Therefore, we shall employ the stochastic version 
of SAV-based methods, i.e., utilize the mini-batch technique as in SGD. Hereafter, if not otherwise specified, we use the stochastic 
SAV-based methods in all following numerical tests.

To demonstrate the effectiveness of the SPM method, we show numerical results in Fig. 2 for Example 1 with 𝐷 = 40, 𝑀 =
10000, 𝑚 = 1000 by comparing the accuracy between the results obtained by using PM-based methods and the ones obtained by 
using SPM-based methods. The batch size used here is 𝑙 = 64, and the other parameters are set as follows: 𝐶 = 1, 𝜆 = 4. Observe that 
we obtain higher (but not significantly improved) accuracy with SPM-based methods compared with PM-based methods. We also 
test different sets of data with different numbers and different dimensions showing a similar result. One of our future works is to 
develop a highly accurate space discretization method.

Next, we show how the SAV-based schemes improve the efficiency and stability of the training process. Consider Example 1 with 
𝐷 = 40, 𝑚 = 1000, 𝑀 = 100000. We implement both PM and SPM methods, and the behaviors for both methods are almost the same. 
Thus, we only show the result with the SPM method. The train and test losses using different types of SAV-based methods with 
different (fixed) learning rates are shown in Fig. 3. The result obtained by using SGD with a default learning rate 0.01 is presented 
as the baseline. We observe that all results obtained with the three SAV-based schemes (i.e., the vanilla SAV, the restart SAV and the 
relaxed SAV) are almost the same. For the case of 𝑙𝑟 = 0.5, it shows that the test loss using SAV-based methods is about 2 orders of 
magnitude higher than that using the Euler scheme. For the case of 𝑙𝑟 = 1, the test loss using SAV-based schemes is almost the same 
9

as the case of 𝑙𝑟 = 0.5 while the solution obtained by using the SPM-Euler method even does not converge. This also indicates that 
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Fig. 2. Example 1: Train loss (left) and the test loss (right) for 40𝐷. Other parameters are set as: 𝑚 = 1000,𝑀 = 10000, 𝑙 = 64, 𝑙𝑟 = 0.2, 𝐶 = 1, 𝜆 = 0. c.

Fig. 3. Example 1: Train loss (left) and the test loss (right) with different fixed learning rate. Upper: 𝑙𝑟 = 0.5, lower: 𝑙𝑟 = 1. Other parameters are set as: 𝑚 = 1000, 𝑀 =
100000, 𝑙 = 256, 𝐶 = 100, 𝜆 = 4.

the training process is stable by using the SAV-based methods with respect to the learning rate. Furthermore, we observe that all 
obtained results are much better than those obtained by using SPM-Euler with the default learning rate (𝑙𝑟 = 0.01).

The fixed learning rate for each case is used in the above tests. Next we consider the case of using the adaptive learning rate. More 
precisely, we solve the above problem by combining the SAV-based schemes and the adaptive strategy used in Adam algorithm, see 
Algorithm 5 for more details. We show in Fig. 4 the comparison of the results between the SAV-based methods and non-SAV-based 
method for different initial learning rates (𝑙𝑟 = 0.01 and 𝑙𝑟 = 1). We also present the result obtained by using the Adam method with 
the default initial learning rate 𝑙𝑟 = 0.001 as the baseline. Again, the accuracy using SAV-based methods is much better than that 
10

using a non-SAV-based scheme with the same (big) initial learning rate, and even slightly better than that using Adam with a small 
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Fig. 4. Example 1: Train loss (left) and the test loss (right) with different initial learning rate for adaptive method. Upper: 𝑙𝑟 = 0.01, lower: 𝑙𝑟 = 1. Other parameters 
are set as:: 𝑚 = 1000, 𝑀 = 100000, 𝑙 = 256, 𝐶 = 100, 𝜆 = 4.

initial learning rate (i.e., the default case). It also converges much faster than the default case, i.e., the case of using Adam method 
with the initial learning rate 𝑙𝑟 = 0.001. Moreover, even with an adaptive learning rate, we cannot obtain a convergent solution with 
a relatively big initial learning rate (e.g., 𝑙𝑟 = 1) with the non-SAV based schemes. On the other hand, we observe that the accuracy 
by using SAV-based schemes with an adaptive learning rate is more or less the same as that by using a fixed learning rate, i.e., the 
advantage of adaptive learning rate is not significant for this example. However, as we will see in the next example that the adaptive 
learning rate is necessary to improve the efficiency for more complex problems.

We also investigate the influence of the coefficient 𝜆 of the linear operator for the SAV-based schemes. As we mentioned pre-

viously, the vanilla SAV scheme may give a wrong solution. We first employ the SPM method and SAV scheme with 𝑙𝑟 = 0.5 and 
different values of 𝜆 = 0, 1, 4, 10. The train and test losses are shown in Fig. 5 showing that 𝜆 = 4 gives the best result for the SAV 
scheme. We also employ the SPM method with restart and relaxed SAV methods with different values of 𝜆. Numerical results show 
that the parameter 𝜆 just weakly affects the restart and relaxed SAV methods. We further demonstrate this by plotting the value of 
1 − 𝑞𝑛, where

𝑞𝑛 = 𝑟𝑛

�̂�𝑛
,

for 𝜆 = 0, 4 and the three SAV-based schemes in Fig. 6. The ratio 𝑞𝑛 (or 1 − 𝑞𝑛) should be an approximation of 1 (or 0). We observe 
that 1 − 𝑞𝑛 ≈ 0.6 for the case of SAV with 𝜆 = 0 while 1 − 𝑞𝑛 ≈ 0 for the other cases.

3.1.2. Example 2

For Example 1, we obtained similar accuracy when using fixed and adaptive learning rates. Particularly, we obtained high 
accuracy solutions as well as efficient and stable training processes in both cases. Now we show in the next example the advantage 
of using the adaptive learning rate.

Example 2. Let us consider the following quadratic function:

∗
𝐷∑

2

11

𝑓 (𝑥1, ..., 𝑥𝐷) =
𝑖=1

𝑐𝑖𝑥𝑖 , (26)
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Fig. 5. Example 1: Train loss (left) and test loss (right) with different values of the coefficient 𝜆. Other parameters are 𝑚 = 1000, 𝑀 = 100000, 𝑙 = 256, 𝑙𝑟 = 0.5, 𝐶 = 100.

Fig. 6. Example 1: The values of 1 − 𝑞 for SAV, ResSAV and RelSAV methods with different values of the parameter 𝜆. Left: 𝜆 = 0, right: 𝜆 = 4. Other parameters are: 
𝑚 = 1000, 𝑀 = 100000, 𝑙 = 256, 𝑙𝑟 = 0.5, 𝐶 = 10.

Fig. 7. Example 2: Train loss (left) and the test loss (right) for the 40D. Other parameters are set as: 𝑚 = 100,𝑀 = 10000, 𝑙 = 64, 𝑙𝑟 = 0.01, 𝐶 = 1, 𝜆 = 0.

where 𝑥 ∈ [0, 5]𝐷 , {𝑐𝑖}1≤𝑖≤𝐷 is a set of preset coefficients.

We first compare the accuracy of the solutions between the PM method and the SPM method by considering Example 2 with 
𝐷 = 40, 𝑚 = 100, 𝑀 = 10000, 𝑙 = 64, 𝑙𝑟 = 0.01, 𝐶 = 1, 𝜆 = 0. Again, the result obtained by using the SPM method is slightly better 
12

than the one obtained by using the PM method (see Fig. 7).
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Fig. 8. Example 2: Train loss (left) and the test loss (right) with different fixed learning rate: 𝑙𝑟 = 0.4 (upper), 1 (lower). Other parameters are set as: 𝑚 = 100, 𝑀 =
10000, 𝑙 = 64, 𝐶 = 1, 𝜆 = 4.

We then employ the present SPM method with different time stepping schemes using the fixed learning rate for Example 2 with 
𝐷 = 40, 𝑚 = 100 𝑀 = 1000, 𝐶 = 1, 𝜆 = 4. The result of train and test losses for different learning rates (𝑙𝑟 = 0.4, 1) is shown in Fig. 8. 
The result using the SPM method with the forward Euler scheme with a default learning rate 𝑙𝑟 = 0.01 is used as a benchmark.

For the SPM method with the forward Euler scheme using a large learning rate, the solutions do not converge. However, we 
always obtain convergent solution by using the SAV-based schemes. Nevertheless, unlike in the case of Example 1, we observe in 
the current case that we lose about one order of magnitude on accuracy for the solution using the SAV-based schemes with a large 
fixed learning rate, compared with the solution using 𝑙𝑟 = 0.01. This prevents us to use a large learning rate to obtain high accurate 
solutions.

To resolve the aforementioned issue, we need to use the adaptive learning rate. We next employ the adaptive algorithms using 
the Adam strategy and SAV-based schemes, similarly as in the previous example. The results with different initial learning rates 
(𝑙𝑟 = 0.1, 1) are presented in Fig. 9. The result using the adaptive SPM-Euler with a default initial learning rate 𝑙𝑟 = 0.001 is also 
presented as the benchmark. Again, we observe that the accuracy of the solution using SAV-based schemes is better than that using 
the non-SAV schemes. Moreover, unlike the case with fixed learning rates, here the accuracy of the solution using adaptive SAV-based 
schemes is almost the same as that in the benchmark (i.e., the case using the Adam method with initial learning rate 𝑙𝑟 = 0.001). 
Moreover, if we take a look at the left bottom of the plots, we observe that the SAV-based schemes with a big initial learning rate 
converge faster when compared with the benchmark.

3.1.3. Example 3

We now consider a more difficult regression problem.

Example 3. Consider the following target function,

𝑓 ∗(𝐱) = 𝑒−10‖𝐱‖2 , 𝐱 = (𝑥1, ..., 𝑥𝐷), (27)
13

which is a high dimensional Gaussian function with steep gradients near the origin.



Journal of Computational Physics 505 (2024) 112911Z. Ma, Z. Mao and J. Shen

Fig. 9. Example 2: Train loss (left) and the test loss (right) with different initial learning rates for adaptive method: 𝑙𝑟 = 0.1 (upper), 0.1 (lower). Other parameters are 
set as: 𝑚 = 100, 𝑀 = 10000, 𝑙 = 64, 𝐶 = 1, 𝜆 = 4.

Since the target function is very sharp near the origin, we use a nonuniform distributed data set, namely, we randomly generate 
100000 data with {𝐱} ∼  (0, 0.2). Other parameters are given as follows: 𝑚 = 10000, ℎ = 0.000001. The batch size is 𝑙 = 256. 
We show in Fig. 10 the result using SPM method with the relaxed SAV scheme and the non-SAV scheme, and employ both fixed 
and adaptive learning rates by setting the (initial) learning rate to be 𝑙𝑟 = 1. Again, the result using adaptive SPM-Euler method, 
Adagrad, RMSprop with the default learning rate 𝑙𝑟 = 0.001 are presented for comparison. It shows that the relaxed SAV scheme 
is more efficient and stable than the Euler method with either the fixed learning rate or the adaptive learning rate. In addition, 
the solution using relaxed SAV with the adaptive learning rate has better accuracy and a much faster convergence than adaptive 
SPM-Euler with the default initial learning rate. This means that the adaptive relaxed SAV approach is more efficient that the Adam 
approach.

3.2. Classification problem

Example 4. We consider in this subsection the classification problem, i.e., the MNIST (Mixed National Institute of Standards and 
Technology) problem [36], whose dataset is a large-scale handwritten digit database collected by the National Institute of Standards 
and Technology, containing a training set of 60000 samples and a test set of 10000 samples.

The results on the accuracy, train loss and test loss using different methods are shown in Fig. 11. We observe that there is no 
obvious difference between the four algorithms. This is because classification problems do not require as high precision as regression 
problems, We only need to approximate the label with about 10% of accuracy to get the correct classification. Nevertheless, the 
accuracy of the SPM method is still slightly better than the PM method. Also, the train loss using relaxed SAV method is slightly 
better than the one using a non-SAV method.

3.3. Solving partial differential equations

Besides the function approximation problems, we also consider in this subsection solving PDEs using the neural network-based 
14

method with the present SAV-based optimization methods.
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Fig. 10. Example 3: Train loss (left) and the test loss (right) between the results obtained by using Euler, RelSAV, A-Euler and A-RelSAV, as well as two other popularly 
used adaptive methods (i.e., Adagrad and RMSprop with default learning rate 0.001). Other parameters are set as: 𝑚 =10000, 𝑀 = 100000, 𝑙 = 256, 𝐶 = 100, 𝜆 = 4.

Fig. 11. Example 4 (classification problem): (a) Sample images from MNIST test dataset. (b) Accuracy. (c) Train loss. (d) Test loss.

Example 5. Consider the following burgers equation:

⎧⎪⎨⎪⎩
𝑢𝑡 + 𝑢𝑢𝑥 = 𝜈𝑢𝑥𝑥, 𝑥 ∈ (−1,1), 𝑡 ∈ (0, 𝑇 ],
𝑢(𝑥,0) = −sin𝜋𝑥,𝑥 ∈ (−1,1),
𝑢(−1, 𝑡) = 𝑢(1, 𝑡) = 0, 𝑡 ∈ [0, 𝑇 ],

(28)

where 𝜈 = 0.01∕𝜋 and 𝑇 = 1. Here we adopt PINNs to solve the above equation and use 𝑡𝑎𝑛ℎ as the activate function. We use 200 ×60
15

equally distributed residual points for 𝑥 × 𝑡 domain. Since the expressive ability of the single hidden layer neural network is too weak 
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Fig. 12. Example 5 Test losses obtained by different optimizers. (a) 𝑙𝑟 = 0.01. (b) 𝑙𝑟 = 0.001. Other parameters are set as 𝐶 = 10000, 𝜆 = 4.

to solve the above Burgers equation, thus we use a neural network with 5 hidden layers and 32 neurons for each layer. Furthermore, 
we use PM approach in the case since we do not have a continuous PDE form like (6).

We compare the test errors between the ones obtained by using the present adaptive SAV-based methods and the ones obtained 
by using several popularly used adaptive optimization methods (i.e., Adagrad, RMSprop and Adam) in Fig. 12 for 𝑙𝑟 = 0.01 and 
𝑙𝑟 = 0.001, respectively. Observe that the present adaptive SAV-based methods enjoy superior efficiency and accuracy. Furthermore, 
for a big learning rate (𝑙𝑟 = 0.01), the results of Adagrad and RMSprop even do not converge.

4. Conclusion and discussion

We considered in this paper efficient and stable numerical methods for solving gradient flows arising from deep learning. For the 
space discretization, we implemented both particle method (PM) and smoothed particle method (SPM), and showed that the SPM is 
slightly better than the PM in terms of accuracy. For the time discretization, we adopted several efficient SAV-based time stepping 
schemes, and developed their adaptive version by applying the adaptive strategy used in Adam. Numerical results show that the 
SAV-based schemes significantly improve the efficiency and robustness of the training process and the accuracy of the solution when 
using large learning rates by comparing with the SGD method or the Adam method. When compared with the Adam method with a 
small learning rate, we obtain in most cases much more accurate solutions with much higher efficiency by the proposed methods.

In the present work, we mainly considered the function approximation problem by only one-hidden layer neural network. How-

ever, the proposed methods can be extended to the multi-layer neural network and different architectures of neural networks, see 
Example 5. We shall consider extending the proposed methods to different problems, for instance, solving more complex PDEs, with 
different neural network architectures in a future work.
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