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The purpose of this note is to correct some errors in the proofs of pressure error
estimates in [1] and [2]. The origin of the errors is the following incorrect inequality1

(1) c2‖u‖2
−1 ≤ (A−1u, u) ,

(see (2.1) in [1] and (2.7) in [2]), which the author incorrectly derived by identifying
‖u‖V ′ with ‖u‖−1 for u ∈ H.2 The correct inequality is:

(2) c2‖u‖2
V ′ ≤ (A−1u, u) .

However, the incorrect proofs induced by the error (1) can all be fixed as indicated
below. More precisely, the proofs for the velocity error estimates in [1, 2] are all valid
provided some minor changes of notations; the pressure error estimates still hold, but
their proofs necessitate some additional estimates. In summary,all the results pre-
sented in [1, 2] remain validprovided some additional regularity assumptions on the
exact solution are made. In the following we provide the details for the aforementioned
modifications and corrections.

? This work was supported in part by NSF grant DMS-9205300
1 The incorrectness of (1) was pointed out to me by R. Temam to whom I am grateful. Later on J.L.

Guermond has also expressed to me his doubts about (1)
2 The confusion can be partly explained by a technical sublety. We know thatV ⊂ H1

0(Ω)d and
henceH1

0(Ω)d = V ⊕ V ⊥. By the Riesz theorem and elementary properties of Hilbert spaces,V ′ is
isomorphic to and could be identified with a subspace ofH−1(Ω)d. However this identification must
not be made because, as it is usual with evolution equations, we already identifiedH with a subspace
of V ′(V ⊂ H ⊂ V ′). Hence this double identification is not allowed
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Velocity error estimates

We need to make the following modifications for the proofs of the velocity error
estimates in [1] and [2]:
(i) The norm‖ · ‖−1 should be replaced by‖ · ‖V ′ in the following places: Lemma

1 in [1] and its proof, the proof of (4.1) in [1], Lemma 3 and its proof in both
[1] and [2], Lemma 6 in [2] and its proof.

(ii) In the proof of Lemma 2 in [1], do not use
∫ T

0 ‖utt(t)‖2
−1dt, which is not neces-

sarily bounded with the assumptions of Lemma 2, but use instead the following
crude estimate which is sufficient:

k

T/k−1∑
k=0

‖Rn‖2
X ≤ C

∫ T

0
t‖utt(t)‖2

Xdt ≤Mk ,

whereX can be eitherL2(Ω)d or H−1(Ω)d.
Proof of (3). By definition and by the Cauchy-Schwarz inequality,

‖Rn‖2
X =

1
k

∫ tn+1

tn

(t− tn)utt(t)dt‖2
X

≤ 1
k2

∫ tn+1

tn

(t− tn)‖utt(t)‖2
Xdt

∫ tn+1

tn

(t− tn)dt

≤ 1
2

∫ tn+1

tn

t‖utt(t)‖2
Xdt .

Since
∫ T

0 t‖utt(t)‖2
Xdt ≤M with the assumptions of Lemma 2 (see for instance the

reference [5] in [1]), we conclude by summing up the last inequalities.

Pressure error estimates

Let us first deal with the original projection scheme (1.2)–(1.3) in [1]. It is clear that
the proof of (4.2) in [1] will become valid if we can prove

(4)
T/k−1∑
k=0

‖en+1 − en‖2
−1 ≤Mk2 .

However due to the aforementioned modifications, we only proved in [1] that

(5)
T/k−1∑
k=0

‖en+1 − en‖2
V ′ ≤Mk2 ,

and this is not sufficient for obtaining the pressure error estimate (4.2). We now
establish a stronger result.

Lemma A1. In addition to the assumptions of Theorem 1, we assume that

(6)
∫ T

0
‖pt(t)‖2dt ≤M .
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Then we have

(7)
T/k−1∑
k=0

|ẽn+1 − ẽn|2 ≤Mk2 .

Remark 1. The above Lemma implies in particular (4) since

‖en+1 − en‖−1 ≤ C|en+1 − en| ≤ C|ẽn+1 − ẽn| .

Hence the proof of (4.2) in [1] becomes complete, provided with the additional as-
sumption (6).

Proof. It is clear that the essential difficulty comes from the linear Stokes operator
rather than from the nonlinear term. Thus to simplify the presentation, we shall focus
on the linearized (aroundu = 0) Navier-Stokes equations. With the same notations as
in [1], we have the following error equations:

(8)
ẽn+1 − en

k
− ν∆ẽn+1 +∇p(tn+1) = Rn , ẽn+1|∂Ω = 0 ,

(9)
en+1 − ẽn+1

k
−∇φn+1 = 0 , div en+1 = 0 , en+1 · n|∂Ω = 0 .

Replacingen in (8) by ẽn + k∇φn [obtained from (9)], we obtain

(10)
ẽn+1 − ẽn

k
− ν∆ẽn+1 +∇(p(tn+1) − φn) = Rn , ẽn+1|∂Ω = 0 .

We also derive from (9) that

(11) div(ẽn+1 − ẽn) + k∆(φn+1 − φn) = 0 ,
∂φn+1

∂n

∣∣
∂Ω

= 0 .

Taking the scalar product of (10) withk(ẽn+1 − ẽn), we obtain

|ẽn+1 − ẽn|2 +
kν

2

{‖ẽn+1‖2 − ‖ẽn‖2 + ‖ẽn+1 − ẽn‖2
}

= k(Rn, ẽn+1 − ẽn) + k(p(tn+1) − φn, div(ẽn+1 − ẽn))

= k(Rn, ẽn+1 − ẽn) + k(qn, div(ẽn+1 − ẽn)) + k(p(tn+1) − p(tn), div(ẽn+1 − ẽn))

= I1 + I2 + I3 .(12)

In what follows, we shall use frequently integration by parts and the Cauchy-Schwarz
inequality to estimate the three terms above.

(13) I1 ≤ 1
8|ẽn+1 − ẽn|2 + 2k2|Rn|2 .

Using (11), we find
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I2 = −k2(qn, ∆(φn+1 − φn)) = k2(∇qn,∇(φn+1 − φn))

= −k2(∇qn,∇(qn+1 − qn)) + k2(∇qn,∇(p(tn+1) − p(tn)))

= −k2

2

{‖qn+1‖2 − ‖qn‖2 − ‖qn+1 − qn‖2
}

+ k2

(
∇qn,∇

∫ tn+1

tn

pt(t)dt

)
≤ −k2

2

{‖qn+1‖2 − ‖qn‖2 − ‖qn+1 − qn‖2
}

+ k3‖∇qn‖2 + k2
∫ tn+1

tn

‖pt(t)‖2t(14)

The “bad” term k2

2 ‖qn+1 − qn‖2 in the above relation can be controlled as follows:
We infer from (11) that

(15) k∆(qn+1 − qn) = div (ẽn+1 − ẽn) + k∆(p(tn+1) − p(tn)) .

Taking the scalar product of (15) with−(qn+1 − qn), we obtain

k‖qn+1 − qn‖2 = (ẽn+1 − ẽn,∇(qn+1 − qn)) + k(∇(p(tn+1) − p(tn)),∇(qn+1 − qn))

≤ k

2
‖qn+1 − qn‖2 + 2k‖p(tn+1) − p(tn)‖2 +

2
3k

|ẽn+1 − ẽn|2

≤ k

2
‖qn+1 − qn‖2 + 2k2

∫ tn+1

tn

‖pt(t)‖2dt +
2

3k
|ẽn+1 − ẽn|2 .

Therefore

(16)
k2

2
‖qn+1 − qn‖2 ≤ 2k3

∫ tn+1

tn

‖pt(t)‖2dt +
2
3
|ẽn+1 − ẽn|2 .

For the last termI3 we have

I3 = −k(∇(p(tn+1) − p(tn)), ẽn+1 − ẽn) = −k
(∫ tn+1

tn

∇pt(t)dt, ẽn+1 − ẽn
)

≤ 1
8
|ẽn+1 − ẽn|2 + 2k3

∫ tn+1

tn

‖pt(t)‖2dt .(17)

Combining (12–14, 16 and 17) together, dropping some unnecessary terms, we arrive
to:

|ẽn+1 − ẽn|2 + kν
{‖ẽn+1‖2 − ‖ẽn‖2

}
+ k2

{‖qn+1‖2 − ‖qn‖2
}

≤ C

{
k3‖qn‖2 + k2

∫ tn+1

tn

‖pt(t)‖2dt + k2|Rn|2
}

.

Summing up the last inequalities forn from 0 to T/k − 1, using the Gronwall
inequality, (3) and the assumption (6), we obtain in particular

T/k−1∑
n=0

|ẽn+1 − ẽn|2 ≤ C

k2
∫ T

0
‖pt(t)‖2dt + k2

T/k−1∑
n=0

|Rn|2
 ≤Mk2 .

We shall now deal with the modified scheme (5.1)–(5.2) in [1] and the higher
order schemes in [2]. Similar as above, the proofs of (5.4) in [1] and of (3.4) in [2]
will become valid if we can prove that
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(18)
T/k−1∑
k=0

‖en+1 − en‖2
−1 ≤Mk3 .

However considering the modifications previously indicated, what we proved in
Lemma 3 of [1] and [2] was not (18) but instead

(19)
T/k−1∑
k=0

‖en+1 − en‖2
V ′ ≤Mk3 .

We shall prove below a stronger result which implies in particular (18), and hence
completes the proofs of the pressure estimates for the scheme (5.1)–(5.2) in [1] and
for the higher order schemes in [2].

Lemma A2. In addition to the assumptions for Theorem 2 in [1] and for Theorem 1
in [2], we assume that

(20) utt ∈ C([0, T ], H); pt ∈ C([0, T ]; H1(Ω)), ‖φ0 − p(0)‖ ≤ Ck ,

and

(21) uttt ∈ L2(0, T ;H), ptt ∈ L2(0, T ;H1(Ω)) .

Then for the schemes (5.1)–(5.2) in [1], (3.1)–(3.2) and (4.1)–(4.2) in [2], we have

(22)
∣∣en+1 − en

∣∣ ≤Mk2 , ∀ 0 ≤ n ≤ T/k − 1 .

Proof. It is transparent that the three schemes can be treated by similar arguments.
Thus we shall only provide the proof for the scheme (5.1)–(5.2) in [1]. In the absence
of the nonlinear term, the error equations read

(23)
ẽn+1 − en

k
− ν∆ẽn+1 = Rn +∇(φn − p(tn+1)), ẽn+1|∂Ω = 0 ,

(24)
en+1 − ẽn+1

k
= α∇(φn+1 − φn), div en+1 = 0 , en+1 · n|∂Ω = 0 .

Summing up the two relations, we obtain

(25)
en+1 − en

k
− ν∆ẽn+1 = Rn +∇(φn − p(tn+1)) + α∇(φn+1 − φn) .

On the other hand, taking the divergence of (24), we find

(26) div ẽn+1 = −αk∆(φn+1 − φn) ,
∂(φn+1 − φn)

∂n

∣∣
∂Ω

= 0 .

Now setting

εn = en − en−1, ε̃n = ẽn − ẽn−1, rn = qn − qn−1 ,

taking the difference of (25) with two consecutive indices, we find
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εn+1 − εn

k
− ν∆ε̃n+1 = Rn −Rn−1 −∇rn − α∇(rn+1 − rn)

+ (α− 1)∇(p(tn+1) − 2p(tn) + p(tn−1)) .(27)

Similarly, we derive from (26) that

div (ẽn+1 − ẽn) = −αk∆(φn+1 − 2φn + φn−1)

= αk∆(qn+1 − 2qn + qn−1) − αk∆(p(tn+1) − 2p(tn) + p(tn−1)) .(28)

Taking the scalar product of (27) withkε̃n+1, sinceεn = PH ε̃
n, we obtain

1
2

{|εn+1|2 − |εn|2 + |εn+1 − εn|2} + kν‖ε̃n+1‖2 = −k(∇rn, ε̃n+1)

− αk(∇(rn+1 − rn), ε̃n+1) + k(Rn −Rn−1, ε̃n+1)

+ (α− 1)k(∇(p(tn+1) − 2p(tn) + p(tn−1)), ε̃n+1) = J1 + J2 + J3 + J4 .(29)

In what follows, we shall use frequently integration by parts and the Cauchy-Schwarz
inequality to estimate the four terms above.

From the Taylor expansion formula with the integral residue, we find

p(tn+1) = p(tn) + kpt(tn) +
∫ tn+1

tn

(tn+1 − t)ptt(t)dt ,

p(tn−1) = p(tn) − kpt(tn) +
∫ tn

tn−1

(t− tn−1)ptt(t)dt .

Therefore

‖p(tn+1) − 2p(tn) + p(tn−1)‖2 =

∥∥∥∥∥
∫ tn+1

tn

(tn+1 − t)ptt(t)dt−
∫ tn

tn−1

(t− tn−1)ptt(t)dt

∥∥∥∥∥
2

≤ 2
∫ tn+1

tn

(tn+1 − 2)2dt
∫ tn+1

tn

‖ptt‖2dt + 2
∫ tn

tn−1

(t− tn−1)2dt

∫ tn

tn−1

‖ptt(t)‖2dt

=
2
3
k3
∫ tn+1

tn−1

‖ptt(t)‖2dt .(30)

Similarly, expanding the terms inRn−Rn−1 at tn by Taylor formula with the integral
residue, we can derive that

|Rn −Rn−1|2 =

∣∣∣∣1k (u(tn+1) − 2u(tn) + u(tn−1)) − (ut(tn+1) − ut(tn))

∣∣∣∣2
≤ 2k3

∫ tn+1

tn−1

|uttt(t)|2dt .(31)

By using (28) and (30), we find

J1 = k(rn, div ε̃n+1) = −αk2(∇rn,∇(rn+1 − rn))

+ αk2(∇rn,∇(p(tn+1) − 2p(tn) + p(tn−1)))

≤ − αk2

2

{‖rn+1‖2 − ‖rn‖2 − ‖rn+1 − r2‖2
}

+ k3‖rn‖2

+Ck4
∫ tn+1

tn−1

‖ptt(t)‖2dt .(32)
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Similarly,

J2 = αk(rn+1 − rn , div ε̃n+1) = −α2k2‖rn+1 − rn‖2

+ α2k2(∇(rn+1 − rn),∇(p(tn+1) − 2p(tn) + p(tn−1)))

≤ − α2k2

2
‖rn+1 − rn‖2 +Ck5

∫ tn+1

tn−1

‖ptt(t)‖2dt .(33)

We infer from (31) that

J3 = k(Rn −Rn−1, ε̃n+1) ≤ kν

4
‖ε̃n+1‖2 +Ck|Rn −Rn−1|2

≤ kν

4
‖ε̃n+1‖2 +Ck4

∫ tn+1

tn−1

|uttt(t)|2dt .(34)

We derive from (30) that

J4 = (α− 1)k(∇(p(tn+1) − 2p(tn) + p(tn−1)), ε̃n+1)

≤ kν

4
‖ε̃n+1‖2 +Ck4

∫ tn+1

tn−1

‖ptt(t)‖2dt .(35)

Combining the inequalities (32–35) into (29) and dropping some unnecessary terms,
sinceα > 1, we arrive at

|εn+1|2 − |εn|2 + |εn+1 − εn|2 + kν‖ε̃n+1‖2

+ k2
{‖rn+1‖2 − ‖rn‖2 + ‖rn+1 − rn‖2

}
≤ Ck3‖rn‖2 +Ck4

∫ tn+1

tn−1

{‖ptt(t)‖2 + |uttt|2
}
dt .

Summing up the last inequalities forn from 1 to N , using the discrete Gronwall
inequality and the assumption (21), we find

|εN+1|2 + k2‖rN+1‖2 +
N∑
n=1

{|εn+1 − εn|2 + kν‖ε̃n+1‖2 + k2‖rn+1 − rn‖2
}

≤ |ε1|2 + k2‖r1‖2 +Ck4 , ∀ 1 ≤ N ≤ T/k − 1 .(36)

It remains to estimate|ε1|2 and‖r1‖2.
Sincee0 = 0, we infer from (23) that

(37) ẽ1 − kν∆ẽ1 = kR1 − k∇(q0 + p(k) − p(0)) .

Taking the scalar product of (37) with ˜e1, thanks to the assumption (20), we derive

|ẽ1|2 + kν‖ẽ1‖2 = k(ẽ1, R1) − k(∇q0, ẽ1) − k(∇(p(k) − p(0)), ẽ1)

≤ 1
2|ẽ1|2 +Ck2

{|R1|2 + ‖q0‖2 + ‖p(k) − p(0)‖2
}

≤ 1
2|ẽ1|2 +Ck .

We derive from the last relation that|ε1|2 = |e1|2 ≤ ẽ1|2 ≤ Ck4. On the other hand,
we derive from this last result and (24) that
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α‖r1‖ ≤ 1
k
|e1 − ẽ1| ≤ 2

k
|ẽ1| ≤ Ck .

We have thus proved that|ε1|2 + k2‖r1‖2 ≤ Ck4. The proof is then complete thanks
to the last inequality and (36).
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