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Abstract
Usual spectral methods are very effective for problems with smooth solutions, but their
accuracy will be severely limited if solution of the underlying problems exhibits singular
behavior. We develop in this paper enriched spectral-Galerkin methods (ESG) to deal with
a class of problems for which the form of leading singular solutions can be determined.
Several strategies are developed to overcome the ill conditioning due to the addition of
singular functions as basis functions, and to efficiently solve the approximate solution in
the enriched space. We validate ESG by solving a variety of elliptic problems with weakly
singular solutions.
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1 Introduction

Spectral methods are capable of providing highly accurate solutions to smooth problems
with significantly less unknowns than using a finite-element or finite difference methods
[7,9,16,34]. However, solutions to many problems of interest exhibit singular behaviors,
such as those caused by domain corners or points where boundary condition changes type
or fractional derivatives. For these problems, usual spectral methods based on orthogonal
polynomials/functions does not yield satisfactory convergence rate.

Within the finite element framework, many different methods are developed to deal with
problemswith singular solutions. They can be roughly classified into two categories: (i) one is
based on local adaptivity [26]; and (ii) the other is the so called singular functionsmethod [37]
and its generalized version extended or generalized finite element method (GFEM/XFEM)
(cf. [3,14] and the references therein) in which one adds, to the usual local polynomial basis,
special shape functions or local singular functions that capture local singular properties of
the underlying problem. However, there appears to be no systematical framework in the
context of spectral methods available to deal with problems with singular solutions. In [31],
a spectral-tau method was used to deal with the singularity of the 2-D Stokes equations
in a rectangular domain. In [2,6,30], the authors subtracted the strongest singular function
from the solution to improve the accuracy of spectral methods for Stokes and Navier–Stokes
equations. Recently in [35], a Müntz spectral method is introduced to deal with a class of
problemswhich admit a singular expansion of theMüntz type. In [11,23,24,39], different kind
of generalized Jacobi polynomials/functions are used to deal with singularities in fractional
differential equations.

In this paper, we shall develop enriched spectral Galerkin methods (ESG) which is in the
same spirit of extended or generalized finite element method by adding singular functions
to the usual bases. But unlike in GFEM/XFEM, we shall add global singular functions to
the existing basis functions. However, there are some essential difficulties that we need to
overcome for ESG to work efficiently and accurately. First, the singular functions usually do
not satisfy the underlying boundary conditions so a Galerkin approach can not be directly
applied. Second, the singular functions are not orthogonal functions, and adding them to
the bases leads to very ill conditioned linear system that is (i) difficult to solve, and (ii) its
accuracy can be severely affected by the ill conditioning. We shall develop several effective
strategies in the next section to deal with these issues. In particular, based on the particular
fact that a spectral approximation for the smooth part of the solution will converge very fast,
an innovative approach (referred as ESG-II) is proposed to approximately solve the linear
system in ESG.

The remainder of the paper is organized as follows. In the next section, we develop a
general framework for the enriched spectral-Galerkin methods. Two different solvers are
proposed: one solves the ESG system using the Schur-complement approach, the other is an
approximate solver which is more efficient and less prone to the ill conditioning. Two 1-D
applications are considered to validate ESG-I and ESG-II. In Sect. 3, we consider Poisson
equations in various contexts. We first identify leading singular solutions, and then apply
ESG to obtain accurate solutions. A nonlinear problem is considered as well. In Sect. 4,
we study an 1-D fractional differential equation, deriving the form of its singular solutions
and then apply ESG to obtain accurate solutions. Some concluding remarks are given in
Sect. 5.
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2 Enriched Spectral-Galerkin Methods (ESG)

To fix the idea, we consider the following weak formulation of an elliptic problem: Given
f ∈ X ′, find u ∈ X such that

a(u, v) =< f , v >, ∀ v ∈ X , (2.1)

where X is a Hilbert space with norm ‖ · ‖X and X ′ is its dual space, a(u, v) is a coercive
and continuous bilinear form in X × X , i.e., there exist α, β > 0 such that

α‖u‖2X ≤ a(u, u), a(u, v) ≤ β‖u‖X‖v‖X , ∀ u, v ∈ X . (2.2)

Let XN := span{φn}Nn=1 with φn ∈ X being certain global polynomials/functions such that
XN → X . Then, the classical spectral-Galerkin method is to find uN ∈ XN such that

a(uN , vN ) =< f , vN >, ∀ vN ∈ XN . (2.3)

If the solution u of the problem (2.1) is smooth, then ‖uN − u‖X will rapidly converge
to zero. However, in many situations, the solution will not be smooth due to various facts
such as corner singularities, non-matching boundary conditions, non-smooth coefficients, so
the classical spectral-Galerkin method with usual basis functions will not lead to accurate
approximate solution.

For many problems with non-smooth solutions due to corner singularities, non-matching
boundary conditions or fractional derivatives, it is possible to determine the forms of a
few leading singular terms. Assuming that the k first leading singular terms are ψi , i =
1, 2, . . . , k, it is then natural to add those singular terms to the approximation space XN ,
leading to the so called enriched spectral method. While similar ideas have been frequently
used in the context of finite elements (cf. [3,14] and the references therein), very few attempts
have been made in the context of spectral methods. One difficulty in the practical implemen-
tation of enriched spectral method is that the singular functions usually do not satisfy the
underlying boundary condition, i.e., they do not belong to the solution space X . To overcome
this difficulty the authors of [31] used a spectral-tau method where the test functions are
simply polynomials while singular functions are included in the trial space. Although this
leads to a square linear system, it is not clear whether it is well posed and it leads to a very
ill conditioned system that is difficult and expensive to solve.

To construct a more efficient and accurate enriched spectral method, we shall pre-process
the singular functions {ψi } as follows:
• First, in order to use a spectral-Galerkin approach instead of the spectral-tau method, we

modify the singular functions so that they satisfy the underlying homogeneous boundary
conditions. We shall explain this process with the following example:

b(x)u − ∇ · (a(x)∇u) = f x ∈ � := (−1, 1)d ; u|∂� = 0. (2.4)

Given a (weakly) singular function ψ ∈ C(�̄).

– d = 1: we set φ = 1+x
2 ψ(1) + 1−x

2 ψ(−1). Setting ψ̂(x) = ψ(x) − φ(x), then the

modified singular function satisfies ψ̂(±1) = 0.
– d > 1: Let �N be the set of spectral collocation points on ∂�. For d = 2, a

detailed procedure is given in [32] for constructing a simple polynomial φ such that
φ|�N = ψ |�N . Setting ψ̂(x) = ψ(x) − φ(x), then the modified singular function
satisfies ψ̂

∣
∣
�N

= 0. This procedure can be extended to d ≥ 3.
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• Second, in order to alleviate the ill conditioning, we use the modified Gram–Schimdt
process [5] to determine a set of orthogonal functions {ψ̃ j }kj=1 which span the same

space as {ψ̂ j }kj=1.

Therefore, given a set of singular functions, ψi , i = 1, 2, . . . , k, for the problem (2.1),
let ψ̃i (i = 1, 2, . . . , k) be the modified singular functions as described above and denote
Sk := span{ψ̃i }ki=1. We shall then look for approximation in the enriched space

Xk
N := XN ⊕ Sk . (2.5)

2.1 ESG-I. Standard Galerkin Approach

The standard Galerkin method applied to the enriched space is: Find ukN ∈ Xk
N s.t.

a(ukN , vkN ) =< f , vkN >, ∀ vkN ∈ Xk
N . (2.6)

Thanks to (2.2), we have immediately the following error estimate for (2.6):

‖u − ukN‖X � inf
v∈Xk

N

‖u − v‖X . (2.7)

Thus, the theoretical convergence rate of u − ukN will improve significantly, as k increases,
over that of u − uN , with uN being the solution of (2.3). We recall that, in many cases, the
linear system associated to (2.3) can be efficiently solved by choosing suitable orthogonal
basis functions [32,34]. However, since Sk and XN are two sets consisting of very different
functions and that {ψi } are not orthogonal and often behave similarly away from singularity,
the linear system associated with (2.6) are very ill conditioned and can not be efficiently
solved by direct inversion.

Since the linear system for (2.3) in XN can be efficiently solved, and k is usually a very
small number, we can solve the linear system for (2.6) in Xk

N using the Schur-complement
approach as follows.

Let XN = span{φn : n = 1, 2, . . . , N }. We write ukN = ∑N
j=1 ũ jφ j + ∑k

j=1 s̃ j ψ̃ j .

Splitting the unknown into two parts �u = (ũ1 ũ2 . . . ũN )T and �s = (s̃1 s̃2 . . . s̃k)T , and
taking vkN = φn, n = 1, 2, . . . , N and ψ̃i , i = 1, 2, . . . , k in (2.6), we obtain the following
linear system:

M �U :=
[

A B
C D

] [�u
�s
]

=
[ �f
�fs

]

, (2.8)

where

A = (anm)N×N , D = (di j )k×k, anm = a(φm, φn), di j = a(ψ̃ j , ψ̃i ),

B = (bni )N×k, C = (cin)k×N , bni = a(ψ̃i , φn), cin = a(φn, ψ̃i ),
�f = ( fn)N×1, �fs = ( f si )k×1, fn = ( f , φn), f si = ( f , ψ̃i ).

(2.9)

Remark 2.1 The computation of the entries involving singular terms 	̃i needs special care.
Fortunately,many singular terms behave like Jacobiweight (1−x)a(1+x)b, so these integrals
can be computed accurately using the corresponding Jacobi–Gauss quadrature formula. For
other type of singular functions, e.g. log functions, we can still compute them to required
accuracy using a Gauss quadrature with suitably more points than the number of unknowns.

�
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The above system can be efficiently solved by forming the Schur-complement matrix
CA−1B − D, and then we can obtain �s and �u successively from

(CA−1B − D) �s = CA−1�f − �fs, A�u = �f − B�s. (2.10)

Note that A is the matrix for the classical spectral-Galerkin method in XN , so the system

A�x = �g (2.11)

can usually be solved very efficiently. The formation of the Schur-complement requires
solving (2.11) k times. Then we can obtain �s and �u from (2.10) by solving one k × k linear
system and one more (2.11). Hence, the total cost of this algorithm is essentially (k + 1)
solvers of (2.11), which is very efficient assuming (2.11) can be solved fast.

While the above approach is very efficient, and alleviates, to some extent, the ill con-
ditioning problem caused by singular functions, the numerical results can still be plagued
by ill conditioning as k increases, see the left of Fig. 1, where we observe that the error do
not decay monotonically and can deteriorate significantly. This motivates us to propose an
alternative approach below.

2.2 ESG-II. A modified Galerkin Approach

The standard Galerkin approach above is not restricted to spectral methods, and can be in
principle used with other type of approximations. A special feature of the spectral methods
is that, for smooth functions, their spectral expansion coefficients will decay exponentially
fast. We shall construct a very good approximation of ukN , the solution of (2.6), based on this
feature.

We define a projection operator 
N : X → XN by

a(
Nv,wN ) = a(v,wN ), ∀wN ∈ XN . (2.12)

Assuming the solution u of (2.1) can be written as u = u∗ + ∑k
i=1 si ψ̃i , where u∗ is the

smooth part (compare with the singular terms ψ̃i ), which implies that


Nu
∗ = 
Nu −

k
∑

i=1

si
N ψ̃i . (2.13)

Note that one can determine 
Nu from

a(
Nu, vN ) = a(u, vN ) = ( f , vN ), ∀vN ∈ XN , (2.14)

and 
N ψ̃i from

a(
N ψ̃i , vN ) = a(ψ̃i , vN ), ∀vN ∈ XN , i = 1, 2, . . . , k. (2.15)

Now expanding the above in {φ j }, the basis functions of XN , i.e.,


Nu
∗ =

N
∑

j=1

u∗
jφ j ; 
Nu =

N
∑

j=1

u jφ j ; 
N ψ̃i =
N

∑

j=1

ψi jφ j , i = 1, 2, . . . , k,

we find

u∗
j = u j −

k
∑

i=1

siψi j , j = 1, 2, . . . , N . (2.16)
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Since u∗ is smooth, we know that u∗
j will be very close to zero for j sufficiently large. Hence,

we can approximate its last k coefficients by zero, leading to

k
∑

i=1

s̃iψi j = u j , j = N − k + 1, N − k + 2, . . . , N , (2.17)

where s̃i is an approximation of si (i = 1, 2 . . . , k). We can obtain {s̃i } by solving the above
k × k linear system. With {s̃i } in hand, we look for a new approximation to ukN , the solution
of (2.3), in the form of

ũkN = ũN +
k

∑

i=1

s̃i ψ̃i with ũN ∈ XN , (2.18)

such that
a(ũkN , vN ) =< f , vN >, ∀ vN ∈ XN , (2.19)

which leads to

a(ũN , vN ) =< f , vN > −
k

∑

i=1

s̃i a(ψ̃i , vN ) = a(
Nu, vN ) −
k

∑

i=1

s̃i a(
N ψ̃i , vN ).

Thanks to (2.2), we derive from the above that

ũN = 
Nu −
k

∑

i=1

s̃i
N ψ̃i .

Finally, we obtain from the above and (2.18) that

ũkN = 
Nu +
k

∑

i=1

s̃i (ψ̃i − 
N ψ̃i ). (2.20)

To summarize, the following steps are needed for the modified Galerkin approach:

• Step 1: Determine 
Nu and 
N ψ̃i from (2.14) and (2.15), respectively.
• Step 2: Determine {s̃i } by solving the k × k linear system in (2.17).
• Step 3: Obtain the final approximation ũkN using (2.20).

Hence, the numerical implementation of the modified Galerkin approach is simpler and with
less computational efforts than the standard Galerkin approach. Indeed, we do not need to
compute �fs , C and D in (2.9).

In general the linear system in (2.17) is still very ill-conditioned. However, we can now
apply an oversampling procedure (see [1, Sec. 6] and references therein) to (2.17) to reduce the
effect of ill-conditioning. More precisely, we computem by k matrixGmk = (ψi j )withm >

k, and determine the coefficients vector Sk = [s̃1 s̃2 . . . s̃k]T by multiplying the generalized
inverse matrix (Gε

mk)
† to truncated coefficients vector Um = [uN−m+1 uN−m+2 . . . uN ]T ,

namely,

Sk = (Gε
mk)

†Um

where Gε
mk is obtained by discarding all its singular values of Gmk below a given tolerance

ε. We report in the right of Fig. 1 the results obtained using this procedure , and observe that
the effect of ill-conditioning is significantly reduced to ESG-I.
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Fig. 1 Left: ESG-I, λ = 1, s = 0.78. Right: ESG-II, λ = 1, s = 0.78.

In order to demonstrate the difference between the ESG-I and ESG-II, we took (2.30) with
λ = 1 and s = 0.78 as an example and plot in Fig. 1 the convergence rates by ESG-I and
ESG-II (with m − k = 10 and ε = 10−10). We observe that both ESG-I and ESG-II lead to
improved accuracy over the usual spectral-Galerkin method (k = 0), but as soon as k > 2,
the results by ESG-I exhibit erratic behaviors due to the ill conditioning, but ESG-II still leads
to improved results as N increases. As expected, ESG-II leads to algebraic convergence rate
which increases as k increases.

2.3 Error Analysis for theModified Galerkin Approach

Theorem 1 Assuming that u = u∗+
k∑

i=1
si ψ̃i is the solution of (2.1), and ũkN be the numerical

solution of ESG-II in (2.20). Then

‖ũkN − u‖X ≤ ‖
Nu
∗ − u∗‖X +

k
∑

i=1

|si − s̃i | ‖ψ̃i − 
N ψ̃i‖X . (2.21)

Proof We derive from (2.20) and u = u∗ +
k∑

i=1
si ψ̃i that

ũkN − 
Nu
∗ −

k
∑

i=1

si ψ̃i = 
Nu +
k

∑

i=1

s̃i (ψ̃i − 
N ψ̃i ) − 
Nu
∗ −

k
∑

i=1

si ψ̃i

= 
N (u − u∗ −
k

∑

i=1

si ψ̃i ) +
k

∑

i=1

(s̃i − si )(ψ̃i − 
N ψ̃i )

=
k

∑

i=1

(s̃i − si )(ψ̃i − 
N ψ̃i ).

(2.22)

On the other hand,

ũkN − u = ũkN − u∗ −
k

∑

i=1

si ψ̃i = ũkN − 
Nu
∗ −

k
∑

i=1

si ψ̃i + 
Nu
∗ − u∗. (2.23)
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We then derive from the above two relations that

‖ũkN − u‖X ≤ ‖ũkN − 
Nu
∗ −

k
∑

i=1

si ψ̃i‖X + ‖
Nu
∗ − u∗‖X

≤
k

∑

i=1

|s̃i − si |‖ψ̃i − 
N ψ̃i‖X + ‖
Nu
∗ − u∗‖X .

�

Remark 2.2 In the error estimate (2.21), the first term is small since u∗ is assumed to be
smooth, while in the second term, ‖ψ̃i − 
N ψ̃i‖X (i = 1, 2, . . . , k) are usually not small
since {ψ̃i } are not smooth. However, |s̃i − si | (i = 1, 2, . . . , k) will be small since we can
derive from (2.16) and (2.17) that

k
∑

i=1

(s̃i − si )ψi j = u∗
j , j = N − k + 1, N − k + 2, . . . , N , (2.24)

and the fact that {u∗
j }Nj=N−k+1 converge to zero fast as N increases since u∗ is assumed to be

smooth. �

Below and in subsequently sections, we shall demonstrate the effectiveness of ESG, partic-

ularly ESG-II, through several typical examples. In all examples, we shall follow the general
procedure below:

• Formulate a weak formulation (2.1);
• Construct an usual spectral-Galerkin method in XN (2.1);
• Determine the leading singular functions {ψ j : j = 1, 2, . . . , k}, apply the modified

Gram-Schimdt process, and adjust them to {ψ̃ j : j = 1, 2, . . . , k} such that relevant
homogeneous boundary conditions are satisfied;

• Setting Sk = span{ψ̃ j : j = 1, 2, . . . , k}, and determine ukN ∈ XN ⊕ Sk from (2.6) using
ESG-I or ESG-II.

If not specified otherwise, ESG with the modified Galerkin approach, i.e. ESG-II, is used.

2.4 A 1-DModel Problem

We consider {

−u′′ + u = f , x ∈ (−1, 1),

u(−1) = u(1) = 0,
(2.25)

with a prescribed exact solution

u = (1 + x)3/2(1 − x) + (1 + x)2 log
(

(1 + x)/2
) + sin(πx).

The related weak formulation is to find u ∈ H1
0 (I ) := {v ∈ H1(I ) : v(±1) = 0} such that

a(u, v) := (u′, v′) + (u, v) = ( f , v), ∀v ∈ H1
0 (I ). (2.26)

Let PN be the space of polynomials of degree less than or equal to N and XN = {u ∈
PN : u(±1) = 0}. We shall use Jacobi polynomials to construct basis functions in many
of the applications, we provide below some essential formulas (cf. [38]). Let α, β > −1,
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Fig. 2 Problem (2.25) with u = (1 + x)3/2(1 − x) + (1 + x)2 log
(

(1 + x)/2
) + sin(πx)

the classical Jacobi polynomials Jα,β
n (x) are orthogonal with respect to the weight function

wα,β(x) = (1 − x)α(1 + x)β over I := (−1, 1), i.e.
∫

I
Jα,β
n (x)Jα,β

m (x)wα,β(x)dx = γ α,β
n δmn, (2.27)

where

γ α,β
n = 2α+β+1�(n + α + 1)�(n + β + 1)

(2n + α + β + 1)(n)!�(n + α + β + 1)
. (2.28)

In particular, Ln(x) = J 0,0n (x) is the Legendre polynomial. It satisfies the following three-
term recurrence relation:

{

Jα,β
0 (x) = 1, Jα,β

1 (x) = 1
2 (α + β + 2)x + 1

2 (α − β),

Jα,β
n+1(x) = (Aα,β

n x − Bα,β
n )Jα,β

n (x) − Cα,β
n Jα,β

n−1(x), n ≥ 1,
(2.29)

where

Aα,β
n = (2n + α + β + 1)(2n + α + β + 2)

2(n + 1)(n + α + β + 1)
,

Bα,β
n = (α2 − β2)(2n + α + β + 1)

2(n + 1)(n + α + β + 1)(2n + α + β)
,

Cα,β
n = (n + α)(n + β)(2n + α + β + 2)

(n + 1)(n + α + β + 1)(2n + α + β)
.

Wecan then construct a set of suitable basis function for XN using the Jacobi polynomials:

φn(x) = (1 − x2)J 1,1n−1(x), n = 1, . . . , N − 1.

Obviously, the two singular functions in the exact solution are

ψ1(x) = (1 + x)3/2(1 − x), ψ2(x) = (1 + x)2 log
(

(1 + x)/2
)

.

We can then apply the ESG to this problem.
We plot in Fig. 2 the errors of ukN , where u

0
N = uN denotes the solution by the classical

spectral-Galerkin method in XN . The left figure shows the errors versus N in L2 space, while
the right figure shows the errors versus N in H1 space. Due to the particular form of the
exact solution, we achieve exponential convergence with k = 2.
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2.5 A Singular Sturm–Liouville Problem

Consider the following second order Sturm–Liouville problem
⎧

⎨

⎩

−u′′ − α

y
u′ + λ u = 0, y ∈ R

+ := (0,∞),

u(0) = 1, lim
y→∞ u(y) = 0.

(2.30)

where λ > 0 and α = 1− 2s, s ∈ (0, 1). We note that the related eigenvalue problem plays
an important role in the numerical solution of fractional Laplacian equations by using the
Caffarelli–Silvestre extension [8,27].

Setting v = u − e−y/2, we can rewrite (2.30) as
⎧

⎨

⎩

−(yαv′)′ + yα λ v = f , y ∈ R
+ := (0,∞),

v(0) = 0, lim
y→∞ v(y) = 0, (2.31)

where f (y) = yαe−y/2( 14 − λ − α
2y ). Let X = {v : ∫ ∞

0 yα[(v′)2 + v2]dy < ∞}. Thus, a
weak formulation for the above is: Find v ∈ X such that

a(v,w) :=
∫ ∞

0
yα(v′ w′ + v w) dy =

∫ ∞

0
f w dy, ∀w ∈ X . (2.32)

Let L(α)
n (y) be the generalized Laguerre polynomials (cf. [34, Chapter 7]), a proper choice

for XN is

XN := span{L(α)
n (y)e−y/2 : n = 0, 1, . . . , N }.

Then, the Laguerre spectral-Galerkin method for (2.32) is: Find vN ∈ XN such that

a(vN , wN ) =
∫ ∞

0
f wN dy, ∀wN ∈ XN . (2.33)

Singular Functions Due to the singular coefficient 1/y in the above solution, its solution is
weak singular near y = 0. So we need to first derive its singular expansion. It can be shown
[10, Proposition 2.1] that the exact solution is

u(y) =
⎧

⎨

⎩

e−√
λy, s = 1

2
;

cs(
√

λy)s Ks(
√

λy), s ∈ (0, 1)/{ 12 },
(2.34)

where Ks is the modified Bessel function

Ks(z) := s

2

I−s(z) − Is(z)

sin(sπ)
with Is(z) :=

∞
∑

j=0

1

j !�( j + 1 + α)

( z

2

)2 j+s
.

More precisely, for s ∈ (0, 1)/{ 12 }, we have

u(y) = 21−s

�(s)
(
√

λy)s Ks(
√

λy) = s21−s

2�(s)sin(sπ)

∞
∑

j=0

(
√

λy)2 j − (
√

λy)2 j+2s

22 j+s j !�( j + 2 − 2s)
,

which consists of a smooth part and a non-smooth part due to the factor y2s .
It can be deduced from the above explicit expression that

lim
y→0

yαψ ′(y) = −dsλ
s, ds := 21−2s �(1 − s)

�(s)
.
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Then by the relation
∫

�

yα[−u′′(y) − α

y
u′(y)]v(y)dy =

∫

�

−(

yαu′(y)
)′
v(y)dy = (

yαu′, v′) − dsλ
sv(0),

A weak formulation for (2.31) is: find u ∈ H1
yα (R+) := {w ∈ L2

yα (R+) : w′ ∈ L2
yα (R+)}

(

yαu′, v′) + λ
(

yαu, v
) = dsλ

sv(0), v ∈ H1
yα (R+).

However,we cannot choose directlyψi (y) = y2(i−1)+2s since it behaves badly as y → ∞.
As in XN , it appears that we should choose ψi (y) = y2(i−1)+2se−y/2, but numerical results
using these singular functions do not converge well as expected. The main reason is that,
near y = 0, we have

e−y/2 = 1 − y/2 + y2/8 + · · ·
so near y = 0,

ψ1(y) = y2se−y/2 = y2s − 1/2y1+2s + · · ·
includes the term y1+2s which is not in the singular part of the solution, nor in any other
ψi (y) with i ≥ 2. Therefore, we should set ψi (y) = yi−1+2se−y/2 so that the unwanted
terms like y1+2s can be eliminated with proper linear combination of {ψi (y)}. Denote Xk

N =
XN ⊕ {ψi : i = 1, 2, . . . , k}. Then, we can apply the ESG to (2.5). The numerical results
for this example are reported in Fig. 1.

3 Poisson Equations withWeakly Singular Solutions

We consider in this section several benchmark Poisson equations for which the solution
includes weakly singular terms. We shall first determine forms of the first few singular terms
and then apply the ESG to solve them.

3.1 Poisson Equation in a Rectangular Domain

Consider {

−�u = f , (x, y) ∈ � := (−1, 1)2,

u|∂� = 0.
(3.1)

Due to the corners in the domain, the solution will include weakly singular terms.
The weak formulation for (3.1) is: find u ∈ H1

0 (�) such that

(∇u,∇v) = ( f , v), v ∈ H1
0 (�). (3.2)

Let XN = {v ∈ PN × PN : v|∂� = 0}. Then the usual spectral-Galerkin method is: Find
uN ∈ XN such that

(∇uN ,∇v) = ( f , v), v ∈ XN . (3.3)

Let φk(z) = (1 − z2)J 1,1k−1(z), then XN = span{φk(x)φ j (y) : 1 ≤ k, j ≤ N − 1}. Using
this basis function, the linear system associated with (3.3) can be efficiently solved by using
the matrix diagonalization method [32]. We plot in Fig. 3 the error uN − u with N = 12
and f = 1. Since no exact solution is available, we take uN with N = 100 as the reference
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Fig. 3 Error by taking N = 12 and f ≡ 1

solution. We observe large errors near the four corners due to the corner singularity of the
solution.
Singular Functions The nature of singularity for the Poisson equation is well known [17].
For the readers’ convenience, we provide a derivation here which is suitable for our purpose.
We start with the special case f ≡ 1. In this case, the problem (3.1) is equivalent to

{

−�w = 0, (x, y) ∈ �,

w|∂� = 1
2 x

2,
(3.4)

wherew = u+ 1
2 x

2.Wenow follow the procedure in [22]. Near the point (1, 1), the boundary
condition can be rewritten by polar coordinate as

w(1, y) = 1

2
, w(x, 1) = 1

2
x2 = 1

2
− r − 1

2
r2 (3.5)

where

r(x, y) =
√

(1 − x)2 + (1 − y)2, θ(x, y) = arctan(
1 − x

1 − y
).

We can then derive from [22, (2.36)] that the singular term takes the form

s(x, y) = 1

2
− 1

π
r2

(

ln r sin(2θ) + θ cos(2θ)
) − r cos(θ) + 1

2
r2 cos(2θ). (3.6)

Similarly, we can deduce that the singular term near the points (±1,±1) are s(±x,±y),
respectively.
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Fig. 4 Left: SG, right: ESG

For a general function f (x, y) ∈ C(�̄), one can show with a similar procedure that the
singular term near (1, 1) is f (1, 1)s(x, y). Hence, summing up the four singular functions
at the four corners, we obtain the singular function for the problem (3.1)

S(x, y) = f (1, 1)s(x, y)+ f (−1, 1)s(−x, y)+ f (1,−1)s(x,−y)+ f (−1,−1)s(−x,−y).
(3.7)

One readily verified that �S = 0.
Note that the singular term S(x, y) does not satisfy the homogeneous Dirichlet boundary

condition, butwe can follow the procedure in [32, subsection 4.2] to homogenize the boundary
boundary condition, i.e., we can find φN ∈ PN × PN such that φN (x, y)|�N = S(x, y)|�N

where �N is the spectral-collocation points at ∂�. We set ψ(x, y) = S(x, y) − φN (x, y)
and X1

N = XN ⊕ {ψ}. With the above preparations, we can then apply the ESG to (3.2).
As an example, we take f (x, y) = ex+y and compute approximate solutions by using the

usual spectral-Galerkin (SG)method, ESG-I and ESG-II. Since no exact solution is available,
we take the result of ESG-I with N = 100 as the reference solution. In Fig. 4, we plot the
convergence rates of SG on the left, and that of ESG-I and ESG-II on the right. We observe
that the errors for the SG converges algebraically due to the corner singularity, but both ESG-I
and ESG-II converge exponentially since the singular function is built in the approximation
space. ESG-I leads to slightly better accuracy as ESG-II is in fact an approximation of ESG-I.

3.2 Poisson Equation on a Semicircle Domain

We consider the Poisson equation with mixed Dirichlet–Neumann boundary condition
⎧

⎨

⎩

−�u = f , (ζ, η) ∈ � ⊂ R
2,

u
∣
∣
�D

= 0,
∂u

∂ �n
∣
∣
�N

= 0,
(3.8)

where �D ∪ �N = ∂�. This problem has been considered in many previous work, cf.
[21,25,35]. we first derive a weak formulation which is suitable for spectral approximation.

Let (r , θ) be the polar coordinates with (ζ, η) = (r cos θ, r sin θ). Then, the problem (3.8)
is transformed to

− 1

r
∂r (r∂r u) − 1

r2
∂2θ u = f , (r , θ) ∈ (0, 1) × (0, π), (3.9)
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ΓD

Mapped polar coordinates (x,y)

Fig. 5 Original domain in Cartesian coordinates (ζ, η) and mapped domain in polar coordinates (x, y)

with the boundary conditions

u(0, θ) = u(1, θ) = 0, ∂θu(r , 0) = u(r , π) = 0. (3.10)

For the sake of simplicity, we still use u, f and � to denote the transformed functions and
domain. the original domain is transformed onto the mapped domain in polar coordinates,
cf. Fig. 5.

In order to use Jacobi polynomials which are defined on the interval [−1, 1], we make
another affine mapping

x = 2r − 1, y = 2θ/π − 1. (3.11)

The original problem (3.8) is equivalent to
⎧

⎨

⎩

−∂x ((1 + x)∂xu) − 4

π2

1

1 + x
∂2y u = 1 + x

4
f , (x, y) ∈ � = (−1, 1)2,

u(±1, y) = 0, ∂yu(x,−1) = 0, u(x, 1) = 0.
(3.12)

The weak formulation for (3.12) is: find u ∈ H1
b (�) such that

a(u, v) = F(v), ∀v ∈ H1
b (�). (3.13)

where

H1
b (�) := {u ∈ H1(�) : u(±1, y) = 0, u(x, 1) = 0}

and

a(u, v) := (

(1 + x)∂xu, ∂xv
) + 4

π2

( 1

1 + x
∂yu, ∂yv

)

, F(v) :=
( (1 + x)

4
f , v

)

.

Next, we describe the spectral-Galerkin method. Let us denote

φi (x) = (1 − x2)J 1,1i (x), ψ j (y) = (1 − y)J 1,0j (y). (3.14)

Then φi (x)ψ j (y) satisfies the boundary conditions in (3.12). Let XN = span{φi (x)
ψ j (y)}N−2

i, j=0. The spectral Galerkin method for (3.13) is: find uN ∈ XN s.t.

a(uN , vN ) = F(vN ), ∀vN ∈ XN . (3.15)

A fast algorithm can be developed as in [32] for the above system.

123



1482 Journal of Scientific Computing (2018) 77:1468–1489

Singular functions at the origin. Since the singularity at the two corners of the semicircle
is much weaker than that at the origin caused by the mismatch of boundary conditions, we
shall concentrate on the latter.

It is well known [21,25] that the general admissible solution of the Laplace equation i.e.
f = 0 in (3.9), in polar coordinates are

uL(r , θ) = rα
(

a cos(αθ) + b sin(αθ)
)

,

where α > 0, a, b are constants. The Neumann boundary condition at �N implies that the
general solutions of the Laplacian equation can be expanded as

uL(r , θ) =
∞
∑

n=0

cnr
αn cos(αnθ), αn = n + 1

2
(3.16)

which automatically satisfies

uL(0, θ) = 0, ∂θu
L(r , 0) = uL(r , π) = 0.

Hence, the solution of Poisson equation (3.9) with mixed boundary condition (3.10) can be
separated into

u(r , θ) = uL(r , θ) + uR(r , θ),

where the regular part satisfies the Poisson equation (3.9) and with the boundary condition

uR(0, θ) = 0, uR(1, θ) = −uL(1, θ), ∂θu
R(r , 0) = uR(r , π) = 0.

Therefore, we can use as the singular functions

ψn(x, y) := [(1 + x)αn − 2αn−1(1 + x)] cos
(π

2
αn(1 + y)

)

, αn = n + 1

2
, n = 0, 1, . . .

(3.17)
which also satisfy the required boundary conditions. Setting

Sk := span{ψ0, ψ1, . . . , ψk−1},
we can then apply ESG to this problem.

As examples, we solve the Poisson equation (3.8) with f = sin(πx) sin(π y) and f = 1.
Since the exact solution is unknown, we used the result of ESG-II with a large N = 100,
k = 2 as the reference solution. Figure 6 shows the convergence rate of SG and ESG-II. We
observe that with each additional singular term, the convergence rate is increased by two.
This is due to the clustering of the collocation points near boundaries for the spectral method,
which can lead to twice the normal convergence rate for problems with corner singularities.
This phenomenon is also observed for other numerical examples presented below. For the
case of f = 1, adding more singular functions near origin will not improve further as the
next leading singular function, after ψ2(x, y), is the one at the corner (−1, 0).

3.3 Poisson Equation on a Circular Domain with a Slit

We consider ⎧

⎨

⎩

−�u = f , in � = {(ζ, η) : ζ 2 + η2 < 1},
u
∣
∣
�D

= 0,
∂u

∂ �n
∣
∣
�N

= 0,
(3.18)

where �D ∪ �N = ∂�, cf. the left of Fig. 7. This is a benchmark problem considered in [4].
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Fig. 6 ESG for (3.8), left: f = sin(πx) sin(π y). Right: f ≡ 1

Note that while � is a circle, the solution in polar coordinates is not periodic in the
spanwise θ -direction so we can not use a Fourier spectral expansion in the θ -direction.

Similarly as in the semi-circle case, with a polar transform (ζ, η) = (r cos θ, r sin θ)

followed by an affine mapping

x = 2r − 1, y = 1 − θ/π. (3.19)

The equation (3.18) is trasformed to
⎧

⎨

⎩

−∂x ((1 + x)∂xu) − 1

π2

1

1 + x
∂2y u = 1 + x

4
f , (x, y) ∈ (−1, 1)2,

u(±1, y) = 0, ∂yu(x,−1) = 0, u(x, 1) = 0.
(3.20)

Then, the weak formulation and an efficient spectral-Galerkin method can be formulated as
in the semi-circle case. Note that the spectral-Galerkin method in [33] based on the Fourier
expansion in the θ -direction can not be used here due to the fact that the solution to (3.18) is
no longer periodic in the θ -direction.

Thanks to [4, (4a)], the singular terms about the origin can be expressed as

sn = rβn sin(βnθ), βn = 2n − 1

4
, n = 1, 2, . . . . (3.21)

Now we have all the ingredients to apply ESG to (3.20). We plot the numerical result with
f ≡ 1 by ESG-II in the right of the Fig. 7 where we take the result of ESG-II with N = 150
as the reference solution.

3.4 A Nonlinear Problem

As the last example of this section, we consider a nonlinear problem
{

F(u) := −�u + u3 − u − f = 0 in � := (−1, 1)2;
u|∂� = 0.

(3.22)

Using the Newton iterative method [36], we are led to solve, at each iteration
{

−�w + (3u2k − 1)w = −�uk + (u3k − uk) − f , w|∂� = 0;
uk+1 = uk − w.

(3.23)
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Fig. 8 A nonlinear example: Left: f ≡ 1, right: f = ex+y

Similar to the Poisson equation on the square domain considered at the beginning of this
section, the spectral-Galerkin method for (3.23) is to find wN ∈ XN = {v ∈ PN × PN :
v|∂� = 0} such that
{

(∇wN ,∇vN ) + ((3(ukN )2 − 1) wN , vN ) = (∇ukN ,∇vN ) + ((ukN )3 − ukN , vN ) − ( f , vN ), ∀vN ∈ XN ,

uk+1
N = ukN − wN .

(3.24)
It is clear that the solution of the nonlinear problem still exhibits weak singularity at the

corners. Due to the homogeneous boundary conditions, the influence of the nonlinear term
u3 to the leading singularity can be neglected so we can still take the singular term (3.7) of
the Poisson equation as the leading singular term for the nonlinear term.

We plot in Fig. 8 convergence rates by SG and ESGwith f = 1 and f = ex+y , and taking
the result of ESG with N = 100 as the reference solution. We observe that in both cases,
ESG improves significantly over SG.
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4 Fractional Differential Equation

We consider in this section the following fractional differential equation
{

−−1D
μ
x u + C u = f , μ = 2s ∈ (1, 2),

u(−1) = u(1) = 0.
(4.1)

whereC > 0 and −1D
μ
x is the left Riemann–Liouville fractional derivative of orderμ defined

below.
For a, b ∈ R and ρ ∈ R

+, the left and right fractional integrals are respectively defined
as (see e.g., [28,29]):

aI
ρ
x v(x) = 1

�(ρ)

∫ x

a

v(y)

(x − y)1−ρ
dy, x I

ρ
bv(x) = 1

�(ρ)

∫ b

x

v(y)

(y − x)1−ρ
dy, x ∈ (a, b).

(4.2)
Then, the left and right Riemann-Liouville fractional derivatives are defined by

aD
s
xv(x) = dk

dxk
{aIk−s

x v(x)}, xD
s
bv(x) = (−1)k

dk

dxk
{x Ik−s

b v(x)}, (4.3)

where the real number s ∈ [k − 1, k) with k ∈ N.
As shown in [13,20], for any u, v ∈ X := Hs

0 , we have

(−1D
2s
x u, v) = (−1D

s
xu, xD

s
1v).

Hence, a weak formulation for (4.3) is: Find u ∈ X such that

a(u, v) := −(−1D
s
xu, xD

s
1v) + C (u, v) = ( f , v) ∀v ∈ X .

Then, the spectral-Galerkin approximation for the above is: Find uN ∈ XN := {u ∈ PN :
u(±1) = 0} such that

a(uN , vN ) = ( f , vN ), vN ∈ XN . (4.4)

As before, we choose as basis functions of XN ,

φn(x) := (1 − x2)J 1,1n (x), n = 0, 1, . . . . (4.5)

Then, one can verify that (c.f. [11, eqs. (2.23)–(2.26) and Lemma 2.5])

−1D
r
x

{

φn(x)
} = −2(n + 1)

�(n + 2)

�(n + 3 − r)
(1 + x)1−r J r−1,1−r

n+1 (x),

xD
r
1

{

φn(x)
} = 2(n + 1)

�(n + 2)

�(n + 3 − r)
(1 − x)1−r J 1−r ,r−1

n+1 (x).
(4.6)

Hence, one can easily compute the stiffness and mass matrices.

4.1 Singular functions

It is well known that the solution of the problem (4.1) is usually weakly singular at the left
endpoint x = −1 even when f is smooth. We first determine singular solutions associated
to this problem. We recall the following formula (cf. [12,28,29]):

−1D
β
x (1 + x)α =

{
�(α+1)

�(α−β+1) (1 + x)α−β, α − β > −1,

0, β − α = 1, 2, . . . .
(4.7)
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We shall assume that f (x) has a Taylor expansion near x = −1, namely:

f (x) =
∞
∑

i=0

f̂i (1 + x)i .

For fixed i ≥ 0, let us first consider (4.1) with f = (1 + x)i . Due to (4.7), it is natural to
look for solution of (4.1) near x = −1 in the form

u(x) =
∞
∑

p=0

cp(1 + x)λp , 0 < λp < λp+1. (4.8)

Plug the above in (4.1) with f = (1 + x)i , we obtain

−c0
�(λ0 + 1)

�(λ0 − μ + 1)
(1+ x)λ0−μ −

∞
∑

p=0

{

cp+1
�(λp+1 + 1)

�(λp+1 − μ + 1)
(1 + x)λp+1−μ − Ccp(1 + x)λp

}

= (1+ x)i .

We derive from the above that we must have

λ0 − μ = i, λp+1 − μ = λp, p ≥ 0,

which implies λp = i + (p + 1)μ, p ≥ 0, for all i ≥ 0. Summing up for all i , we find that
near x = −1, u should take the form

u(x) =
∞
∑

i, j=0

ûi j (1 + x)i+( j+1)μ.

On the other hand, we also derive from (4.7) that

−−1D
μ
x (1 + x)μ−1 = 0.

Hence, we must add the term (1+ x)μ−1 to the singular expansion above, leading to the final
form

u(x) =
∞
∑

i, j=0

ûi j (1 + x)i−1+( j+1)μ. (4.9)

Remark 4.1 Another way to derive the singular expansion for fractional PDEs is to use the so
called Mittag-Leffler functions. For example, it can be shown that solution to the following
Caputo fractional differential equation

C
0 D

ν
t y(t) + Ky(t) = f (t), y(0) = y0, t > 0, ν ∈ (0, 1), K ∈ R. (4.10)

can be expressed as [15] (see also [12, (7.3)])

y(t) = y0 Eν,1(−Ktν) +
∫ t

0
(t − τ)ν−1Eν,ν[−K(t − τ)ν] f (τ )dτ, (4.11)

where Eν,1 and Eν,ν are two kinds of specific Mittag-Leffler functions (See [18,19,28]).

Remark 4.2 Note that, instead of using XN = {v ∈ PN : v(±1) = 0}, one can also use,
as in [11], X̃ N = span{−J (−1,1−μ)

k : k = 1, . . . , N }, where −J (−1,1−μ)
k are the so called

generalized Jacobi functions defined in [11] (cf. also [39]). It leads exponential convergence
if C = 0 in (4.1) but will not perform well if C �= 0 since only the leading singular term
(1 + x)μ−1 is present in the basis functions {−J (−1,1−μ)

k }.
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Fig. 9 Left: C = 1, μ = 1.3, f = ex sin(x), right: C = 50, μ = 1.3, f = ex sin(x)
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Fig. 10 Left: C = 10, μ = 1.7, f = ex , right: C = 10, μ = 1.41, f = ex

4.2 Enriched Spectral-Galerkin Method and Numerical Results

We denote the k leading singular terms in (4.9) by {ψrm : m = 1, . . . , k} with rm =
i − 1 + ( j + 1)μ increasing. Setting

Sk = span{ψrm : m = 1, . . . , k}, (4.12)

the enriched spectral-Galerkin method for problem (4.1) is: find ukN ∈ Xk
N := XN ⊕ Sk such

that
a(ukN , v) = ( f , v), ∀v ∈ Xk

N . (4.13)

Since the singular terms are indeed Jacobi weight functions, additional entries in the mass
and stiffness matrices related to Sk can be straightforwardly computed by a suitable Jacobi
Gauss quadrature formula.

We now present several numerical tests to show the efficiency and accuracy of ESG.
In Fig. 9, we plot the convergence rate of f = ex sin(x) with C = 1, μ = 1.3 and
C = 50, μ = 1.3 to demonstrate that the method is robust with respect to constant C . We
take the result u3N , N = 150 as the reference solution, and plot in Fig. 10 for the convergence
rate of f = ex with C = 10, μ = 1.7 and C = 10, μ = 1.41 to show its effectiveness with
different μ.
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5 Conclusion

We developed in this paper enriched spectral-Galerkin methods (ESG) for solving PDEs with
weakly singular solutions. While the general idea of ESG is very simple—adding leading
singular functions to the usual spectral approximation space, one has to overcome several
obstacles to efficiently and accurately implement this in practical situations. Successful imple-
mentations of ESG rely on three ingredients: (i) determine a few leading singular terms for the
underlying problem; (ii) homogenize the boundary conditions for the singular functions and
use the modified Gram–Schimdt process to orthogonalize them; and most importantly (iii)
use ESG-II, which is based on a special property of the spectral methods, to approximate the
solution in the enriched spectral space. The computational cost of ESG-II is essentially k+1
solvers, with k being the number of used leading singular terms, of the usual spectral-Galerkin
method for which fast solvers are in general available. Theoretical estimates indicate that the
accuracy of ESG can be as high as needed by increasing k, however, ill conditioning of the
enriched spaces often prevents the use of a large number of singular functions. It is found
that if we only add one or two singular functions, ESG-I and ESG-II lead to similar results.
But if more than two singular functions are used, ESG-I often exhibits erratic behavior while
ESG-II is much more stable.

We applied ESG to a variety of problems with weakly singular solutions, and showed that
ESG is capable of producing significantly improved results over the usual spectral-Galerkin
methods with adding only a few singular functions. Compared with other approaches often
used in the context of spectral methods, such as singularity subtraction or Müntz method,
ESG is easier to implement and more accurate than singularity subtraction, while it applies
to a large class of problems than Müntz method.
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