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We develop efficient energy stable numerical methods for solving isotropic and strongly 
anisotropic Cahn–Hilliard systems with the Willmore regularization. The scheme, which 
involves adaptive mesh refinement and a nonlinear multigrid finite difference method, is 
constructed based on a convex splitting approach. We prove that, for the isotropic Cahn–
Hilliard system with the Willmore regularization, the total free energy of the system is 
non-increasing for any time step and mesh sizes. A straightforward modification of the 
scheme is then used to solve the regularized strongly anisotropic Cahn–Hilliard system, 
and it is numerically verified that the discrete energy of the anisotropic system is also non-
increasing, and can be efficiently solved by using the modified stable method. We present 
numerical results in both two and three dimensions that are in good agreement with those 
in earlier work on the topics. Numerical simulations are presented to demonstrate the 
accuracy and efficiency of the proposed methods.

© 2018 Published by Elsevier Inc.

1. Introduction

Phase field methods have been widely used to study the dynamics of different material phases via order parameters, 
such as phase transformations in binary alloys, e.g., [22,19,20]; epitaxial thin film growth, e.g., [15,44,26,35,34,46]; crystal 
faceting, e.g., [36,27,28,7]; multiphase fluid flow, e.g., [23,2,3,12]; and solid tumor growth, e.g., [43,42,13,11], just to name 
a few. The methods are capable of describing the evolution of complex, morphology-changing surfaces and can provide 
a general framework to consider more physical effects. The well-studied second order Allen–Cahn [1] and fourth order 
Cahn–Hilliard models [8] are sub-classes of phase field models, which are of interest in materials science.

Crystalline anisotropy is a critical contributing factor to the equilibria and dynamic macroscopic shapes of heteroge-
neous materials. In the absence of anisotropy, the microscopic shape is rotationally symmetric. Anisotropy breaks this 
symmetry as certain directions are endowed with higher energy. For sufficiently strong anisotropy, the double-well sur-
face density function may become negative. At equilibrium, the system responds by removing these orientations (termed 
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missing orientations) in the shape of the crystal (Wulff shape) driven by minimizing the total surface energy of the system. 
As a result, the equilibrium interface is no longer a smooth curve, but presents sharp corners or facets with slope disconti-
nuities [33]. In three dimensions, the onset of missing orientations occurs at a convex-to-concave transition in a polar plot 
of the reciprocal of the surface free energy (γ ) [29], which is equivalent to show that the normal to the 1/γ -plot is propor-
tional to the ξ vector in [9]. The anisotropic phase field model becomes ill-posed when the gradient energy is non-convex, 
which is equivalent with the sign change of the surface stiffness [33,41]. To overcome ill-posedness and loss of smooth-
ness of the anisotropic Cahn–Hilliard model, a higher order derivative regularization is added to the surface energy [14,6]. 
For example, a Laplacian-squared regularization is used in [41,10], and a nonlinear Willmore regularization is considered 
in [35,10,27,28]. Recently, some theoretical studies of the regularized Cahn–Hilliard equation have been conducted. For in-
stance, well-posedness for the isotropic Cahn–Hilliard equation with Willmore regularization was shown in [25], and the 
proof of existence and uniqueness of the solution to the strongly anisotropic Cahn–Hilliard equation with Willmore regular-
ization was obtained in [24]. For both regularizations, the resulting Cahn–Hilliard-type equations are sixth order in space, 
which bring significant challenges in the development of efficient and accurate numerical schemes.

Eggleston et al. [16] used a convexification technique for the strongly anisotropic Cahn–Hilliard system and performed 
one-sided difference approximation to treat the corners to maintain the stability of the numerical method. The simulation 
results showed excellent agreement with sharp interface equilibrium shapes. However, the use of explicit time discretization 
leaded to severe time step restrictions. Torabi et al. [35] implemented finite difference in space and a Crank–Nicholson 
scheme to discretize in time. Recently, a stabilized time discretization and spectral discretization in space were used to 
solve the regularized anisotropic Cahn–Hilliard equation in [10]. This scheme is unconditionally energy stable.

As a first step towards the development of a scheme for the anisotropic system, we first develop an energy stable time 
discretization scheme based on a convex splitting approach for the isotropic Cahn–Hilliard–Willmore system, and prove 
that it is unconditionally energy stable. For the spatial discretization, we use centered finite difference method with a 
dynamic, block-structured Cartesian mesh refinement. An adaptive nonlinear multigrid method is used to solve the resulting 
nonlinear system at each time step [41,43,42,13]. We note that the convex splitting we use here is different from that 
used in [18] which was intended for the functionalized Cahn–Hilliard equation but can also be used for the isotropic 
Cahn–Hilliard–Willmore equation. However, we encountered difficulty in implementing the nonlinear multigrid method 
using the scheme in [18] for the isotropic Cahn–Hilliard–Willmore equation.

We then extend this scheme to the strongly anisotropic Cahn–Hilliard system with the Willmore regularization. We 
present numerical results in 2D and 3D to show that the scheme is still energy stable with arbitrary time steps, although 
we are not able to prove this analytically.

This paper is organized as follows. In Section 2, we describe the isotropic Cahn–Hilliard and strongly anisotropic Cahn–
Hilliard systems with the Willmore regularization. In Section 3, we proposed energy stable numerical methods based on a 
convex splitting approach for solving the model systems. Two and three dimensional numerical simulations and a summary 
are presented in Section 4.

2. Diffuse interface anisotropy

Here, we consider a boundary domain � ⊂ R
d with d = 2, 3. Let φ : � → R be an order parameter; n = ∇φ

|∇φ| is the unit 
normal vector, and P = I − n ⊗ n, where I is the identity matrix. We consider an anisotropic surface energy [35] as

E(φ) =
∫

�

γ (n)

ε

(
f (φ) + ε2

2
|∇φ|2

)
dx, (1)

where ε is a small parameter that measures the thickness of the interface transition layer, f (φ) = 1
4 φ2(1 − φ)2 is a double 

well potential, γ (n) is an interfacial energy function describing the property of the anisotropy. Note that the interface 
thickness is independent of orientation. This is a natural formulation if we interpret the term 1

ε ( f (φ) + ε2

2 |∇φ|2) as the 
approximation of the surface delta function. The corresponding evolution equations are as follows:

∂φ

∂t
= 1

ε
∇ · (M(φ)∇μ), (2)

μ = 1

ε
(γ (n) f ′(φ) − ε2∇ · m), (3)

with

m = γ (n)∇φ + P∇nγ (n)
( f (φ)

ε2|∇φ| + 1

2
|∇φ|

)
. (4)

Following [35], we use the asymptotic result that near interface f (φ) ∼ (ε2/2)|∇φ|2, to yield the approximation
m ∼ γ (n)∇φ + |∇φ|P∇nγ (n). (5)
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The difference between an isotropic system and an anisotropic one is the choice of γ (n) in Eq. (1). When γ (n) = 1, the 
system is isotropic and the free energy does not depend on orientation. In this case, the H−1-gradient flow of Eq. (1) leads 
to the usual isotropic Cahn–Hilliard equation. In the anisotropic case, γ (n) depends on n in the nontrivial manner. For 
example, a four-fold symmetric anisotropy can be modeled using [29]:

γ (n) = 1 + α
(

4
d∑

i=1

n4
i − 3

)
, (6)

where α describes the anisotropic strength and d = 2, 3. In two dimensions, this is equivalent to

γ (n) = 1 + α cos(4θ), (7)

where θ denotes the angle between the normal vector to the interface and the x-axis. When α = 0, the system is isotropic. 
As α increases, the system becomes anisotropic. A sufficient large α would produce a strongly anisotropic system, and the 
Cahn–Hilliard equation would become ill-posed. In order to overcome the ill-posedness, one may add an extra term to 
regularize the system. In this paper, we add a nonlinear Willmore energy as a regularization. The regularized free energy 
thus reads

E(φ) =
∫

�

γ (n)

ε

(
f (φ) + ε2

2
|∇φ|2

)
+ β

2

1

ε3
( f ′(φ) − ε2�φ)2dx, (8)

where β represents the bending rigidity. Taking the H−1-gradient flow on the new energy (8), we derive a strongly 
anisotropic Cahn–Hilliard system with the Willmore regularization:

∂φ

∂t
= 1

ε
∇ · (M(φ)∇μ), (9)

μ = 1

ε
(γ (n) f ′(φ) − ε2∇ · m) + β

ε2
( f ′′(φ)ω − ε2�ω), (10)

m = γ (n)∇φ + |∇φ|P∇nγ (n), (11)

ω = 1

ε
( f ′(φ) − ε2�φ). (12)

This is a sixth-order system. To motivate the development of energy-stable numerical schemes, we first consider an associ-
ated regularized isotropic system:

E(φ) = Es(φ) + Eb(φ), (13)

with

Es(φ) =
∫

�

1

ε
( f (φ) + ε2

2
|∇φ|2)dx,

and

Eb(φ) = β

2

∫

�

1

ε3
( f ′(φ) − ε2�φ)2dx.

The evolution equations are given below:

∂φ

∂t
= 1

ε
∇ · (M(φ)∇μ), (14)

μ = 1

ε
( f ′(φ) − ε2�φ) + β

ε2
( f ′′(φ)ω − ε2�ω), (15)

ω = 1

ε
( f ′(φ) − ε2�φ). (16)

We complete our models with the following boundary conditions:

n · ∇φ = n · ∇μ = n · ∇ω = 0. (17)

To perform convex splitting, we require the following results.

∫

Lemma 2.1. Let Ê(φ) =

�
A((φ − 1

2 )4 + |∇φ|4) + (φ − 1
2 )2|∇φ|2dx. If A ≥ 1/2, then Ê(φ) is convex.
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Proof. A similar result was proved in [18]. For the reader’s convenience, we provide a proof below.
Let ψ = φ − 1

2 and define the operators

g(ψ) = A(ψ4 + |∇ψ |4) and h(ψ) = ψ2|∇ψ |2. (18)

Then we have

Ê(ψ) =
∫

�

g(ψ) + h(ψ)dx.

According to the fact that functions p(ψ) = ψ2 and q(ψ) = |∇ψ |2 are convex, which implies

(ψ1 + ψ2

2

)2 ≤ ψ2
1 + ψ2

2

2
, (19)

and

∣∣∣∇
(ψ1 + ψ2

2

)∣∣∣2 ≤ |∇ψ1|2 + |∇ψ2|2
2

. (20)

Using inequalities (19), (20) and through direct calculations, we find

g(ψ1) + g(ψ2)

2
− g(

ψ1 + ψ2

2
) = A

2

(
ψ4

1 + ψ4
2 + |∇ψ1|4 + |∇ψ2|4

)
− A

[(ψ1 + ψ2

2

)4 +
∣∣∣∇

(ψ1 + ψ2

2

)∣∣∣4]

≥ A

2

(
ψ4

1 + ψ4
2 + |∇ψ1|4 + |∇ψ2|4

)
− A

[(ψ2
1 + ψ2

2

2

)2 +
( |∇ψ1|2 + |∇ψ2|2

2

)2]

= A

4

[
(ψ2

1 − ψ2
2 )2 + (|∇ψ1|2 − |∇ψ2|2)2

]
, (21)

and

h(ψ1) + h(ψ2)

2
− h(

ψ1 + ψ2

2
) = 1

2
(ψ2

1 |∇ψ1|2 + ψ2
2 |∇ψ2|2) −

(ψ1 + ψ2

2

)2∣∣∣∇ ψ1 + ψ2

2

∣∣∣2

≥ 1

2
(ψ2

1 |∇ψ1|2 + ψ2
2 |∇ψ2|2) −

(ψ2
1 + ψ2

2

2

)( |∇ψ1|2 + |∇ψ2|2
2

)

= 1

4

(
ψ2

1 − ψ2
2

)(
|∇ψ1|2 − |∇ψ2|2

)
. (22)

Adding inequalities (21) and (22) together gives us,

g(ψ1) + g(ψ2)

2
− g(

ψ1 + ψ2

2
) + h(ψ1) + h(ψ2)

2
− h(

ψ1 + ψ2

2

= A

4

[
(ψ2

1 − ψ2
2 )2 + (|∇ψ1|2 − |∇ψ2|2)2

]
+ 1

4

(
ψ2

1 − ψ2
2

)(
|∇ψ1|2 − |∇ψ2|2

)
,

≥ 2A − 1

8

[
(ψ2

1 − ψ2
2 )2 + (|∇ψ1|2 − |∇ψ2|2)2

]
. (23)

The last inequality holds based on the simple fact that (a + b)2 ≥ 0, implying ab ≥ −(a2 + b2)/2.
It is clearly seen that A ≥ 1/2 guarantees the convexity of Ê(φ). �

3. Numerical schemes

3.1. Discrete time and continuous space schemes

In order to solve the isotropic nonlinear Cahn–Hilliard Eqs. (14)–(16), we here develop an energy stable numerical 
scheme. The scheme, which is first order accurate in time and second order accurate in space, is based on a convex splitting 
approach, see [17,21,38–40,45,4,5,30,13], and has two important properties: (1) unconditional energy stability, and (2) un-
conditional unique solvability [40]. The key idea is that the energy E admits a (not necessarily unique) splitting into purely 
convex and concave energies, that is, E = Ec − Ee , where Ec and Ee are convex, though not necessarily strictly convex 
[17,45], where Ec refers to the contractive part of the energy (convex) and Ee refers to the expansive part of the energy 

(concave), we consider a canonical splitting of the total free energy of the isotropic system E(φ) = Ec(φ) − Ee(φ) where
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Ec(φ) =
∫

�

1

ε

(1

4

[
(φ − 1

2
)4 + 1

16

]
+ ε2

2
|∇φ|2

)
dx

+
∫

�

β

2ε3

(
(φ − 1

2
)6 + 1

16
(φ − 1

2
)2 + ε4(�φ)2

)
+ 3β

ε
(φ − 1

2
)2|∇φ|2 + 3Aβ

ε
((φ − 1

2
)4 + |∇φ|4)dx, (24)

and

Ee(φ) =
∫

�

1

2ε
(φ − 1

2
)2dx

+
∫

�

β

4ε3
(φ − 1

2
)4 + β

4ε
|∇(φ − 1

2
)|2 + 3Aβ

ε
((φ − 1

2
)4 + |∇φ|4)dx. (25)

Using standard calculations and Lemma 2.1, it can be shown that both Ec and Ee are convex. Note that the convex splitting 
above is similar but different from that used in [18] in the case of Cahn–Hilliard–Willmore.

Using this convex splitting, we then propose the following semi-implicit scheme for the isotropic model:

φk+1 − φk

s
= 1

ε
∇ · (M(φk)∇μk+1), (26)

μk+1 = 1

ε
(φk+1 − 1

2
)3 − ε�φk+1 + β

2ε3

(
6(φk+1 − 1

2
)5 + 1

8
(φk+1 − 1

2
)
)

+ εβ�ωk+1

− 6β

ε
(φk+1 − 1

2
)∇(φk+1∇φk+1) + 3β

ε
(φk+1 − 1

2
)�φk+1

+ 12Aβ

ε
((φk+1 − 1

2
)3 − ∇ · (|∇φk+1|2∇φk+1))

− 1

ε
(φk − 1

2
) − β

ε3
(φk − 1

2
)3 + β

2ε
�φk − 12Aβ

ε
((φk − 1

2
)3 − ∇ · (|∇φk|2∇φk)), (27)

ωk+1 = �φk+1. (28)

Theorem 3.1. The energy E is non-increasing in time, i.e., E(φk+1) ≤ E(φk), independent of any choice of the time step size.

The result follows from the estimate E(φ) − E(ψ) ≤ (δφ Ec(φ) − δφ Ee(ψ), φ − ψ)L2 , which was proved by Wise et al. in 
[45], and taking φ = φk+1 and ψ = φk . Observe that at the implicit time level the equations are nonlinear but represent the 
gradients of strictly convex functions. Thus, these equations are uniquely solvable.

Next, we extend this approach to construct a stable scheme for the strongly anisotropic Cahn–Hilliard model (9)–(12). 
We notice that the term γ (n) changes its sign and is a function of phase field parameter φ. Thus, it is difficulty to perform 
a convex splitting of the total energy. Instead, we modify the scheme (26)–(28) to incorporate anisotropy:

φk+1 − φk

s
= 1

ε
∇ · (M(φk)∇μk+1), (29)

μk+1 = γ (nk)

ε
(φk+1 − 1

2
)3 − ∇ · (εγ (nk)∇φk+1) + β

2ε3

(
6(φk+1 − 1

2
)5 + 1

8
(φk+1 − 1

2
)
)

+ εβ�ωk+1

− 6β

ε
(φk+1 − 1

2
)∇(φk+1∇φk+1) + 3β

ε
(φk+1 − 1

2
)�φk+1

+ 12Aβ

ε
((φk+1 − 1

2
)3 − ∇ · (|∇φk+1|2∇φk+1))

− γ (nk)

ε
(φk − 1

2
) − ε∇ · (P∇nγ (nk)|∇φk|) − β

ε3
(φk − 1

2
)3 + β

2ε
�φk

− 12Aβ

ε
((φk − 1

2
)3 − ∇ · (|∇φk|2∇φk)), (30)

ωk+1 = �φk+1. (31)

Although we are not able to prove that this schemes is energy stable, our numerical simulations shown below indicate that 

the scheme is energy dissipative and stable for any choice of the time step size.
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3.2. The fully discrete energy stable schemes

3.2.1. Spatial discretization
We first recall some notation and finite difference operators used in [40,45,12]. We only present the scheme in two 

dimensions; the three dimensional case is analogously defined. Assuming that the computational domain � = (0, Nxh) ×
(0, N yh), where Nx and N y are positive integers, and h > 0 is the grid spacing. We define

xi = (i − 1

2
)h and y j = ( j − 1

2
)h,

where i, j can take on integer and half integer values. Consider the following three sets of uniform grid points: (i) east-west 
edge points Eew , (ii) north-south edge points Ens , (iii) cell-centered points C , defined via

Eew = {(xi+ 1
2
, y j)|i = 0, · · · ,m; j = 1, · · · ,n},

Ens = {(xi, y j+ 1
2
)|i = 1, · · · ,m; j = 0, · · · ,n},

Ēew = {(xi+ 1
2
, y j)|i = 0, · · · ,m; j = 0, · · · ,n + 1},

Ēns = {(xi, y j+ 1
2
)|i = 0, · · · ,m + 1; j = 0, · · · ,n},

Cm×n = {(xi, y j)|i = 1, · · · ,m; j = 1, · · · ,n},
Cm̄×n = {(xi, y j)|i = 0, · · · ,m + 1; j = 1, · · · ,n},
Cm×n̄ = {(xi, y j)|i = 1, · · · ,m; j = 0, · · · ,n + 1},
Cm̄×n̄ = {(xi, y j)|i = 0, · · · ,m + 1; j = 0, · · · ,n + 1}.

We define the function spaces

Cm×n = {φ : Cm×n →R}, Cm̄×n = {φ : Cm̄×n →R},
Cm×n̄ = {φ : Cm×n̄ →R}, Cm̄×n̄ = {φ : Cm̄×n̄ →R},
Eew

m×n = {u : Eew →R}, Ens
m×n = {v : Ens →R},

Eew
m×n̄ = {u : Ēew →R}, Ens

m̄×n = {v : Ēns →R}.
To perform the spatial discretization, we replace spatial derivatives by finite difference operators. The reader is referred 

to [40,45,12] for the definitions of the edge-to-center difference operators dx : Eew
m×n → Cm×n and dy : Ens

m×n → Cm×n; the 
center-to-edge average and difference operators Ax, Dx : Cm̄×n → Eew

m×n , A y, D y : Cm×n̄ → Ens
m×n , respectively. The Laplacian 

operator is approximated to second order by

∇2
d φi, j = φi+1, j + φi−1, j + φi, j+1 + φi, j−1 − 4φi, j

h2
, (32)

where φ is cell-centered. The Laplacian with non-constant coefficients is approximated to second order by

∇d · (m∇dφ)i, j =
Axmi+ 1

2 , j(φi+1, j − φi, j) − Axmi− 1
2 , j(φi, j − φi−1, j)

h2

+
A ymi, j+ 1

2
(φi, j+1 − φi, j) − A ymi, j− 1

2
(φi, j − φi, j−1)

h2
, (33)

where both φ and m are assumed to be cell-centered, and Aave,x and Aave,y are the averaging operators defined component-
wise as

Aave,xmi+ 1
2 , j = mi+1, j + mi, j

2
, Aave,xmi− 1

2 , j = mi, j + mi−1, j

2
,

Aave,ymi, j+ 1
2

= mi, j+1 + mi, j

2
, Aave,ymi, j− 1

2
= mi, j + mi, j−1

2
.

The grid function norms are defined as follows: for φ ∈ Cm×n, 1 ≤ p < ∞,

‖φ‖p = (h2
m∑

i=1

n∑
j=1

|φi, j|p)1/p .

For any φ ∈ Cm̄×n̄ , we define√

‖∇dφ‖2 = h2[Dxφ‖Dxφ]ew + h2[D yφ‖D yφ]ns.
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Inner product is define as: for φ, ψ ∈ Cm×n ∪ Cm̄×n ∪ Cm×n̄ ∪ Cm̄×n̄ ,

(φ,ψ)d = 1

h2

Nx∑
i=1

N y∑
j=1

φi, jψi, j.

3.2.2. Fully discrete schemes and its properties
We now introduce a fully discrete energy F : Cm̄×n̄ → R, which is consistent with the continuous space energy (13):

F (φi, j) = F c(φi, j) − F e(φi, j), (34)

with

F c(φ) = 1

4ε
‖φ − 1

2
‖4

4 + ε

2
‖∇dφ‖2 + β

2ε3

(
‖φ − 1

2
‖6

6 + 1

16
‖φ − 1

2
‖2

2 + ε4‖�dφ‖2
)

+ 3Aβ

ε

(
‖φ − 1

2
‖4

4 + ‖∇dφ‖4
4

)

+ 1

64ε
Area(�) + 3β

ε

(
(φ − 1

2
)2, |∇dφ|2

)
, (35)

and

F e(φ) = 1

2ε
‖φ − 1

2
‖2

2 + β

4ε3
‖φ − 1

2
‖4

4 + β

4ε
‖∇d(φ − 1

2
)‖2

2 + 3Aβ

ε

(
‖φ − 1

2
‖4

4 + ‖∇dφ‖4
4

)
, (36)

where Area(�) = NxN yh2. F c and F e are convex.
The fully discretized version of Eqs. (26)–(28) becomes:

φk+1
i, j − φk

i, j = s

ε
∇ · (M(φk

i, j)∇μk+1
i, j ), (37)

μk+1
i, j = 1

ε
(φk+1

i, j − 1

2
)3 − ε�φk+1

i, j + β

2ε3

(
6(φk+1

i, j − 1

2
)5 + 1

8
(φk+1

i, j − 1

2
)
)

+ εβ�ωk+1
i, j

− 6β

ε
(φk+1

i, j − 1

2
)∇(φk+1

i, j ∇φk+1
i, j ) + 3β

ε
(φk+1

i, j − 1

2
)�φk+1

i, j

+ 12Aβ

ε
((φk+1

i, j − 1

2
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ε
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2
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i, j|2∇φk
i, j)), (38)

ωk+1
i, j = �φk+1

i, j . (39)

Note that this scheme is first order in time and second order in space. It follows that

Theorem 3.2. Suppose that φk+1, φk ∈ Cm̄×n̄ and n · ∇dφ
k+1 = 0. The convex splitting scheme (37)–(39) is unconditionally energy 

stable, i.e., F (φk+1) ≤ F (φk), independent of any choice of the time step size.

Analogously, the fully discrete version of (29)–(31) is as follows:

φk+1
i, j − φk

i, j = s

ε
∇ · (M(φk

i, j)∇μk+1
i, j ), (40)

μk+1
i, j = γ (nk

i, j)

ε
(φk+1

i, j − 1

2
)3 − ∇ · (εγ (nk

i, j)∇φk+1
i, j ) + β

2ε3

(
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2
)5 + 1

8
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2
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)
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i, j

− 6β

ε
(φk+1

i, j − 1

2
)∇(φk+1

i, j ∇φk+1
i, j ) + 3β

ε
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i, j − 1

2
)�φk+1

i, j

+ 12Aβ

ε
((φk+1

i, j − 1

2
)3 − ∇ · (|∇φk+1

i, j |2∇φk+1
i, j ))

− γ (nk
i, j)

ε
(φk

i, j − 1

2
) − ε∇ · (P∇nγ (nk)|∇φk|)i, j − β

ε3
(φk

i, j − 1

2
)3 + β

2ε
�φk

i, j

− 12Aβ

ε
((φk

i, j − 1

2
)3 − ∇ · (|∇φk

i, j|2∇φk
i, j)), (41)

k+1 k+1
ωi, j = �φi, j . (42)
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3.2.3. Space and time adaptive strategy
The fully coupled, discrete schemes (37)–(39) and (40)–(42) lead to a sequence of discrete elliptic equations at each time 

step. We shall solve them by using the adaptive multigrid method developed in [41,43,42,13]. In fact, since the system of 
governing equations is discretized on a block-structured Cartesian mesh, the composite mesh consists of a hierarchy of levels 
which is particularly suitable for adaptive multigrid. At each time step, we check grid cells for refinement using a simple 
undivided gradient test. Since it is essential that much more refinement is needed in the diffuse interface region. This test 
marks grid cells where the finite differences of the phase-field functions are large. In particular, the set of cell-centered 
points is marked for refinement in three dimensions if√

(φi+1, j,k − φi−1, j,k)
2 + (φi, j+1,k − φi, j−1,k)

2 + (φi, j,k+1 − φi, j,k−1)
2 > Ck,

where Ck is the critical value for level k. More sophisticated mesh refinement strategy could also be used here [32] although 
by refining near the interface we automatically refine high curvature regions as well. See Fig. 9. For a detailed discussion of 
all the aspects of the adaptive algorithm, the reader is referred to [41].

Finally, although it is difficult to construct second-order convex splitting schemes for systems of such complexity as 
these, we can nevertheless generate second-order approximation using Richardson extrapolation to improve the accuracy. 
More precisely, we may compute two approximations ψ s and ψ s/2 at time tl with time step sizes s and 0.5s, respectively, 
and generate a second-order approximation as

ψ l,new = 2ψ s/2 − ψ s. (43)

The results presented in Tables 2 and 3 confirm that the convex splitting scheme with Richardson extrapolation is second 
order accurate in time and in space.

In all our simulations presented in the next section, we use the fourth-order mobility M(φ) = 16φ2(1 − φ)2 [27,37]. To 
solve the nonlinear equations at the implicit time step a nonlinear multigrid method [42] is used.

4. Numerical results

In this section we present examples to show the robustness and effectiveness of the numerical schemes. First, we demon-
strate the convergence and near optimal complexity of the solvers. Then we consider the dynamics in 2D and 3D of both 
the isotopic system (α = 0) and the anisotropic system using several different initial interface shapes and anisotropies.

4.0.1. Complexity and convergence of the schemes
We use the initial condition given below in Eq. (44) to test the convergence rate and near optimal complexity of the 

numerical methods presented in the previous section. For the complexity test, we fix the time step size s = 0.001 and 
vary the spatial step sizes from 3.2/32 to 3.2/512, with each grid size being one half the size of the previous. Following 
[40], we vary the number of multigrid smoothing sweeps (λ). We report the results at t = 0.02. The number of multigrid 
iterations required to reduce the norm of the residual below the tolerance Tol = 1.0 × 10−8 is given in Table 1, where we 
vary the parameters ε, λ and spatial step size h. We observe that for λ = 2, 3, the required number of iteration is nearly 
independent of h, which is also confirmed in Fig. 1, where the detailed residual values of the residuals for the different 
cases are described. The results suggest that the multigrid solver is of nearly optimal complexity.

φ(x, y, t = 0) = 1

2

(
1.0 − tanh

(√
(x − 1.6)2 + (y − 1.6)2 − 0.8

2
√

2ε

))
. (44)

To estimate the convergence rate with respect to a mesh with grid spacing h, three different grid spacings 2h, h, and h/2
are used. We calculate the error between two different grid spacings φh and φh/2 by

eh:h/2
i, j = φh

i, j − 1

4

(
φ

h/2
2i,2 j + φ

h/2
2i−1,2 j + φ

h/2
2i,2 j−1 + φ

h/2
2i−1,2 j−1

)

and correspondingly for e2h:h . The rate of convergence is defined as

log2

( ||e2h:h||2
||eh:h/2||2

)
.

For the convergence test, the mesh spacings are taken to be h = 3.2
256 , 3.2

512 , 3.2
1024 . We use the linear refinement path 

s = 0.016h. Therefore, the corresponding time step sizes s = 0.0002, 0.0001, 0.00005. The numerical results indicate that the 
scheme of convex splitting with Richardson extrapolation is indeed of second-order in both time and space, see Tables 2
and 3.

For the stability tests, we fix the mesh spacings h = 3.2
256 and vary the time step sizes from 0.005 to 0.04, with each time 
step being double the size of the previous one. The parameters are ε = 0.03, β = 0.001, A = 1.0. For the anisotropic case we 
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Table 1
The number of multigrid iterations required to reduce the norm of the residual below the tolerance Tol = 1.0 × 10−8. The numbers are counted at time 
t = 0.02 with the time step size s = 0.001. The parameters are given in the text and in the table. The initial data are given below in Eq. (44). The detailed 
residual values for the different cases (labeled Tests) are given in Fig. 1. We find, for a variety of parameter sets, that the required number of multigrid 
iterations is nearly independent of the mesh size h by using the multigrid smoothing parameters λ = 2, 3.

Test 1 Test 2 Test 3 Test 4 Test 5

ε 0.2 0.2 0.2 0.1 0.05

λ 1 2 3 3 3

h 3.2/32 7 5 5 4 5

3.2/64 8 5 5 5 6

3.2/128 8 6 5 5 6

3.2/256 8 6 5 6 6

3.2/512 9 6 5 6 7

Fig. 1. 2-norm of the residual per multigrid V-cycle at time t = 0.02 with different smoothing parameter λ, i.e., λ = 1, 2, 3. The results showing the cases 
λ = 2, 3 achieve nearly optimal complexity of the solver (performance independent of grid size). See text for additional parameters and explanation.

Table 2
Errors and convergence rate for the scheme (37)–(39) of isotropic Cahn–Hilliard system with the Willmore 
regularization, combined with Richardson extrapolation. Parameters are ε = 0.03, α = 0, β = 0.0001, and the 
initial data are shown in Eq. (44). Numerical results confirm second order in time and space.

Grid sizes 2562–5122 5122–10242

Error 4.268E-04 9.984E-05
Rate 2.09

Table 3
Errors and convergence rate for the scheme (40)–(42) of strongly anisotropic Cahn–Hilliard system with the 
Willmore regularization, combined with Richardson extrapolation. Parameters are ε = 0.03, α = 0.2, β = 0.0001
and the initial data are shown in Eq. (44). Numerical results confirm second order in time and space.

Grid sizes 2562–5122 5122–10242

Error 4.502E-03 9.269E-04
Rate 2.28

choose the 4-fold anisotropy from Eq. (6) with α = 0.2. Fig. 2 shows the discrete energy profiles for isotropic and strongly 
anisotropic systems. The discrete energy is non-increasing with any time step sizes. The results indicate that the schemes 
(37)–(39) and (40)–(42) for isotropic and anisotropic systems are both energy stable, even if this cannot be rigorously proved 
for the anisotropic case.

4.1. Coarsening dynamics

For the two dimensional examples shown here, the computational domain is [0, 3.2] × [0, 3.2]. We choose the root-level 

grid size to be 32 ×32, and perform three levels of mesh refinement, i.e., the finest mesh size h = 3.2/256. We set time step 
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Fig. 2. Energy profile for isotropic system (α = 0) [a] and strongly anisotropic system (α = 0.2) [b] with different time step sizes. Other parameters are 
ε = 0.03, β = 0.001, A = 1.0. In both cases, the energy monotonically decreases in time for any choice of time step.

Fig. 3. Evolution of the phase function for the isotropic Cahn–Hilliard model with the Willmore regularization at t = 0, 0.1, 0.3, 0.8, 1.0, respectively. The 
parameters are given in the text.

size s = 0.0001, which is for the purpose of accuracy, not for the stability requirement, as the schemes are all unconditionally 
stable.

4.1.1. Isotropic case with the Willmore regularization
We here consider the isotropic Cahn–Hilliard system with the Willmore regularization. We use the following parameters:

ε = 0.03, β = 0.004, α = 0, A = 1.

Initial condition is

φ(x, y, t = 0) =
3∏

i=1

1

2

(
1.0 − tanh

(√
(x − xi)

2 + (y − yi)
2 − ri

2
√

2ε

))
, (45)

where {(xi, yi)}3
i=1 and {ri}3

i=1 are circle centers and radii. We take (x1, y1) = (0.6, 2.6), (x2, y2) = (0.7, 0.7), (x3, y3) =
(1.6, 1.6), and r1 = 0.3, r2 = 0.2, r3 = 0.8, respectively. The time evolution of the phase function φ is shown in Fig. 3 and 
the time evolution of the energy is shown in Fig. 4.

From Fig. 3, we can clearly see that the three circles undergo a coarsening process, in which two small circles are 
gradually absorbed into the large circle. Form Fig. 4, the total energy is seem to be monotonically decreasing with abrupt 
changes at the times t = 0.3, 1.0 at which the small circles disappear. At t = 1.0, the decrease in energy becomes fairly 
small and after some time the energy is almost constant.

4.1.2. Anisotropic case with the Willmore regularization
We now consider the anisotropic Cahn–Hilliard system with the Willmore regularization. We use the 4-fold anisotropy 

from Eq. (6) together with the following parameters:

ε = 0.03, β = 0.004, α = 0.2, A = 1.

The same initial condition is used as above for the isotropic system.
Fig. 5 shows the combined effects of anisotropy and coarsening. The three circles first evolve to anisotropic shapes with 
missing orientation at the four corners, then the anisotropic system coarsens and the small shapes disappear. Fig. 6 shows 
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Fig. 4. Energy profile for the simulations shown in Fig. 3.

Fig. 5. Evolution of the phase function for the anisotropic Cahn–Hilliard model with the Willmore regularization at t = 0, 0.1, 0.3, 1.0, 2.0, respectively. The 
parameters are given in the text.

Fig. 6. Energy profile for the simulations shown in Fig. 5.

the energy profile. We observe that the total energy is decreasing and undergoes two rapid changes at t = 0.3, 1.6, which 
correspond to the times the small shapes disappear.

4.2. Anisotropy and missing orientations

In this section we study first the strong interfacial anisotropy of rough curve in two dimensions, then we investigate 
missing orientations in the Wulff shape and tetragonal trisoctahedron shape in three dimensions. We assess the effects of 
different α values and the Willmore regularization parameter β on the equilibrium interface morphologies.

4.2.1. Strong anisotropy of a rough curve
We now study the effects of the four-fold anisotropy on the dynamics of a rough curve. The computational domain is 

[0, 6.4] × [0, 3.2]. The initial data is

φ(x, y, t = 0) = 1(
1.0 − tanh

( y − 0.4 × r(x) − 1.6√
))

, (46)

2 2 2ε
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Fig. 7. Evolution of an initially rough surface undergoing decomposition into near-facets and kinks, followed by coarsening process due to strongly four-fold 
anisotropy. The parameters are given in the text.

Fig. 8. [a]: Energy profile for the simulations shown in Fig. 7. [b]: A close-up showing where the energy decreases fast.

where

r(x) = 1.8 cos(πx) + 1.5 cos(3πx) + 0.2 cos(5πx) + 0.04 cos(7πx). (47)

The domain is periodic in the x direction. The root-level grid has size 64 ×32, and three levels of mesh refinement are used. 
The time step size s = 0.00001 based on the accuracy requirement. The parameters are

ε = 0.03, β = 0.0001, α = 0.2, A = 1.0.

Fig. 7 shows the decomposition of an initially rough curve into near-facets and kinks followed by coarsening. The effect of 
the strongly four-fold anisotropy is clearly observed. Note that the shape is still evolving as the valley is being removed The 
dynamics of the energy are shown in Fig. 8; the energy is seen to be monotonically decreasing.

4.2.2. Missing orientations of the Wulff shape
We next investigate the effect of the strength of the four-fold anisotropy parameter α on crystal shapes in three dimen-

sions. Four different values of α, i.e., α = 0.1, 0.2, 0.3, 0.4, are considered. The other parameters ε = 0.03, β = 0.002, and 
A = 1. Initial data is

φ(x, y, z, t = 0) = 1

2

(
1.0 − tanh

(√
(x − 1.6)2 + (y − 1.6)2 + (z − 1.6)2 − 0.8

2
√

2ε

))
. (48)

Which describes a sphere with radius 
√

0.8. Two-levels of mesh refinement are used (see Fig. 9), where the root-level grid 
is 32 × 32 × 32 and the time step size s = 0.0001. The evolution of the initially spherical shape towards its equilibrium is 
shown in Fig. 10, with α = 0.2, and the corresponding two dimensional cross-sections along x = 1.6 are shown in Fig. 11. 
The results are in very good agreement with simulations shown in [35]. For different values of α, the equilibrium shapes 
are shown in Fig. 12, and the two dimensional cross-sections along x = 1.6 are shown in Fig. 13. It can be seen that as 

α is relatively small, such as α = 0.1, missing orientations are not seen clearly. When α is increased (α = 0.2, 0.3, 0.4), 
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Fig. 9. A typical adaptive mesh from Fig. 12 with α = 0.2 at t = 0.1. The φ = 0.5 isosurface is shown. Two levels of refinement (red boxes) are performed 
with the root-level grid 32 × 32 × 32 (not shown). (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Fig. 10. Evolution of an initially spherical shape for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization at t =
0, 0.025, 0.1, 0.2, 2.0, respectively. The parameters ε = 0.03, α = 0.2, β = 0.002, A = 1.0. The simulation is performed with two-levels of mesh refine-
ment and the root-level grid is 32 × 32 × 32.

Fig. 11. Two-dimensional cross-section (x = 1.6) of the evolution from Fig. 10.

Fig. 12. Evolution of an initially spherical shape for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization at t = 2.0, respectively. 
The parameters ε = 0.03, β = 0.002, A = 1.0 with different α (from left to right): 0.1, 0.2, 0.3, and 0.4, respectively. See text for additional details.

shapes tend to be a double-sided pyramid because of the strong anisotropy. The energy profile (Fig. 14) shows that energy 
decreases faster with larger α.

The impact of the Willmore regularization parameter β on the equilibrium four-fold shapes is shown in Fig. 15; the two 

dimensional cross-sections along x = 1.6 are shown in Fig. 16. We take β = 0.002, 0.004, 0.008, 0.01. The other parameters 
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Fig. 13. Impact of the parameter α on the corner shape. [a]: Two-dimensional cross-section (x = 1.6) of the evolution of the initially spherical shape for 
the strongly anisotropic Cahn–Hilliard model with the Willmore regularization shown in Fig. 12. [b]: A close-up showing the upper corner with different α
(from bottom to top): 0.1 (green), 0.2 (red), 0.3 (blue), and 0.4 (magenta). The parameters are given in the text.

Fig. 14. Energy profile for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization using four different values of α shown in Fig. 12. 
[b]: A close-up shows that energy decreases faster with larger α.

Fig. 15. Evolution of an initially spherical shape for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization at t = 2.0, respectively. 
The parameters ε = 0.03, α = 0.2, A = 1.0 with different β (from left to right): 0.002, 0.004 , 0.008, and 0.01, respectively. See text for additional details.

ε = 0.03, α = 0.2, and A = 1. Two-levels of mesh refinement with a root-level grid of 32 × 32 × 32 are used. The time step 
size s = 0.0001. It can be seen from Fig. 15 that the evolution from the initial sphere to the final Wulff shapes is similar 
to that shown in Fig. 10. As β increases, the corners are wider and smoother in the equilibrium morphologies. From the 
energy profile (Fig. 17) we can see that energy decreases faster with smaller β .

As a final example, we present the dynamics of an initial sphere (Eq. (48)) using an eight-fold symmetric anisotropic 

function [31,27]:
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Fig. 16. Impact of the Willmore regularization parameter β on the corner shape. [a]: Two-dimensional cross-section (x = 1.6) of the evolution of the 
initially spherical shape for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization shown in Fig. 15. [b]: A close-up showing the 
upper corner with different β (from top to bottom): 0.002 (green), 0.004 (red), 0.008 (blue), and 0.01 (magenta). Wider and smoother corners form in the 
equilibrium shapes as β increases. The parameters are given in the text.

Fig. 17. [a]: Energy profile for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization using four different values of β shown in 
Fig. 15. [b]: A close-up shows that energy decreases faster with smaller β .

Fig. 18. Evolution of an initially spherical shape for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization at t =
0, 0.0025, 0.005, 0.01, 2.0, respectively. The parameters ε = 0.03, α = 0.2, β = 0.002, A = 1.0. See text for additional details.

γ (n) = 1 + α
(

4
d∑

i=1

(16n8
i − 20n6

i + 2n4
i + 3n2

i ) − 3
)
. (49)

We take the parameters to be ε = 0.03, α = 0.2, β = 0.002, A = 1.0. Fig. 18 shows that facets are gradually formed from the 
crystal tends to its equilibrium shape – a tetragonal trisoctahedron. Two-levels of mesh refinement with a root-level grid of 
32 × 32 × 32 are used and the time step is s = 0.0001. Two-dimensional cross-sections along x = 1.6, presented in Fig. 19, 

show that the cross-sections acquire an octagonal shape.
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Fig. 19. Two-dimensional cross-section (x = 1.6) of the evolution of the initially spherical shape for the strongly anisotropic Cahn–Hilliard model with the 
Willmore regularization shown in Fig. 18.

Fig. 20. Evolution of an initially spherical shape for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization at t = 2.0, respectively. 
The parameters ε = 0.03, β = 0.002, A = 1.0 with different α (from left to right): 0.1, 0.2, 0.3, and 0.4, respectively. See text for additional details.

Fig. 21. [a]: Energy profile for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization using four different values of α shown in 
Figs. 20. [b]: A close-up shows that energy decreases faster with larger α.

Fig. 22. Evolution of an initially spherical shape for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization at t = 2.0, respectively. 
The parameters ε = 0.03, α = 0.2, A = 1.0 with different β (from left to right): 0.001, 0.002, 0.006 and 0.01, respectively. See text for additional details.

We next investigate the effect of α on the equilibrium morphologies. Fig. 20 shows for small anisotropies, such as 
α = 0.1, the equilibrium shape tends to have rounded corners/edges. The stronger the anisotropy, the sharper the corner 
and edges become. The total energy of the system decreases as α increases, see Fig. 21. For fixed α, Fig. 22 shows that β

enhances the degree of roundness of the corners/edges. The energy profile decreases as β decreases, see Fig. 23.
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Fig. 23. [a]: Energy profile for the strongly anisotropic Cahn–Hilliard model with the Willmore regularization using four different values of β shown in 
Fig. 22. [b]: A close-up shows that energy decreases faster with smaller β .

4.3. Summary and future work

We have developed robust, efficient, and stable numerical methods to solve isotropic and strongly anisotropic Cahn–
Hilliard systems with a Willmore regularization. These systems involve six order derivatives and are highly nonlinear. We 
used a convex splitting technique to develop energy stable schemes for the isotropic case and we extended this approach 
to account for anisotropy. Although we are not able to prove that the anisotropic scheme is energy stable, our numerical 
results indicates that even in the anisotropic case, the energy decreases for every choice of time step. To solve the nonlinear 
equations at the implicit time level, we used a very efficient adaptive nonlinear multigrid finite-difference algorithm. We 
validate our schemes by presenting some computational examples in both two and three dimensions, which exhibit excel-
lent agreement with previous results by other methods. However, compared to previous approaches (e.g., [35]), we are able 
to use time steps that can be orders of magnitude larges.

We plan to extend the numerical approaches developed here to simulate other challenging mathematical models, such 
as a mathematical model of tumor growth which involves a Willmore energy to capture the dynamic evolution of basement 
membrane.
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