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Abstract. We introduce novel entropy-dissipative numerical schemes for a class of kinetic equa-
tions, leveraging the recently introduced scalar auxiliary variable (SAV) approach. Both first and
second order schemes are constructed. Since the positivity of the solution is closely related to entropy,
we also propose positivity-preserving versions of these schemes to ensure robustness, which include
a scheme specially designed for the Boltzmann equation and a more general scheme using Lagrange
multipliers. The accuracy and provable entropy-dissipation properties of the proposed schemes are
validated for both the Boltzmann equation and the Landau equation through extensive numerical
examples.
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1. Introduction. We are interested in structure-preserving discretizations to
the prototype kinetic equation! given by

(1.1) ouf =Q(f),

where f = f(t,v) is the probability density function of time ¢ > 0 and velocity v € R?,
and Q(f) is the collision operator modeling particle collisions. Depending on the
application, Q(f) can take various forms, but they generally satisfy the following
common properties:

e conservation of mass, momentum, and energy:

(12) [ ana=[ awar= [ apppa=o
Rd Rd Rd
e Boltzmann’s H-theorem:
(13) [ @ograv<o
Rd
and the equality sign holds if and only if f becomes the Mazwellian:
p v —uf?
1.4 M=—"_ B e
(14) (rT)d2 P < oT ) ’
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IMany kinetic equations also depend on the spatial variable x. In this work, we restrict ourselves
to the spatially homogeneous case, that is, f(¢,z,v) is assumed to be homogeneous in the z direction.
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where the density p, bulk velocity u, and temperature T are defined as

1 1
(1.5) p:/ fdv, u=- fodo, T:—/ flv—ul?dv.
R4 P JRra dp Jra

Using these properties, one can easily show that the solution to (1.1) satisfies

(10 5 [ 1l do= [ oo do= [ QU do=o

hence p, u, and T remain as constant; furthermore,
d

an 5 [ fosrav= [ aftogs+1de= [ QU)oss +1)dv <0,
dt Jgra Rd Rd

hence the entropy fRd flog f dv decays over time.

A large class of kinetic equations falls into the form of (1.1), including the Boltz-
mann equation [6], the Landau equation [18], and their simplified versions such as the
Bhatnagar—Gross-Krook (BGK) model [3], the ellipsoidal-statistical BGK (ES-BGK)
model [16], and the kinetic Fokker—Planck model [33], to name a few. In particular,
the Boltzmann collision operator that describes neutral particle collisions is given by

18 QW= [ [ Bo-e.olfe)fe) - )] drdo.

where o is a vector varying over the unit sphere S4=1 (d > 2), (v,v,) and (v/,v]) are
the velocity pairs before and after a collision, related by

;U F U U= p_vtue v

(1.9) V= + 5 0 U= 5 O
and the collision kernel B assumes the form
(1.10) B(v—v4,0) =Cplv —v|"b(cosb), cosb= g U(U_UU|*) , —d<y<l.

On the other hand, the Landau collision operator that describes charged particle
collisions is given by

(L.11) Qr(f)w)=Vy- | Alv =0 )[f(v:) Vo f(v) = f(0) Vo, f(v:)] dvs,

Rd

where the collision kernel A is a d x d positive semidefinite matrix given by
(1.12) Al =) =Crlv — v (Jv =0Ty — (v —v.) ® (v —w,)), —d<y<1.

When numerically solving (1.1), it is desirable to have a time discretization scheme
that captures the entropy-decay structure (1.7) at the discrete level. We first note
that this can be easily achieved via the backward Euler scheme:

fn+1 _ fn _

(1.13) A

QU™

which implies

(1.14) / f"+1logf"+1dv—/ f”logf”“dvat/ Q(f" M log M dv <0,
R4 R4 R
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hence

. og v< 0g v < og [ dv,
1.15 fn+11 fn+1 d fnl fn+1 d fnl fn d
Rd Rd Ra

where the last inequality is due to Jensen’s inequality. However, the backward Euler
scheme can be extremely difficult to implement for the Boltzmann equation and Lan-
dau equation due to their nonlocal and nonlinear collision operators. On the other
hand, the forward Euler scheme applied to (1.1), although simple to implement, gen-
erally cannot preserve the entropy-decay structure.?

Motivated by the above discussion, our goal in this work is to design entropy-
dissipative schemes for general kinetic equations (1.1) that are as easily implementable
as the forward Euler. This presents a significant challenge, primarily due to the in-
herent complexity of the collision operator which precludes the application of some
well-known strategies to achieve energy stability (a property similar to entropy dissi-
pation), such as convex splitting [11, 12, 27]. Recently, the scalar auxiliary variable
(SAV) method [29] has emerged as a successful approach in various domains, notably
within the contexts of gradient flows [28, 30, 7, 21]. The method has subsequently
been extended to solve a variety of complex problems, such as the Schrodinger equa-
tion [1], Navier—Stokes equations [19], and Wasserstein gradient flows [35]. Given the
simplicity and efficiency of the SAV method, it has also prompted extensive research
beyond solving PDEs, including optimization [20, 36] and machine learning [23, 34].

This paper proposes a novel strategy to develop entropy-dissipative schemes for
kinetic equations (1.1) leveraging the SAV approach. Both first and second order
schemes are constructed. Since the positivity of the solution is closely related to
entropy (as log f is not even defined for negative f), we also propose positivity-
preserving versions of these schemes to ensure robustness, which include a scheme
specially designed for the Boltzmann equation and a more general scheme using La-
grange multipliers [17, 15, 13, 2]. This latter approach has recently been applied to
parabolic problems to address challenges in preserving positivity and mass conserva-
tion, as demonstrated in [31, 8].

Finally, we mention that our main focus of this work is regarding the time dis-
cretization. To simplify the presentation, we keep the velocity variable v as continuous
in the following discussion. However, it should be understood that a discretization
method for the collision operator is employed and we assume that this method satisfies
the following properties:

e it assumes a truncation in the velocity domain: v € Q instead of R%;

e it preserves mass, momentum and energy in € as in (1.2);

e it satisfies the H-theorem in  as in (1.3).
There exist such methods in the literature, for example, the discrete velocity methods
for the Boltzmann collision operator [10] and the Landau collision operator [9] satisfy
the above assumptions. The Fourier spectral methods for the Boltzmann collision
operator [25, 24, 14] and the Landau collision operator [26] coupled with the entropy
fix [5] can also satisfy the above assumptions, except for momentum and energy
conservation.

The rest of this paper is organized as follows. Section 2 introduces the entropy-
dissipative SAV schemes. These schemes can achieve entropy dissipation but the
positivity of the solution is not guaranteed. Subsequently, section 3 presents a

2There are some exceptions: e.g., the forward Euler for the Boltzmann equation with Maxwell
collision kernel (i.e., vy =0 in (1.10)) is readily entropy-dissipative, as proved in [32].
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positivity-preserving and entropy-dissipative SAV scheme, tailored specifically for
the Boltzmann equation. Section 4 introduces positivity-preserving and entropy-
dissipative SAV schemes applicable to a broader class of kinetic equations. Section 5
provides a summary of the numerical schemes proposed in this paper along with their
corresponding properties, and presents extensive numerical examples for the Boltz-
mann equation and Landau equation to demonstrate the performance of the proposed
schemes. Some concluding remarks are given in section 6.

2. Entropy-dissipative SAV schemes. We define H(t fﬂflogfdv +C,
where C' is a constant chosen such that H(t) > Hy,i, > 0 for all t > 0. Since entropy
decreases toward a minimum (when f becomes the Maxwellian M), the lower bound
of fQ flog f dv is directly computable (i.e., fQMlogMdv). Hence determining the
constant C' is not difficult. We then introduce a scalar auxiliary variable (SAV) r

r= VI,

and rewrite (1.1) equivalently as

(2.1) of=—=Q(f),

T
VH
(2.2) dt 2\/>/1ogf8tfdv

where the second equation is derived by differentiating r with respect to ¢t and applying
conservation of mass.

2.1. A first order scheme. A first order numerical scheme, SAV-1st, for (2.1)
and (2.2) can be obtained as follows:

fn+1 _ fn 7“"+1

(23) A= ),
,,,n+1 —rn _ 1 N fn+1 fn
(2.4) A7 = 2\/m/glogf A7

where H" = H(f™) = [, f"log f"dv+ C >0, and r° = VH°. Note that in general
r™ #+/H" for n > 0. This scheme is easy to implement. One can determine "1 by
plugging (2.3) into (2.4) and then compute f"*! using (2.3).

THEOREM 2.1. The scheme (2.3) and (2.4), SAV-1st, satisfies the following prop-
erties: for all time steps n >0 and step size At >0,
e it conserves mass, momentum, and energy:

/ P L0, o) do = / (L, o)
Q Q

e it satisfies a modified entropy dissipation law:

At(r™

- - +1
Hn+17Hn:7(rn+1 77””)2 7/ Q fn Ingnd”U<O

where H™ = (r™)2.

Proof. Conservation of mass, momentum, and energy can be easily shown by
multiplying (2.3) by (1,v,|v|?)T and integrating in v, and using that

/Q QU™ (Lo, [o2)" dv=0
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and inte-

To show the entropy dissipation, we can multiply (2.3) by :"/';%1
grate in v, and multiply (2.4) by 2r"*! to obtain

,rn+1 fn+1 _ fn

n+1
1 n n 1 n
T et o [ et

2rn+1(,r.n+1 _ ,rn) _ ,rn+1 1Og fn fn—l—l fn
At VH"™ Jo At

Combining these two equations together, we have

27,n+1(,r.n+1 _ ,rn)
At

n+1

/ Q(f™)1log f™ dw.
Noting the identity
(2.5) 2rn+1(7an+1 _ 7“”) _ (Tn+1)2 _ (7“”)2 + (rn+1 _ ,rn)Q)
we then have

(Tn+1)2 - (7‘")2 + (Tn—l-l _ rn)? — Q(f") ]og fn dv <0. O
Q

2.2. A second order scheme. A second order numerical scheme, SAV-2nd, for
(2.1) and (2.2) can be constructed by extending the second order backward differen-
tiation formula (BDF) as follows:

3f’n+1 _ 4fn + fn—l - ’I“n+1

2.6 — n+1,x
(2.7) 3o — 4 = ! / log fmH* M e ¥ dv
' 2At o0/ HHLx Jo 2At ’

where 79 = v/ HO and 7!, f! are obtained by the first order scheme SAV-1st. Further,
H" 1% represents H(f"1*), where f*t1* is an explicit approximation of f(t"*1)
with an order of accuracy O(At?). For example, the Adams-Bashforth extrapolation
[4] can be employed for this purpose:

fn+1,* — 2fn _ fnfl.

THEOREM 2.2. The scheme (2.6) and (2.7), SAV-2nd, satisfies the following prop-
erties: for all time steps n >0 and step size At >0,
e it conserves mass, momentum, and energy:

(/ﬂ“u%wﬁﬁwa/ﬁu@me
Q Q

e it satisfies a modified entropy dissipation law:

~ ~ 1
Hn+1 —_H" = 7§(Tn+1 — o Tnfl)Q
At n+1
+ W/ Q") log fHH* dv <0,

where H™ = %(r”)2 + %(grn _ rn—l)z‘
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Proof. Conservation of mass, momentum, and energy can be easily shown by
multiplying (2.6) by (1,v,[v|?)T and integrating in v, and using that

[ QUi o) do=o.
Q
To show the entropy dissipation, we multiply (2.6) by Wlog fotb* and

integrate in v, multiply (2.7) by 2r"*! to obtain

27 (3rntl — 4pn 4yl
20t

n+1
—HW* /Qf”+1*)1ogf”+1*du<o

Using the identity
(2 8) 2rn+1(3rn+1 4y 4 rnfl) — (Tn+1)2 + (2rn+1 _ ,r,n)2 4 (Tn+1 —_9opn _|_7,n71)2
we obtain the desired inequality. 0

Remark 2.3. A second order scheme based on the Crank—Nicolson method can
also be constructed:

fnJrl _ fn B T,nJrl +Tn

2. _ n+1/2,%

Pl _pn 1 f7l+1 _ fn
2.1 _ log frri/zsd" T ="y
(2.10) At gx/Hn+1/2,*/Q og f At v

where fmt1/2* represents any explicit O(At?) approximation to f(t"*1/2). This
scheme satisfies the same properties as Theorem 2.2, except that the entropy dissipa-
tion has a different form:

At(rmtl 4 pn)?
Tn+1 2 g 2 _ —/ Q f”+1/2’* ]0gfn+1/2’* dov <0.
(" = 0 = = e [ @ )

3. A positivity-preserving and entropy-dissipative SAV scheme for the
Boltzmann equation. Since f is the probability density function, so it should satisfy
f > 0. In this section, we use the Boltzmann collision operator (1.8) as an example
to show how to modify the scheme SAV-1st in the last section to preserve positivity.
First note that we can write Qp(f) as

(3.1) Qs(f)=Q%(f) —Qp(N/,

with

(5:2) Q)= [ [ Blo—v) ) s drdu. 20
(3.3) Qg(f)(v):/ﬂ/stiilB(v—v*,a)f(v*)dcrdv*zo.

We propose a first order stabilized scheme with positivity-preserving property, SAV-
1st-P-B, as follows

f71,+1 _ fn Tn-&-l

(3.4 ey DR TAR T
7“”+1 —prn B 1 . fn—i—l fn
(3.5) T /Q of
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. e 0 -
where the constant ( is a stabilizing constant, chosen such that 5 > T max Qp(f)
> 0. The definition of @5 (f) implies that

Qp(f) <p max / B(v —v,,0)do.
gd—1

V04 €

Since p remains constant and the velocity domain has been truncated, the upper
bound of Q5 (f) is not difficult to obtain.

THEOREM 3.1. The scheme (3.4) and (3.5), SAV-1st-P-B, satisfies the following
properties: for all time step n >0 and step size At >0,
e il preserves the positivity of the solution, i.e., f™ >0, provided initially f° > 0;
e it conserves mass, momentum, and energy:

/ P L0, o) do = / (L, o)
Q Q

e il satisfies a modified entropy dissipation law:

At(rmth)

I:In—i-l_]fln:_ n+l _ ,.n\2
(=) +(1+5Atﬂrn

/Q (fM)log f"dv <0,

where H™ = (r™)2.
Proof. To show the positivity of f™, we first rewrite the (3.4) as
fn+1 _ fn TnJrl

At VE

n+1

-7

(QB(™) = Qp(f") ™) +8f" =B+
(3.6) ot
Qb+ (8- Tmptm) 1 - s
hence,

fb+1 n+1

FQB(f") <1+At<5 F@g(f”)))f”-

Rewriting (3.4) alternatively as

(B7)  (1+Ap) =

(3.8) <1 + B) (frt == Y Qu(r)
' At NG e
and plugging (3.8) into (3.5), we can obtain:
-1
(39) 7””_‘—1: (1 m/ QB fn 1ngn d’U) .

Since H™ >0, 1+ At >0, and [ Qp(f™)log f™dv <0 (H-theorem), the second term
in the parentheses above is non-negative. Therefore, the entire term in the parentheses
is > 1. This implies that 0 <7"*! <r". By the choice of 3, we guarantee that

TO n+

mmaXQB(f) FQB(JM)

Using this in (3.7), we see that f*+1 >0 if f* >0.
Conservation of mass, momentum, and energy is immediate by multiplying (3.4)
by (1,v,[v|?)T and integrating in v.

gz
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and inte-

To show the entropy dissipation, we can multiply (3.8) by :"/';%1
grate in v, and multiply (3.5) by 2r"*! to obtain

n+1 n+1
( . 5) Loz (571~ 1) do=T") / Qu(f")log £ dv,
2,,,n+1(,rn+1 _ ,r.n) rn+1 1Og fn fn—i—l fn

Al ~VH" o Al
Combining the two equations together, we have
1 -1 T.n+1)2
2rnFl(pntl _pny = ( Jrﬁ) / Qp(f™")log [ dv.
At Q

Using the identity (2.5) together with 8> 0, we have

n+1

(r" T2 = ()2 4 (T ) = <A1t +B) / Qp(f")log f*dv <0. O

4. Positivity-preserving schemes for general kinetic equations. The
scheme introduced in section 3 is designed for the Boltzmann equation and is lim-
ited to first order. In this section, we construct positivity-preserving and entropy-
dissipative SAV schemes that work for general kinetic equations (1.1), leveraging the
optimization techniques. We will achieve this in two steps. The first version focuses
on restoring the positivity without mass conservation; and the second version can
achieve both positivity and mass conservation.

4.1. Positivity-preserving schemes without mass conservation.

4.1.1. A first order scheme. To guarantee that f remains positive, we intro-
duce a Lagrange multiplier function, A(¢,v), and consider the extended system with
the Karush-Kuhn-Tucker (KKT) conditions:

(4.1) Ohf—Q(f) =
(4.2) A>0, >0, Af=0.

A first order operator splitting scheme [8] with SAV and Lagrange multiplier, SAV-
1st-L, is given as follows: R
Step 1 (prediction): solve f"*! from

m+1 _ rn n+1
/ mor

(4.3) A S m@(f"%
,,,n+1 —rn _ 1 nfn+1 fn
(4.4) A ovE o log f A7 dv.

Step 2 (correction): solve (f"1 A\"*1) from

n+1(y) — Fn+1 v

(4.6) A )y >0, M) >0, X)) =0.

Copyright (©) by SIAM. Unauthorized reproduction of this article is prohibited.
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The equations in the prediction step is the same as the scheme SAV-1st, hence
can be solved directly and enjoy the entropy-decay property. A notable characteristic
of the equations in the correction step is their solvability on a point-wise basis, as
described below:

(F+1@)0) it i) 20

(47) (f”Jrl(v), )\n+1(v)) = (O, )

, Yoel.
7> otherwise

At

THEOREM 4.1. The scheme (4.3)—(4.6), SAV-1st-L, satisfies the following prop-
erties: for all time steps n >0 and step size At >0,
e il preserves the positivity of the solution, i.e., f*>0;
e il satisfies a modified entropy dissipation law:

A n+1\2
+%/ﬂ@(f”)logf”dv<0,

ﬂ-n+1 o Hn _ _(Tn+1 . rn)2

where H™ = (r™)2.

Proof. 1t is clear that f™ >0 for all n. As for the modified entropy dissipation, it
can be established following a similar approach to that detailed in Theorem 2.1. 0O

Remark 4.2. We can also require that the solution is bounded away from 0 for a
prescribed € by substituting the optimality condition (4.6) with

(4.8) X)) 20, ) ze M) () — ) =0.

4.1.2. A second order scheme. A second order scheme with SAV and La-
grange multiplier, SAV-2nd-L, can also be constructed with the second order BDF
and Adams-Bashforth extrapolation:

Step 1 (prediction): solve f"*1 from

3f~n+l _4fn _’_fnfl B 7,.n+1

4. = ntlx
3 n+1 _ Q™ n—1 1 3 fn+1 _ 4F7 n—1
410) = rr / log f+1+ 37 L A
2At oWV HnLx Jq 2At

Step 2 (correction): solve (f"*1 A"*1) from

(4.11) £l M(”g;’f ) _ gy,

(4.12) ALY >0, T w) >0, A"TH(v) T (w) =0.

Note that the Adams—Bashforth extrapolation can not preserve positivity, we need to
modify it with

(4.13) i _ {2f” _ el gp s ool

U :
2/ fr—1/f 11 otherwise.

The steps (4.11) to (4.12) can be solved in a similar way as in the first order case:

f‘n-‘rl ,0 if fn+1 >0
(4.14) (f"H(v), A" (v)) = (E) _3;3)1@)) 1 ) , YoeQ.

AT ) otherwise
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THEOREM 4.3. The scheme (4.9)—(4.12), SAV-2nd-L, satisfies the following prop-
erties: for all time steps n >0 and step size At >0,
e it preserves the positivity of the solution, i.e., f*>0;
e il satisfies a modified entropy dissipation law:
Hn+1 o Hn _ 71(7,n+1 M +,],,7171)2
2

At(rmt1) . .
+W/Qf"+ *)log fr " dv <0,

where H" = L(r™)% + 4 (27 —pn71)2.
Proof. Tt is clear that f™ > 0 for all n. The proof for the modified entropy
dissipation follows from a similar approach to that detailed in Theorem 2.2. 0

Remark 4.4. We note that while a second-order Crank—Nicolson SAV scheme was
introduced in Remark 2.3, extending it to achieve positivity preservation using the
Lagrange multiplier approach presented in this section poses a significant challenge.
The Crank-Nicolson method is centered at t"1+1/2, meaning that a consistent Lagrange
multiplier correction would naturally enforce positivity at an intermediate stage like
frH1/2% However, ensuring f*+/2* >0 does not guarantee that the final solution
f**1 will be non-negative. For this reason, our second-order positivity-preserving
schemes are based on the BDF method.

4.2. Positivity-preserving schemes with mass conservation. The correc-
tion steps (4.7) and (4.14) are equivalent to the cutoff strategy [22], which similarly
encounter issues with mass conservation. For instance, we observe from (4.5) that

n+1 _ 41 _ AT
/Qf (v)dv /Qf (v)dv /Q tA" T (v) dv >0,

which suggests an increase in mass.

To enforce the mass conservation, we introduce an additional Lagrange multiplier,
&1 which is independent of the velocity variable. This new multiplier aims to ensure
mass conservation during the correction step. A first order scheme that preserves
positivity and mass conservation, SAV-1st-LM, is given as follows:

Step 1 (prediction): solve f**! from

f~n+1 _ f'n n+1

(4.15) AL = Q™)
Tn-&-l —pn - 1 nfn-i—l fn
(4.16) A 2\/m/ﬂlogf A7

Step 2 (correction): solve (fmHL A7+l ¢ntl) from
n+1 _ fn+1
(417) f (U)Atf (U) :)\n+1(v) +5n+1,
(4.18) N (w) >0, ") >0, A (o) f"TH(v) =0,

(4.19) /Q £ () do = /Q F7(0) dv.

In order to solve the correction step, we rewrite (4.17) in the following equivalent
form

o) = (77 )+ Argm)
At

(4.20) = A" (v).
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Hence, assuming £"*! is known, (4.18) and (4.20) can be solved point-wise similarly
as in the previous subsection:

(4.21)
(fn+1( )AL ) () + At§n+1’0) if frH1(v) 4+ Atg" 1 >0 Jueq
v); v - fn+1 n4+1 R v )
0,— %) otherwise

It remains to determine £"*1. We find from (4.19) and (4.20) that

/ [P 4 At do = / frdv— / AN o,
Q Q Q

which, thanks to (4.21), can be rewritten as

(4.22) 4 At do = / fd.
Q

/veQ s.t. 0<frtl(v)+Atgn+1

Hence, ™! is a solution to the nonlinear algebraic equation
(4.23) F(&) = / P4 Atedo— [ fPdu=0.
vEQ s.b. 0< frtl(v)+ALE Q

Since F'(£) may not exist and is difficult to compute if it exists, instead of the Newton
iteration, we can use the following secant method:

(&) &k — Ek—1)
(&) — F (&k-1)

Since £7*! is an approximation to zero, and it can be shown that "+! <0 if we add
(4.17) to (4.15) and take the integration, we can choose £ = 0 and & = —O(At).
Once €™ is known, we can update (f""!(v), A" (v)) with (4.21).

A second order scheme, SAV-2nd-LM, can be constructed as follows:

Step 1 (prediction): solve 7+ from

(4.24) Ehr1 =&k — ?

3f‘n+1 _4fn _|_fn—1 B pntl

4.2 = el
n+1 _ 4 n n—1 1 rm41 _ 4 n n—1
(426) rr / log f+i+3f M
2At oV HLx Jq 2At
Step 2 (correction): solve (f"T1 A" £nt1) from
3fn+1(,u) B 3fn+1(,v) __yn+1 n+1
(4.27) SAL =" (v) + 0
(4.28) ALY >0, M) >0, X)) =0,
(4.29) / f"+1(v)d11=/ f(v)dw,
Q Q
where
2N _ n—1 if f7 > n—1
(4.30) frtr = / 1f Bt _.f ’
W’ otherwise.
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The first order scheme (4.15)—(4.19), SAV-1st-LM, and the second order scheme
(4.25)—(4.29), SAV-2nd-LM, satisfy the same properties as in Theorem 4.1 and Theo-
rem 4.3, respectively. In addition, they both conserve mass:

/Qf"“dv:/gf”dv.

Remark 4.5. The schemes introduced above only conserve mass. While con-
servation of momentum and energy could, in principle, be achieved by introducing
additional Lagrange multipliers, this approach would lead to a coupled nonlinear sys-
tem for the Lagrange multipliers, and complicate the solution process. Therefore, we
do not pursue momentum and energy conservation here.

5. Numerical examples. In this section, we present several numerical results
to demonstrate the properties of the proposed schemes.

For readers’ convenience, we first provide a summary on the properties of the
proposed numerical schemes in this paper. In Table 1, “Conservation” refers to con-
servation of mass, momentum, and energy (unless otherwise specified); “modified
entropy” could take different forms for different schemes; whenever a second order
scheme is indicated, it means that the scheme satisfies the same properties as the first
order scheme in the same row.

In our numerical experiments below, we focus our attention on the Boltzmann
collision operator (1.8) and the Landau collision operator (1.11). For velocity domain
discretization, we employ the Fourier spectral methods [24, 26] for these operators.
Although the Fourier spectral methods do not strictly satisfy the three conditions
listed in the Introduction, their high accuracy ensures that the error from velocity
discretization is negligible compared to that from time discretization, allowing us to
conduct a meaningful validation of the proposed schemes. For all of the following
tests, we assume the two-dimensional velocity domain Q = [~L, L)? and use N = 64
Fourier modes in each dimension. The model specific parameters are chosen as

e Boltzmann: collision kernel B = 5=, L = (3v/2+1)5/2;
e Landau: collision kernel A= (Jv—v,|* I — (v —v,) ® (v —v,)), L =285.
The value of S will be specified in each test.

For all SAV-based schemes in the following, we set the constant C' =10 to ensure
that H(f)= [, flog fdv+ C > 0. For sav-1st-LM and sav-2nd-LM, our implemen-
tation ensures that f™ > e = 10716, as described in (4.8), to maintain well-defined
logarithmic term, log f™, throughout the computational process. To clarify the ter-
minology used in the following numerical experiments, we recall the definitions of the

TABLE 1
Properties of the proposed schemes.

Scheme Conservation Modified Positivity Second Order
entropy decay
SAV-1st yes yes no SAV-2nd
(2.3) and (2.4) (2.6) and (2.7)
SAV-1st-P-B
(3.4) and (3.5) yes yes yes no
only for Boltzmann
SAV-1st-L no yes yes SAV-2nd-L
(4.3)-(4.6) (4.9)-(4.12)
SAV-1st-LM only mass yes yes SAV-2nd-LM
(4.15)—(4.19) (4.25)—(4.29)
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entropies. The modified entropy for the SAV-based schemes is (r™)? for first order
schemes and % (r")% 4+ £ (r" — r"~1)? for second order schemes. The actual entropy
at time ¢, is H™ = H(f™), where f™ is the numerical solution. The entropy of the

analytical solution at time ¢, is H(f(¢,)), with f(¢,) being the analytical solution.

5.1. Test case 1: BKW solution. The BKW solution is one of the few ana-
lytical solutions for the Boltzmann/Landau equation. When d =2, it is given by

2 _ _
(5.1) f(t,v)= %%QXP (_|QUI|(> <2KK ! + 12[(5'1)2) , K=1—exp(—t/8)/2.

We take tg = 0.5 as the initial time and set S = 3.3. Note that the same solution
works for both Boltzmann and Landau for the aforementioned collision kernels.

5.1.1. Convergence tests. We first perform a convergence analysis to assess
the order of the SAV-1st, SAV-2nd, SAV-1st-LM, and SAV-2nd-LM schemes. We mea-
sure the relative Lo, error between the numerical solution and the analytic solution
at the final time tenq = 0.6.

For the Boltzmann equation, time step sizes are set to At = {0.02,0.01,0.005,
0.0025}, while for the Landau equation, much smaller steps of At = {0.002,0.001,
0.0005,0.00025} are used. The results for the Boltzmann equation are shown in Fig-
ures la and 1b, and those for the Landau equation are shown in Figures 1c and 1d.
The first and second order convergence are clearly observed.

Note that the time steps for the Landau equation in Figures 1lc and 1d are
chosen to be small enough such that the positivity correction (hence mass conser-
vation correction) is never triggered in SAV-1st-LM and SAV-2nd-LM. To further
demonstrate the strength of these schemes, we choose larger time step sizes of At =
{0.02,0.01,0.005,0.0025} and rerun the same test. The results are shown in Figures le
and 1f. In this case, SAV-1st and SAV-2nd result in negative values, causing the sim-
ulation to fail. In contrast, SAV-1st-LM and SAV-2nd-LM execute successfully and
still demonstrate the expected convergence rates, highlighting their robustness under
challenging conditions.

5.1.2. Conservation properties. To examine the conservation properties of
the SAV-1st-LM and SAV-2nd-LM schemes, we plot in Figure 2 the evolution of the
absolute errors in the conserved moments: mass [, f dv, momentum (first component)
fQ fv1 dv, and energy fQ flv|? dw, relative to their initial values. This test is performed
for the Landau equation with larger time step sizes At ={0.02,0.01,0.005,0.0025}.

The top panels, Figure 2a and 2b, show the error in mass. For all tested time
step sizes, the errors remain at the level of machine precision, fluctuating around
10~ ', This confirms that the Lagrange multiplier approach rigorously enforces mass
conservation throughout the simulation, as intended by the scheme’s design. Although
the schemes do not explicitly enforce momentum and energy conservation, Figure 2¢
and 2d and Figure 2e and 2f also demonstrate excellent conservation properties.

5.1.3. Entropy evolution. We then focus on the entropy evolution of the
schemes SAV-1st-LM and SAV-2nd-LM for both the Boltzmann equation and Landau
equation.

Figure 3 showcases the results for the Boltzmann equation. The top four figures
are obtained using SAV-1st-LM, while the bottom four figures are obtained using
SAV-2nd-LM. These figures demonstrate that both methods accurately predict the
solution, with the actual entropy closely matching the analytical entropy across all
time steps. For larger time step sizes, the modified entropy exhibits a faster decay

Copyright (©) by SIAM. Unauthorized reproduction of this article is prohibited.



Downloaded 11/11/25 to 137.175.91.35 . Redistribution subject to SIAM license or copyright; see https.//epubs.siam.org/terms-privacy

A3454 SHIHENG ZHANG, JIE SHEN, AND JINGWEI HU

L, Relative Error vs. Time Step Size (First-Order Schemes)

L__ Relative Error

[0 sav-tst
SAV-1st-LM
= = First-Order Reference

0.004 0.006 0008 001 0012 0.0140.0160.0180.02
Time step size, dt

(a) Boltzmann equation: error versus time
step size for SAV-1st and SAV-1st-LM.

L, Relative Error vs. Time Step Size (Landau, 1st-Order)

L__ Relative Error

[0 savst

SAV-1stLM
= = First-Order Reference
100 I . I | CrTrr o ;
04 [ 08 112 14 16 18 2
Time step size, dt 10%

(¢) Landau equation: error versus smaller
time step size for SAV-1st and SAV-1st-LM.

L, Relative Error vs. Time Step Size for SAV-1st-LM (Landau)
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SAV-1stLM
— — First-Order Roference
109 . SR | ErTrETTTe :
0004 0.006 0008 001 0012 0.0140.0160.0180.02

Time step size, At

(e) Landau equation: error versus larger
time step size for SAV-1st-LM.

L__ Relative Error

L, Relative Error vs. Time Step Size (Second-Order Schemes)

- O sAv-2nd
- —— SAV-2nd-LM 1
- = = Second-Order Reference
0.004 0.006 0008 001 0012 0.0140.0160.0180.02
Time step size, dt

(b) Boltzmann equation: error versus time
step size for SAV-2nd and SAV-2nd-LM.

L__ Relative Error

L, Relative Error vs. Time Step Size (Landau, 2nd-Order)

-2 O savznd 1
. —— savznaim
Ce — = Second-Order Reference | |

04 06 08 112 14 16 18 2
Time step size, dt 10%

(d) Landau equation: error versus smaller
time step size for SAV-2nd and SAV-2nd-LM.

L__ Relative Error

L, Relative Error vs. Time Step Size for SAV-2nd-LM (Landau)

- al
- —— sAv-2ndLM
il ~ = Second-Order Reference | |
0.004 0.006 0008 001 0012 0.0140.0160.0180.02
Time step size, dt

(f) Landau equation: error versus larger
time step size for SAV-2nd-LM.

Fic. 1. Convergence tests of the SAV-1st, SAV-2nd, SAV-1st-LM, and SAV-2nd-LM schemes for

the Boltzmann equation and Landau equation.

compared to the actual entropy, but the actual entropy consistently aligns closely
with the entropy of the analytical solution.
the positivity and mass conservation correction is never triggered, so the results are
equivalent to those obtained by SAV-1st and SAV-2nd.

In fact, for all the results presented,
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Mass Conservation Error (SAV-1st-LM) §x10M Mass Conservation Error (SAV-2nd-LM)

[Mass() - Massit;)

(a) Mass error (SAV-1st-LM). (b) Mass error (SAV-2nd-LM).

Momentum (P,) Conservation Error (SAV-2nd-LM)
12

—— At-00200
At=00100
At=00050
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Time, t Time, t
(¢) Momentum error (SAV-1st-LM). (d) Momentum error (SAV-2nd-LM).
10% Energy Conservation Error (SAV-1st-LM) 109 Energy Conservation Error (SAV-2nd-LM)

[Energy(t) - Energy(t,)|
[Energy(t) - Energy(t,)|

(e) Energy error (SAV-1st-LM). (f) Energy error (SAV-2nd-LM).

F1G. 2. Time evolution of the errors in mass, momentum, and energy of the SAV-1st-LM (left
column) and SAV-2nd-LM (right column) schemes for the Landau equation with different time step
sizes.

Figure 4 showcases the results for the Landau equation. The top four figures
are obtained using SAV-1st-LM, while the bottom four figures are obtained using
SAV-2nd-LM. It is noteworthy that whenever the modified entropy deviates from the
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O sAV-stiM
—— Anaiytical solution

O SAV2ndLM
—— Anaytical solution W-znc-LM, dt = 02

—— Moc opy-SA\
O Actual Entropy-SAV-2nd-LM, di = 02

o
O Actual Entropy-SAV-2nd-LM, ot = 005

Time. Time.

(g) Entropy evolution with At = 0.05. (h) Entropy evolution with At = 0.01.

Fic. 3. Solution profiles and entropy evolution for the Boltzmann equation with different time
step sizes. Topfour figures: SAV-1st-LM. Bottomfour figures: SAV-2nd-LM.
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(c) Entropy evolution with At = 0.003.
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(g) Entropy evolution with At = 0.003.

(d) Entropy evolution with At = 0.001.
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(f) Entropy evolution with At = 0.0035.
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(h) Entropy evolution with At = 0.001.

Fic. 4. Solution profiles and entropy evolution for the Landau equation with different time step
sizes. Topfour figures: SAV-1st-LM. Bottom four figures: SAV-2nd-LM.
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actual entropy, it often indicates that the positivity and mass conservation correction
is triggered, in which case SAV-1st and SAV-2nd will fail. For larger time step sizes,
the modified entropy decays faster than the actual entropy, but the actual entropy
always matches closely the analytical entropy.

Generally speaking, when using the SAV schemes with a sufficiently small time
step size, the modified entropy will closely match the actual entropy. For larger time
step sizes, the modified entropy is likely to decay at a faster rate than the actual
entropy. This accelerated decay of the modified entropy contributes to stabilizing
the scheme, enabling the actual entropy generated by the SAV schemes to closely
approximate the true entropy.

5.1.4. Positivity-preserving SAV scheme for the Boltzmann equation.
We now examine the performance of the first order positivity-preserving SAV scheme,
SAV-1st-P-B, for solving the Boltzmann equation.

OFor this scheme to be positive, the parameter § is required to be larger than
I:fmm max Q5 (f), where 70 = 2.6898, /Hyin ~ 2.6780, and maxQp(f) =1 in the
EgKW test. Therefore, g is chosen as 1.1, 5, 10, and 100. We first perform a conver-
gence test using time step sizes of At = 0.2,0.1,0.05,and 0.025. For each time step
size, we run the solution to t.,q = 2.5 and evaluate the relative L., error between the
numerical solution and the analytical one. The results are shown in Figure 5a, from
which we observe the expected first order convergence. It is also clear that larger g
results in larger error in magnitude. So in practice, 8 should be chosen as close as
possible to the required lower bound. We then fix the time step size At =0.025 and
plot the entropy evolution for different values of 5 in Figure 5b. The modified entropy
always matches well the actual entropy. However, larger 8 results in larger deviation
from the analytical entropy, so the proper choice of § is also critical to obtain a correct
entropy dissipation rate.

5.2. Test case 2. In this test, we consider the following initial condition

p1 lv— V1|2 p2 lv— Vo
.2 0 = _ J—
(5 ) f (v) 2rTy Xp ( 274 + 2175 Xp 275 ’

with p1 =pe=1/2, Ty =T =1, and V] = (—1,2), V5 = (3,—3). For the Boltzmann
equation, S is set to 5; and for the Landau equation, S is set to 7.5. For this initial
condition, we don’t know the analytical solution, but we do know that the solution
will relax to the Maxwellian after a long time.

In Figure 6, we illustrate the evolution of the distribution function for both the
Boltzmann equation (with At =0.01) and Landau equation (with At = 0.002) from
initial time tg =0 to final time t.,q = 10, computed using SAV-2nd-LM. The expected
trend of the solution is observed. In Figure 7, we compared the modified entropy
against the actual entropy obtained. The results demonstrate a consistent alignment
between the modified and actual entropy, highlighting the ability of the proposed
scheme to capture the entropy dissipation structure.

Furthermore, we examine the conservation properties of the SAV-2nd-LM scheme.
For both the Boltzmann and Landau equations, we plot in Figure 8 the evolution of
the absolute errors in mass, momentum (first component) and energy relative to their
initial values. The results clearly show that mass is conserved to machine precision.
In contrast, momentum and energy are not as well conserved over the long term, as
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L°° Relative Error vs. A t for Different 3 (SAV-1st-P-B)
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(a) Convergence test of the SAV-1st-P-B scheme for different
values of 8 (8 =1.1,5,10,100) and At = 0.2,0.1,0.05,0.025.

724

O Modified entropy, 3=1.1
Actual entropy, 3=1.1

©  Modified entropy, 3=5
Actual entropy, 3=5

O Modified entropy, 3=10
Actual entropy, 3=10

O  Modified entropy, 3=100
Actual entropy, 3=100
Entropy-Analytical solution

7.22
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Entropy
~
N
T

747

,,,,,

7.16

(b) Comparison of the modified entropy and actual entropy of
the SAV-1st-P-B scheme, and the analytical entropy for different
values of 8 (8 = 1.1,5,10,100) and a fixed time step size At =
0.025.

Fia. 5. Convergence test and entropy evolution of the SAV-1st-P-B scheme.

the scheme does not strictly enforce them. If desired, they can be preserved using a
similar strategy as mentioned in Remark 4.5.

6. Conclusions. We developed novel numerical schemes to tackle the dual chal-
lenge of enabling entropy dissipation and preserving positivity for general kinetic
equations, leveraging the recently introduced SAV approach. Both the first order
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(a) Boltzmann, t = 0. (b) Boltzmann, tenq = 10.

0,015

(c) Landau, t = 0. (d) Landau, teng = 10.

F1G. 6. Initial (t =0) and final (teng = 10) solution profiles, computed using the SAV-2nd-LM
scheme. Top row: Boltzmann equation (At=0.01). Bottom row: Landau equation (At=0.002).

O Modified entropy-SAV-2nd-LM O Modified entropy-SAV-2nd-LM
Actual Entropy-SAV-2nd-LM Actual entropy-SAV-2nd-LM

62 62

(a) Boltzmann equation. (b) Landau equation.

Fic. 7. Entropy evolution computed using the SAV-2nd-LM scheme. The plots show the agree-
ment between the modified SAV entropy and the actual entropy for both the Boltzmann (At=0.01)
and Landau (At=0.002) equations.

and second order schemes were constructed. We applied the proposed schemes to
the nonlinear Boltzmann equation and Landau equation, which are among the most
challenging kinetic equations, and presented convincing numerical results which
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(e) Energy error (Boltzmann). (f) Energy error (Landau).

Fic. 8. Time evolution of the errors in mass, momentum, and energy of the SAV-2nd-LM
scheme. The left column shows results for the Boltzmann equation (with At =0.01), and the right
column shows results for the Landau equation (with At=0.002).

showed that the proposed schemes are both robust and efficient. Future work in-
cludes the extension of these schemes to treat the spatially inhomogeneous kinetic
equations.
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