MA 511, Session 5

Review

1. Show that the product of upper triangular ma-
trices is upper triangular.
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Note that upper triangular means s;; = ¢;; = 0 for
0 <j<1<n. Let now
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where

n
Cij = E Siklkj-
k=1



We need to show that, if 0 < 57 < 72 < n, then
Cij = 0. Let 5 < 1

(i) Suppose s;x # 0. Then, ¢ < k and so j < k,
implying t; = 0.

(ii) Similarly, if tx; # 0, then £ < j and so k < 1,
implying that s;; = 0.

Therefore, if j < ¢ it follows that s;ztx; = 0 for
1 < k <n, and thus ¢;; = 0 whenever j < i. Hence,
ST is upper triangular.
2. Solve by elimination and back substitution the

system
U +w =4

u—+ v =3
ut+v+w =6
We have
U +w =4
v—w = —1
v = 2
and

g

w =3

+w =4
v—w = —1
(%

leadingtow =3, v=—-14w=2,andu =4—w = 1.



3. Describe geometrically the locus of solutions of
the system

utv+w+z=4
20— v+2w+2z2=6

We use Gaussian elimination to arrive at the system

utv+w+z=4
—3v —z=-2

with four unknowns, but just two pivots (1 and -3,
respectively the coefficients of u in the first equation
and of v in the second). There are 2 parameters,




Finally,
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This is a 2-dimensional plane in R*.

4. If E is an elementary matrix, is E? also an ele-
mentary matrix?

Yes, as we can see by looking at the three types of
elementary matrices:

(i) Pz‘? — Pij?
(i) E;i(c)" = Ei(c),
(111) Ez’j (C)T — Eji (C)

If A is nonsingular, is A7 nonsingular?
Yes, since (A1)~1 = (A~1)T,



5. Let us consider a counterclockwise rotation of the
plane about the origin by an angle a.
€T

)andlet

Yy

'\ [cosa —sina T
y' )]  \siha cosa y )’

r' =z cosa — ysina
That is , .
Y = xsino -+ YyCcosa

Take a point (

T = 1rcosf

In polar coordinates we write { .. Then,
y =rsinf

x’ = rcosfcosa — rsinfsina= rcos(f + a)

y' = rcosfsina + rsinfcosa=rsin(f + a)

CU,

/

Hence, (
Y

) is (Zj) rotated through an angle a.



6. Find the inverse of A

We use the Gauss-Jordan method.
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Finally,



7. True or False?

(i) If a n x n matrix A has all the coefficients on
its diagonal equal to zero, then A is singular.

0 1
False, A =
alse, (1 0

(ii) If a n x n matrix A has two identical rows,

) is not singular.

then it is singular.

True, since Gaussian elimination produces a row
full of zeros, which makes it impossible for A to have
n pivots.

(iii) If A+ A=T, then A~ = A+ 1.

True, since then (A +1)A = A? + A =1.

(iv) (I— A?) = ([ + A)(I— A).

True, since

I+ A)T—-A)=T-A+A—-A*=1- A%



