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Abstract
We construct a local Lax-Friedrichs type positivity-preserving flux for compressible Navier-Stokes equations, which can be easily extended to high dimensions for generic forms of equations of state, shear stress tensor and heat flux. With this positivity-preserving flux, any finite volume type schemes including discontinuous Galerkin (DG) schemes with strong stability preserving Runge-Kutta time discretizations satisfy a weak positivity property. With a simple and efficient positivity-preserving limiter, high order explicit Runge-Kutta DG schemes are rendered preserving the positivity of density and internal energy without losing local conservation or high order accuracy. Numerical tests suggest that the positivity-preserving flux and the positivity-preserving limiter do not induce excessive artificial viscosity, and the high order positivity-preserving DG schemes without other limiters can produce satisfying non-oscillatory solutions when the nonlinear diffusion in compressible Navier-Stokes equations is accurately resolved.
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1. Introduction

1.1. Gas dynamics equations in conservative form
The compressible viscous fluid dynamics equations without external forces in conservative form can be written as

\[ \mathbf{U}_t + \nabla \cdot \mathbf{F} = \nabla \cdot \mathbf{F}^d. \]

(1)

The conservative variables are \( \mathbf{U} = (\rho, \rho u, \rho v, \rho w, E)^t = (\rho, \rho \mathbf{u}^t, E)^t \) where \( \rho \) is the density, \( \mathbf{u} = (u, v, w)^t \) denotes the velocity, \( E \) is the total energy and the
superscript $t$ denotes transpose of a vector. The advection and diffusion fluxes are

$$\mathbf{F}^a = \begin{pmatrix} \rho \mathbf{u} \\ \rho \mathbf{u} \otimes \mathbf{u} + p \mathbb{I} \end{pmatrix}, \quad \mathbf{F}^d = \begin{pmatrix} 0 \\ \mathbf{\tau} \\ \mathbf{u} \cdot \mathbf{\tau} - \mathbf{q} \end{pmatrix},$$

where $p$ is pressure, $\mathbb{I}$ is the unit tensor, the shear stress tensor is

$$\mathbf{\tau} = \begin{pmatrix} \tau_{xx} & \tau_{xy} & \tau_{xz} \\ \tau_{yx} & \tau_{yy} & \tau_{yz} \\ \tau_{zx} & \tau_{zy} & \tau_{zz} \end{pmatrix},$$

and $\mathbf{q}$ denotes the heat diffusion flux. The total energy can be written as

$$E = \frac{1}{2} \rho |\mathbf{u}|^2 + \rho e$$

where $e$ denotes the internal energy. The relations between conserved variables $\mathbf{U}$ and temperature $T$ and pressure $p$ are given by equations of state (EOS).

With the Newtonian approximation, the shear stress tensor is given by

$$\mathbf{\tau} = \eta \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^t \right) + \left( \eta_b - \frac{2}{3} \eta \right) \left( \nabla \cdot \mathbf{u} \right) \mathbb{I}$$

with coefficient of shear viscosity $\eta$ and the coefficient of bulk viscosity $\eta_b$. The shear viscosity coefficient $\eta$ strongly depends on the temperature $T$, e.g., Sutherland formula $\eta = \frac{C_1 \sqrt{T}}{1 + C_2 T}$ for a wide range of temperature. The dependence of $\eta$ on pressure $p$ cannot be neglected for high temperatures. The Stokes hypothesis states that $\eta_b = 0$, which can be used for monatomic gases however no longer holds for polyatomic gases [1].

With Fourier’s heat conduction law, the heat flux is given by

$$\mathbf{q} = -\kappa \nabla T$$

where the thermal conductivity coefficient $\kappa$ is proportional to $\eta$ in molecular theory. Assuming the specific heat at constant pressure $c_p$ is a constant, the dimensionless quantity Prandtl number $Pr = \frac{\eta}{\kappa c_p}$ is a constant.

For simplicity, we will use the dimensionless form of equations for ideal gases as an example in this paper. Assuming $\eta_b = 0$, the dimensionless stress tensor is given by

$$\frac{1}{Re} \begin{pmatrix} \tau_{xx} & \tau_{xy} & \tau_{xz} \\ \tau_{yx} & \tau_{yy} & \tau_{yz} \\ \tau_{zx} & \tau_{zy} & \tau_{zz} \end{pmatrix} x + \frac{1}{Re} \begin{pmatrix} \tau_{xy} \\ \tau_{yy} \\ \tau_{zx} \end{pmatrix} y,$$

with

$$e = \frac{1}{\rho} \left( E - \frac{1}{2} \rho u^2 - \frac{1}{2} \rho v^2 \right),$$

$$p = (\gamma - 1) \rho e,$$
and 

\[
\begin{align*}
\tau_{xx} &= \frac{4}{3} u_x - \frac{2}{3} v_y, \\
\tau_{xy} &= \tau_{yx} = u_y + v_x, \\
\tau_{yy} &= \frac{4}{3} v_y - \frac{2}{3} u_x.
\end{align*}
\]

\hspace{1cm} (2d)

In this paper, we will use $\gamma = 1.4$ and $Pr = 0.72$ for air.

1.2. Objective and motivation

For numerical schemes solving gas dynamics equations (1), it is imperative to preserve positivity of density and pressure (or internal energy). Not only is positivity-preserving needed for physically meaningful numerical solutions, but more importantly it is also well known to be critical for the sake of robustness of numerical computation.

For the ideal gas equation of state (2c), the eigen-values of $\frac{\partial F}{\partial U}$ contains the sound speed $\sqrt{\gamma p/\rho}$. With the presence of negative density or pressure, eigen-values of $\frac{\partial F}{\partial U}$ become imaginary thus the linearized compressible Euler system is no longer hyperbolic, which implies ill-posedness of the initial value problem of (1). In practice, emergence of negative density or pressure may easily result in blow-ups in numerical simulations by high order schemes. In some demanding problems involving low density or low pressure, e.g., high Mach number astrophysical jets, even popular robust high resolution and high order schemes including Monotonic Upstream-Centered Scheme for Conservation Laws (MUSCL) type schemes (without special positivity treatment) and classical Weighted Essentially Non-Oscillatory (WENO) schemes may blow up due to emergence of negative pressure [3].

The simplest ad-hoc approach of truncating negative values to zero or small positive ones may work in certain problems. But in a lot of other problems, especially high speed flows with presence of low pressure, the brutal truncation will eventually result in blow-ups because total mass or total energy is increased every time a negative density or pressure value is set to zero. In other words, both conservation and positivity must be satisfied for robustness. For example, a conservative finite volume scheme solving (1) satisfies the global conservation (up to proper boundary conditions) $\sum_i \bar{p}_i^0 = \sum_i \bar{p}_i^{n+1}$, where $\bar{p}_i^0$ denotes the cell average of density on the $i$-th cell at time level $n$. If the scheme is positivity-preserving, then $|\bar{p}_i^n| = \bar{p}_i^n$ for any $n$ and $i$. Thus global conservation and positivity imply $L^1$-stability: $\sum_i |\bar{p}_i^n| = \sum_i |\bar{p}_i^{n+1}|$. Similarly, we can have $L^1$-stability for total energy.

Towards robustness, it is desired to construct conservative schemes that are positivity-preserving of density and pressure (or internal energy). We will consider a general equation of state which satisfies $p > 0 \iff e > 0$. Then we will focus on the positivity of internal energy instead of pressure because the internal energy has the same definition (2b) for any equation of state. We define
the set of admissible states as

\[ G = \left\{ \mathbf{U} = \begin{pmatrix} \rho \\ \rho \mathbf{u} \\ E \end{pmatrix} : \rho > 0, \quad \rho \mathbf{e}(\mathbf{U}) = E - \frac{1}{2} \rho \| \mathbf{u} \|^2 > 0 \right\}. \quad (3) \]

It is straightforward to check that the eigenvalues of the Hessian matrix \( \frac{\partial^2}{\partial \mathbf{U}^2} \rho \mathbf{e} \) are nonpositive if and only \( \rho > 0 \). Thus \( \rho \mathbf{e} \) is a concave function with respect to \( \mathbf{U} \) and it satisfies a Jensen’s inequality: \( \forall \mathbf{U}_1, \mathbf{U}_2 \in G, \forall \lambda_1, \lambda_2 \geq 0, \lambda_1 + \lambda_2 = 1, \)

\[ \rho \mathbf{e}(\lambda_1 \mathbf{U}_1 + \lambda_2 \mathbf{U}_2) \geq \lambda_1 \rho \mathbf{e}(\mathbf{U}_1) + \lambda_2 \rho \mathbf{e}(\mathbf{U}_2). \quad (4) \]

Therefore, \( G \) is a convex set.

The main objective in this paper is to construct conservative positivity-preserving high order accurate schemes solving (1), which is in general a difficult problem.

1.3. Positivity-preserving high order schemes for compressible Euler equations

Quite a few first order finite volume schemes are positivity-preserving for compressible Euler equations with EOS (2c), including the Godunov scheme, the Lax-Friedrichs scheme [4], and the HLLE [5, 6] schemes and kinetic schemes [7, 8]. Roughly speaking, to prove the positivity in Godunov and HLLE schemes, one must take advantage of the exact solution for Riemann problems, which is not available for a generic EOS. On the other hand, the positivity-preserving property of the Lax-Friedrichs scheme is an algebraic fact [9, 10]. Thus it is straightforward to show that the Lax-Friedrichs scheme is positivity-preserving for compressible Euler equations with a generic EOS [11].

To construct positivity-preserving higher order accurate schemes, there are a handful of efforts in the literature, e.g., [4, 12, 13, 14, 15, 16]. One of the most successful approaches is the methodology proposed in [17, 10, 18, 19]. The details of this approach will be reviewed later. Here we first take a look at
the critical feature of this methodology, which is an intrinsic weak positivity property of arbitrarily high order finite volume and discontinuous Galerkin (DG) spatial discretizations. Let $K$ be a polygonal cell with edges $e_i$ ($i = 1, \ldots, E$) in a two-dimensional mesh. Consider a high order finite volume scheme solving two-dimensional equations $U_t + \nabla \cdot F^a = 0$ on the cell $K$ with forward Euler time discretization,

$$U^{n+1}_K = U^n_K - \frac{\Delta t}{|K|} \int_{\partial K} \hat{F}^a \cdot \mathbf{n} \, ds = U^n_K - \frac{\Delta t}{|K|} \sum_{i=1}^E \int_{e_i} \hat{F}^a \cdot \mathbf{n} \, ds,$$

where $U^n_K$ is the cell average on $K$ at time step $n$, $\mathbf{n}$ is the unit outward normal vector to $\partial K$, $|K|$ denotes the area of $K$ and $\hat{F}^a \cdot \mathbf{n}$ is a positivity-preserving flux. Positivity-preserving fluxes are those which make first order schemes positivity-preserving, e.g., Godunov, Lax-Friedrichs and HLLE fluxes, etc. For simplicity, we only consider a local Lax-Friedrichs flux for $F^a$ in this paper,

$$\hat{F}^a \cdot \mathbf{n}(U^-, U^+)|_{e_i} = \frac{1}{2} \left[ (F^a(U^-) + F^a(U^+)) \cdot \mathbf{n} - \alpha_i (U^+ - U^-) \right],$$

where $U^-$ and $U^+$ denote the approximations to $U$ on $\partial K$ from interior of $K$ and exterior of $K$ respectively, and $\alpha_i = \max \left| \frac{\partial F^a}{\partial U} \right|$ with the maximum being taken over all $U^-$, $U^+$ along $e_i$. Here $\left| \frac{\partial F^a}{\partial U} \right|$ denotes the largest magnitude of the eigenvalues of the Jacobian matrix $\frac{\partial F^a}{\partial U}$, which is equal to the wave speed $|u \cdot \mathbf{n}| + \sqrt{\gamma p}$ for the ideal gas EOS (2c).

The positivity property holds for the first order Lax-Friedrichs scheme under a CFL condition $\Delta t |\partial K| \max \left| \frac{\partial F^a}{\partial U} \right| \leq 2$ where $|\partial K|$ denotes the length of the boundary $\partial K$. In the high order scheme (5), $\rho_K^{n+1}$ is not a monotone function of independent degree freedoms such as $\rho_K^n$ and the boundary values of $\rho_K$ along $\partial K$ for any positive $\Delta t$, but under a suitable CFL condition $\rho_K^{n+1}$ is a monotone function with respect to certain dependent degree of freedoms, e.g., some redundant point values of reconstruction or approximation polynomials illustrated in Figure 1. We call this property weak monotonicity, which was first explored in [17] for scalar conservation laws. Via Jensen’s inequality (4), the weak monotonicity can be extended to weak positivity for pressure and internal energy: if the same set of point values as illustrated in Figure 1 for the conserved variable vector $U$ belong to the set of admissible states $G$, then $U^{n+1}_K \in G$ in the scheme (5) using approximation polynomials of degree $k$ under the CFL constraint

$$\Delta t \frac{|e_i|}{|K|} \alpha_i \leq a \frac{1}{N(N-1)}, \quad \forall i,$$

where $N = \lceil (k + 3)/2 \rceil$, i.e., $N$ is smallest integer satisfying $2N - 3 \geq k$, and $a = \frac{1}{2}$ for rectangular cells and $a = \frac{2}{3}$ for triangular cells in a two-dimensional case.

The weak positivity property implies that we only need to filter or limit negative point values as illustrated in Figure 1 to ensure the positivity of cell
averages in forward Euler, which makes construction of a conservative positivity-preserving high order scheme possible. A simple efficient scaling limiter can be used to modify negative point values to small positive ones without changing cell averages. For smooth solutions with a uniform positive lower bound on pressure \( p \geq m > 0 \), high order local truncation errors in spatial discretization of this limiter, can be rigorously justified. High order time accuracy can be achieved by Strong Stability Preserving (SSP) Runge-Kutta and multistep time discretizations [20], which are convex combinations of formal forward Euler schemes thus preserve the positivity if forward Euler is positivity-preserving.

In a nutshell, the key difference of the approach in [17, 10, 18] from all other positivity-preserving methods is the weak positivity, which allows not only rigorous justification of high order accuracy, but also easy constructions of explicit schemes with any order of accuracy, easy extensions to three dimensions [21] and general shapes of computational cells [22].

1.4. From Euler to Navier-Stokes: monotonicity in discrete Laplacian

To extend positivity-preserving schemes for Euler system to Navier-Stokes system, we only need to focus on the pressure or internal energy since the mass conservation equations in two systems are the same. However, it is much more difficult to guarantee positivity of the internal energy in compressible Navier-Stokes system. Positivity-preserving discretizations must be used for the nonlinear diffusion operator.

Consider a simple toy model \( u_t = u_{xx} \). The simplest finite difference scheme solving it is \( u^{n+1}_i = u^n_i + \frac{\Delta t \Delta x^2}{2}(u^n_{i-1} - 2u^n_i + u^n_{i+1}) \). For that the right hand side of this scheme is a monotone function of \( u^n_i \) and \( u^n_{i\pm1} \) if \( \frac{\Delta t \Delta x^2}{2} \leq \frac{1}{2} \), we call the second order accurate central difference \( u^n_{i-1} - 2u^n_i + u^n_{i+1} \) a monotone approximation to \( u_{xx} \). By Taylor expansion, it is straightforward to prove that higher order accurate linear finite difference approximating the second order derivative cannot be monotone. In Appendix A, we will show that the second order central difference is positivity-preserving for the one-dimensional form of (2). However, it is difficult to extend positivity of this scheme to high dimensions since finite difference approximations for mixed second order derivatives are much more complicated.

In other words, it is already nontrivial to preserve the positivity of internal energy for second order schemes without losing conservation of total energy in high dimensions. There are few such results in the literature. In [23], an unconditionally stable staggered pressure correction second order accurate positivity-preserving implicit scheme was constructed for (2). The positivity in this scheme is heavily dependent upon the monotonicity of second order discrete Laplacian and the specific form of shear stress tensor (2d).

It is interesting to explore any weak monotonicity in diffusion discretizations. Unfortunately, weak monotonicity holds only up to second order accuracy for any linear finite volume scheme and most DG schemes [24], see Appendix D. Surprisingly, it is still possible to construct a third order linear DG scheme satisfying the weak monotonicity. With special parameters, the direct DG (DDG) method,
which is a generalized version of interior penalty DG method, indeed satisfies a weak monotonicity up to third order accuracy [25, 26, 27, 28]. However, if we use Taylor expansion to examine the local truncation error in the numerical flux of this scheme, only second order accuracy is obtained. Nonetheless, third order error estimate in the semi-discrete DDG scheme can be proven [29, 30, 31]. This phenomenon of inconsistency between the orders of local truncation error and actual error in DG methods is referred as supraconvergence [32], different from superconvergence. To fully understand how the second order errors are canceled out, we need the error estimate for the fully discretized scheme, which is not available. On the other hand, the supraconvergence in DDG method satisfying the weak monotonicity does not seem to reach beyond third order accuracy. One possible approach to construct positivity-preserving schemes for Navier-Stokes is to take advantage of the weak monotonicity in DDG. However, it is still quite difficult to extend the weak monotonicity to weak positivity of internal energy in high dimensions.

1.5. A different perspective: a positivity-preserving flux for nonlinear diffusion

In all approaches mentioned in the previous subsection, we regard $\nabla \cdot F^d$ as a diffusion term when seeking monotonicity. Unfortunately, monotonicity and the weak monotonicity hold for finite difference, finite volume and most DG discretizations approximating Laplacian only up to second order accuracy. On the other hand, we can regard $F = F^a - F^d$ as a single flux and formally treat $\nabla \cdot F$ as a convection. This is perhaps a more natural perspective since the system (1) is derived from integral equations in the first place: $\int_K U_t dV = -\int_{\partial K} \hat{F} \cdot n ds$. A finite volume scheme with forward Euler approximating this integral equation takes the form,

$$U_{K}^{n+1} = U_{K}^{n} - \frac{\Delta t}{|K|} \int_{\partial K} \hat{F} \cdot n ds. \quad (8)$$

If $\hat{F} \cdot n$ is a positivity-preserving flux, then (8) would satisfy the same weak positivity of pressure as for (5). The major challenge now boils down to construction of a positivity-preserving flux $\hat{F} \cdot n$.

In this paper, we introduce a simple positivity-preserving flux for the nonlinear diffusion in the Navier-Stokes system, for which the design is inspired by the positivity-preserving property of the Lax-Friedrichs flux for Euler equations. Recall that the local Lax-Friedrichs flux (6) is positivity-preserving with $\alpha_i = \max \left( |u \cdot n| + \sqrt{\frac{\gamma p}{\rho}} \right)$ for the ideal gas EOS (2c). For a generic EOS, we can use $\alpha_i > \max \left( |u \cdot n| + \sqrt{\frac{p^2}{\rho \varepsilon}} \right)$ to ensure positivity of internal energy, which will be reviewed.

Since the shear stress tensor and heat flux in the diffusion flux $F^d$ are dependent on the derivatives of conserved variables $U$, we introduce an auxiliary variable $S$ as an approximation to $\nabla U$. Now consider the following Lax-Friedrichs
type flux for the diffusion in Navier-Stokes equations,
\[
\hat{F}^d \cdot n(U^-, S^-, U^+, S^+) |_{e_i} = \frac{1}{2} \left[ (F^d(U^-, S^-) + F^d(U^+, S^+)) \cdot n + \beta_i(U^+ - U^-) \right],
\]
(9a)
where \( \beta_i \) is a nonnegative number. We will show that this flux is positivity-preserving if
\[
\beta_i > \max \frac{1}{2\rho^2 e} \left( \sqrt{\rho^2|q \cdot n|^2 + 2\rho^2 e \|\mathbf{T} \cdot n\|^2 + \rho|q \cdot n|} \right),
\]
(9b)
where the maximum is taken over \( U^-, S^-, U^+, S^+ \) along \( e_i \). Here a positivity-preserving flux \( \hat{F} \cdot n \) means that a first order finite volume scheme with such a flux for solving the formal diffusion system \( U_t = \nabla \cdot F^d(U, S) \) is positivity-preserving.

Then we have a positivity-preserving flux in (8):
\[
\hat{F} \cdot n = \hat{F}^a \cdot n - \hat{F}^d \cdot n
\]
where \( \hat{F}^a \cdot n \) is any positivity-preserving flux for compressible Euler system and \( \hat{F}^d \cdot n \) is given in (9). Another slightly different positivity-preserving flux will be introduced in Section 2.4. Following the results in [10, 18], it becomes straightforward to show exactly the same weak positivity as illustrated in Figure 1 holds for (8) thus it is straightforward to construct positivity-preserving arbitrarily high order finite volume and DG schemes for (1).

1.6. Positivity-preserving DG schemes for compressible Navier-Stokes equations

In this paper, we discuss the construction of positivity-preserving DG schemes. For solving the compressible Navier-Stokes system (1), there are quite a few DG type schemes, e.g., the pioneering work by Bassi and Rebay [33, 34], the scheme by Baumann and Oden [35], Compact DG [36], correction procedure via reconstruction (CPR) [37, 38], Hybrid DG [39] and Embedded DG [40], etc. The major differences among these DG methods include how to approximate the derivatives of the solution and the choice of numerical fluxes, which are derived from various perspectives.

As a demonstration, we focus on one of the most popular approaches in [33]. For the derivatives of \( U \), an auxiliary variable \( S = \nabla U \) is introduced. After multiplying the following system by test functions and integration by parts on a polygonal cell \( K \),
\[
\begin{align*}
\{ & S - \nabla U = 0 \\
& U_t + \nabla \cdot F^a(U) - \nabla \cdot F^d(U, S) = 0
\end{align*}
\]
we obtain the following general form of a DG scheme,
\[
\begin{align*}
\int_K S_h \phi_h dV = & - \int_K U_h \nabla \phi_h dV + \int_{\partial K} \hat{U} n \phi_h ds \\
\frac{d}{dt} \int_K U_h \psi_h dV = & \int_K (F^a - F^d) \nabla \psi_h dV - \int_{\partial K} (\hat{F}^a \cdot n - \hat{F}^d \cdot n) \psi_h ds,
\end{align*}
\]
(10)
where $\mathbf{U}_h$ and $\mathbf{S}_h$ are vectors of polynomials of degree $k$ on $K$ and $\phi_h$ and $\psi_h$ are the polynomial of degree $k$ test functions. The advection flux $\mathbf{F}^a \cdot \mathbf{n}$ is the same ones as mentioned above, e.g., the local Lax-Friedrichs flux. Central fluxes were used for the other two fluxes in [33], $\mathbf{F}^d \cdot \mathbf{n}(\mathbf{U}^-, \mathbf{S}^-, \mathbf{U}^+, \mathbf{S}^+) = \frac{1}{2} [\mathbf{F}^d(\mathbf{U}^-, \mathbf{S}^-) + \mathbf{F}^d(\mathbf{U}^+, \mathbf{S}^+)] \cdot \mathbf{n}$ and

$$\mathbf{U}n(U^-, U^+) = \frac{1}{2}(U^- + U^+) \mathbf{n}, \quad (11)$$

where $-$ and $+$ denote the approximations on $\partial K$ from interior of $K$ and exterior of $K$ respectively.

To render this high order DG scheme satisfying the weak positivity property, we can simply replace the central flux $\mathbf{F}^d \cdot \mathbf{n}$ by (9). Compared to the central flux, the extra term $\frac{1}{2} \beta (U^+ - U^-)$ in (9) contributes to the DG scheme (10) as an interior penalty term. In other words, we can add a nonlinear penalty defined by (9b) to the DG scheme in [33] so that it satisfies a weak positivity property under some CFL constraint. A slightly different positivity-preserving flux discussed in Section 2.4 can also be used to achieve the weak positivity property.

1.7. CFL constraints, implementation, and numerical performance

For the positivity-preserving flux (6) and (9) solving (1) with a generic EOS, the following time step constraint is a sufficient condition to ensure the weak positivity in a high order finite volume scheme (8),

$$\Delta t \frac{|e_i|}{|K|} \max \{\alpha_i, \beta_i\} \leq \frac{1}{2} \frac{a}{a} \frac{1}{\alpha(N - 1)}, \quad \forall i, \quad (12)$$

where $a = \frac{1}{2}$ for rectangular cells and $a = \frac{2}{3}$ for triangular cells.

To better understand (12), consider DG schemes solving a very smooth solution of one-dimensional form of (2). The linear stability on a simplified model $u_t = \frac{1}{2} u_{xx}$ would require $\Delta t = O(Re \Delta x^2)$ for an explicit scheme where $\Delta x$ denotes the mesh size in the spatial discretization, whereas (12) roughly reduces to $\Delta t = O(\Delta x)$. When shocks are present, (12) are roughly around $\Delta t = O(Re \Delta x^2)$. The inconsistency between the linear stability CFL and a nonlinear stability CFL (12) for smooth solutions implies that we also need to enforce the linear stability CFL beyond a positivity induced CFL. After all, the weak positivity property is a very weak stability, i.e., only cell averages are guaranteed to be positive in one time step in (8).

Numerical tests suggest that the linear stability CFL constraint $\Delta t = O(Re \Delta x^2)$ must be satisfied. Otherwise errors may grow exponentially even though the $L^1$ stability for density and total energy is still valid. There is no contradiction since stability itself does not guarantee convergence for nonlinear equations. In this paper, we only pursue nonlinear stability by enforcing positivity of density and internal energy in high order schemes for Navier-Stokes equations. Another approach towards nonlinear stability of high order schemes is to enforce entropy...
bounds [41, 42, 43]. For convergence of high order schemes, entropy inequalities should be considered, which is in general a much harder problem than stability. Nonetheless, positivity is the first step towards entropy stability and entropy inequalities.

On the other hand, (7) and (12) should be not strictly enforced in Runge-Kutta time discretizations for several reasons:

1. The constraint (12) is hardly a necessary condition for $\mathbf{U}^{n+1}_K \in G$ in (8) in practice.
2. It is very difficult to accurately predict wave speeds for all stages in a Runge-Kutta time discretization. For example, to enforce (7), we need to estimate $\max(\|u\| + \sqrt{\gamma p/\rho})$ in all inner stages before computing them in a high order Runge-Kutta time discretization. Similar difficulty arises in (12).
3. Artificial stiffness may arise in low density or low pressure problems. For instance, if density and internal energy are numerically close to zero, it is difficult to accurately evaluate the sound speed $\sqrt{\gamma p/\rho}$ due to the round-off errors. The wave speed computed in a low density region might be significantly larger than the actual one, which results in a much smaller time step numerically computed by (7) than a necessary time step for positivity. Similar difficulty arises in (12) due to the presence of density and internal energy in the denominator in (9b).

Instead, we can enforce the time step constraint (12) only when larger time steps give $\mathbf{U}^{n+1}_K \notin G$. For each time step of Runge-Kutta discretization, we can start with a usually used time step for explicit schemes, e.g., $\Delta t = O(Re \Delta x^2)$. If density or internal energy of the cell average becomes negative, then we restart the computation with a smaller time step, e.g., a time step halved. The sufficiency of CFL (12) for the weak positivity excludes the possibility of endless loops. This ad hoc implementation was used in [44] for Euler equations with chemical reactions and works well in practice.

To implement an explicit positivity-preserving high order DG scheme for (1), we can do the following simple modifications to the scheme in [33],

1. Use SSP Runge-Kutta time discretizations.
2. Use a positivity-preserving flux for the advection, e.g., (6). Use the positivity-preserving flux (9) for the nonlinear diffusion. In other words, add an interior penalty term to the scheme in [33] with nonlinear penalty parameter defined by (9b).
3. Add a simple limiter to filter negative point values at quadrature points, e.g., Gauss quadrature, for computing all integrals in the DG scheme (10). We emphasize that we do not use the quadrature in Figure 1 to compute any integral in the actual implementation. The blue points in Figure 1 are highly redundant in high dimensions and are not used explicitly in the implementation.
4. Time stepping will be discussed in detail in Section 5.3.
Figure 2: Mach 10 shock passing a sharp corner. The DG scheme with positivity-preserving local Lax-Friedrichs flux (6), the positivity-preserving limiter, and the third order SSP Runge-Kutta on unstructured triangular meshes solving compressible Euler equations with ideal gas EOS. The mesh size is $\frac{1}{80}$. $P^2$ basis.

Figure 3: Mach 10 shock passing a sharp corner. The DG scheme with positivity-preserving fluxes (6) and (9), the positivity-preserving limiter, and the third order SSP Runge-Kutta on unstructured triangular meshes solving Navier-Stokes equations (2). The mesh size is $\frac{1}{80}$. $P^2$ basis.
To have a glance at the numerical performance of the high order DG scheme implemented as above, we consider the problem of Mach 10 shock diffracted at a sharp corner in [18]. This is quite a representative test problem since shocks, low density/pressure and fine structures from Kelvin-Helmholtz instability are all involved. See Figure 2 for the results of compressible Euler equations. The positivity-preserving RKDG scheme may produce oscillations, which is not a surprise because only positivity is guaranteed. To reduce oscillations, other type of limiters towards a non-oscillatory property should be used. For instance, a TVB limiter was used in [18]. We emphasize that other types of high order accurate limiters without the positivity-preserving limiter cannot stabilize the DG scheme for this low pressure problem. On the other hand, we can observe that the TVB limiter also smears out some interesting features such as roll-ups due to the Kelvin-Helmholtz instability, which is an indication of excessive numerical viscosity of the TVB limiter. For compressible Euler equations, the RKDG scheme with only the positivity-preserving limiter may produce excessive oscillations affecting the shock locations on finer mesh or with higher order basis for this problem. WENO type limiters [45, 46, 47] are less diffusive thus more suitable for reducing oscillations with a better resolution.

However, a very interesting observation is that no other limiters are needed to reduce oscillations for positivity-preserving DG scheme solving Navier-Stokes equations. See Figure 3 for results of DG with only the positivity-preserving limiter solving compressible Navier-Stokes equations (2). In Figure 2 (a), we can see that the local Lax-Friedrichs flux for advection and positivity-preserving limiter do not contribute excessive artificial viscosity. In Figure 3 (a), the main source of additional artificial viscosity is the extra term $\frac{1}{2}\beta(U^+ - U^-)$ in (9). On the other hand, the result for higher Reynolds number in Figure 3 (b) is a strong evidence that the flux (9) does not contribute excessive artificial viscosity either. With these observations and numerical evidence, we may conclude that the physical nonlinear diffusion starts to smooth out the numerical oscillations in high order positivity-preserving DG schemes when it is accurately resolved.

1.8. Contributions and organization of the paper

The main contributions of this paper include the construction of positivity-preserving flux (9) for the nonlinear diffusion in (1) and the construction and implementation of the very first high order schemes for compressible Navier-Stokes equations (1) in two dimensions, which can preserve positivity of internal energy without losing the conservation of total energy. For implementing positivity-preserving DG schemes, it is straightforward to add a nonlinear penalty term and the positivity-preserving limiter to the DG scheme in [33]. The interior penalty plays an essential role in stabilizing DG method solving diffusion problems. We have revealed how it may affect the nonlinear stability in terms of the positivity-preserving property for compressible Navier-Stokes equations.

An interesting and important observation is that only the positivity-preserving limiter is needed for high order DG schemes to produce non-oscillatory solutions.
for compressible Navier-Stokes equations (2) even when strong shocks are involved, which is not the case for compressible Euler equations.

The high order positivity-preserving scheme in this paper has the following advantages and features:

- The construction of the positivity-preserving flux (9) depends on neither the specific form of the shear stress tensor \( \tau \), heat flux \( q \) and equations of state nor how the derivatives \( \nabla U \) are approximated in a scheme.

- Extensions to arbitrarily high order polynomial basis, multiple dimensions and unstructured meshes are straightforward.

- The full scheme is explicit with the time step constraint \( \Delta t = O(Re \Delta x^2) \) thus it is more suitable for high Reynolds number flows.

- For compressible Navier-Stokes equations, only positivity-preserving fluxes and the positivity-preserving limiter are needed to stabilize the high order DG scheme producing non-oscillatory solutions. Numerical evidence suggests that the proposed high order positivity-preserving DG scheme does not produce excessive artificial viscosity.

The paper is organized as follows: we review the weak positivity property of high order finite volume schemes solving compressible Euler equations in one dimension then introduce two positivity-preserving fluxes for compressible Navier-Stokes equations in one dimension in Section 2. We discuss the weak positivity property of high order finite volume schemes with a positivity-preserving flux for compressible Navier-Stokes equations in two dimensions in Section 3. For compressible Euler equations, the CFL condition for triangular cells derived in Section 3 is slightly better than the one in [18]. Then we review the positivity-preserving limiter and an efficient implementation in Section 4. We emphasize that all the discussions in Sections 2, 3 and 4 apply to any finite volume type scheme including the scheme satisfied by cell averages in DG methods. Implementation details for DG schemes are discussed in Section 5. Numerical tests are given in Section 6. Section 7 consists of concluding remarks.

2. The weak positivity of high order schemes in one dimension

We will first review the positivity-preserving flux and the weak positivity for high order finite volume schemes solving compressible Euler equations. Then we construct two positivity-preserving fluxes for compressible Navier-Stokes equations and discuss the weak positivity for high order finite volume schemes.

2.1. The positivity of first order schemes for compressible Euler equations

For the one dimensional compressible Euler system \( U_t + F(U)_x = 0 \) with \( U = (\rho, \rho u, E)^t \) and the flux function in one dimension defined by \( F^u = \)
(\rho u, \rho u^2 + p, (E + p)u)^t$, we first consider a first order finite volume scheme on a cell $I_j = [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ with cell size $\Delta x$,

$$U_j^{n+1} = U_j^n - \frac{\Delta t}{\Delta x} \left[ \tilde{F}^a(U_j^n, U_{j+1}^n) - \tilde{F}^a(U_{j-1}^n, U_j^n) \right],$$

with the local Lax-Friedrichs flux defined by

$$\tilde{F}^a(U_j^n, U_{j+1}^n) = \frac{1}{2} \left[ F^a(U_j^n) + F^a(U_{j+1}^n) - \alpha_{j+\frac{1}{2}} (U_{j+1}^n - U_j^n) \right],$$}

where $U_j^n$ is the approximation to the average of $U$ on $I_j$ at time level $n$ and $\alpha_{j+\frac{1}{2}}$ is a positive number dependent upon $U_j^n$ and $U_{j+1}^n$. With the assumption $U_j^n, U_{j+1}^n \in G$, we want to find a proper $\alpha_{j+\frac{1}{2}}$ and a CFL condition so that $U_j^{n+1} \in G$. The scheme can be rewritten as

$$U_j^{n+1} = \left( 1 - \frac{1}{2} \alpha_{j+\frac{1}{2}} \frac{\Delta t}{\Delta x} - \frac{1}{2} \alpha_{j+\frac{1}{2}} \frac{\Delta t}{\Delta x} \right) U_j^n + \frac{1}{2} \alpha_{j+\frac{1}{2}} \frac{\Delta t}{\Delta x} \left( U_{j+1}^n - \alpha_{j+\frac{1}{2}} F^a(U_{j+1}^n) \right) + \frac{1}{2} \alpha_{j+\frac{1}{2}} \frac{\Delta t}{\Delta x} \left( U_{j-1}^n + \alpha_{j+\frac{1}{2}} F^a(U_{j-1}^n) \right).$$

(14)

By Lemma 6 in Appendix B, if we set $\alpha_{j+\frac{1}{2}} > \max_{U_j^n, U_{j+1}^n} \left( |u| + \sqrt{\frac{p^2}{2\rho e}} \right)$, e.g.,

$$\alpha_{j+\frac{1}{2}} = \max_{U_j^n, U_{j+1}^n} \left( |u| + \sqrt{\frac{p^2}{2\rho e}} \right)$$

for the ideal gas EOS (2c) with $\gamma > 0$, then we have $U_j^{n+1} - \alpha_{j+\frac{1}{2}} F^a(U_{j+1}^n) \in G$, and $U_{j-1}^n + \alpha_{j+\frac{1}{2}} F^a(U_{j-1}^n) \in G$. Under the CFL condition $\frac{\Delta t}{\Delta x} \max_j \alpha_{j+\frac{1}{2}} \leq 1$, $U_j^{n+1}$ in (14) is a convex combination of three vectors in $G$ thus $U_j^{n+1} \in G$.

2.2. The weak positivity of high order schemes for compressible Euler equations

Consider a $(k+1)$-th order finite volume type scheme with reconstruction polynomials or approximation polynomials of degree $k$. For one dimensional compressible Euler system with forward Euler time discretization on $I_j$, it takes the form,

$$\bar{U}_j^{n+1} = \bar{U}_j^n - \frac{\Delta t}{\Delta x} \left[ \tilde{F}^a(U_{j+\frac{1}{2}}^-, U_{j+\frac{1}{2}}^+) - \tilde{F}^a(U_{j-\frac{1}{2}}^-, U_{j-\frac{1}{2}}^+) \right],$$

(15a)

where $\bar{U}_j^n$ is the cell average on $I_j$ at time level $n$, $U_{j+\frac{1}{2}}^-$ and $U_{j+\frac{1}{2}}^+$ are approximations to the point value of $U$ at $x_{j+\frac{1}{2}}$ and time level $n$ from the left and from the right respectively. The local Lax-Friedrichs flux is

$$\tilde{F}^a(U_{j+\frac{1}{2}}^-, U_{j+\frac{1}{2}}^+) = \frac{1}{2} \left[ F^a(U_{j+\frac{1}{2}}^-) + F^a(U_{j+\frac{1}{2}}^+) - \alpha_{j+\frac{1}{2}} (U_{j+\frac{1}{2}}^+ - U_{j+\frac{1}{2}}^-) \right],$$

(15b)

$$\alpha_{j+\frac{1}{2}} > \max_{U_{j+\frac{1}{2}}^-, U_{j+\frac{1}{2}}^+} \left( |u| + \sqrt{\frac{p^2}{2\rho e}} \right).$$

(15c)
Let $N = [(k+3)/2]$, i.e., $N$ is smallest integer satisfying $2N - 3 \geq k$. We consider an $N$-point Legendre Gauss-Lobatto quadrature rule on the interval $I_j = [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$, which is exact for integrals of polynomials of degree up to $2N - 3$. Denote these quadrature points on $I_j$ as

$$S_j = \{x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}, \ldots, x_N = x_{j+\frac{1}{2}}\}.$$  

(16)

Let $\tilde{\omega}_\mu$ be the quadrature weights for the interval $[-\frac{1}{2}, \frac{1}{2}]$ such that $\sum_{\mu=1}^{N} \tilde{\omega}_\mu = 1$.

Let $P_j(x)$ be the reconstruction or approximation polynomials of degree $k$ in the high order scheme (15a) on $I_j$ with cell average $\bar{U}_j^n$ and nodal values $U_{j+\frac{1}{2}}^-$ and $U_{j+\frac{1}{2}}^+$ at two cell ends, then

$$\bar{U}_j^n = \frac{1}{\Delta x} \int_{I_j} P_j(x) \, dx = \sum_{\mu=1}^{N} \tilde{\omega}_\mu P_j(x_{\mu}) = \sum_{\mu=2}^{N-1} \tilde{\omega}_\mu P_j(x_{\mu}) + \tilde{\omega}_1 U_{j+\frac{1}{2}}^- + \tilde{\omega}_N U_{j+\frac{1}{2}}^+.$$  

(17)

By plugging (17) into the scheme (15a), we obtain

$$\begin{align*}
U_{j+1}^+ &= \left(\tilde{\omega}_1 - \frac{\Delta t}{2 \Delta x} \alpha_{j-\frac{1}{2}}\right) \left(U_{j+\frac{1}{2}}^+ + \frac{\Delta t}{2 \Delta x} (\tilde{\omega}_1 - \frac{\Delta t}{2 \Delta x} \alpha_{j-\frac{1}{2}})^{-1} F^a(U_{j+\frac{1}{2}}^-)\right) \\
&\quad + \left(\tilde{\omega}_N - \frac{\Delta t}{2 \Delta x} \alpha_{j+\frac{1}{2}}\right) \left(U_{j+\frac{1}{2}}^- - \frac{\Delta t}{2 \Delta x} (\tilde{\omega}_N - \frac{\Delta t}{2 \Delta x} \alpha_{j+\frac{1}{2}})^{-1} F^a(U_{j+\frac{1}{2}}^-)\right) \\
&\quad + \frac{\Delta t}{2 \Delta x} \alpha_{j-\frac{1}{2}} \left(U_{j-\frac{1}{2}}^- + \alpha_{j-\frac{1}{2}}^{-1} F^a(U_{j-\frac{1}{2}}^-)\right) \\
&\quad + \frac{\Delta t}{2 \Delta x} \alpha_{j+\frac{1}{2}} \left(U_{j+\frac{1}{2}}^- - \alpha_{j+\frac{1}{2}}^{-1} F^a(U_{j+\frac{1}{2}}^-)\right) \\
&\quad + \sum_{\mu=2}^{N-1} \tilde{\omega}_\mu P_j(x_{\mu}).
\end{align*}$$  

(18)

Let $\bar{\omega}$ denote the smallest weight in $\tilde{\omega}_\mu$, i.e., $\bar{\omega} = \tilde{\omega}_1 = \tilde{\omega}_N$. For Gauss-Lobatto quadrature with $N$ points, $\bar{\omega} = \frac{1}{N(N-1)}$. Notice the fact that $\frac{\Delta t}{2 \Delta x} \alpha \leq \bar{\omega}$ if and only if $0 \leq \frac{\Delta t}{2 \Delta x} (\bar{\omega} - \frac{\Delta t}{2 \Delta x} \alpha)^{-1} \leq \bar{\omega}^{-1}$ for positive numbers $\frac{\Delta t}{2 \Delta x} \alpha$ and $\bar{\omega}$. By Lemma 6 in Appendix B, under the CFL condition $\frac{\Delta t}{\Delta x} \max_j \alpha_{j+\frac{1}{2}} \leq \bar{\omega}$, we have

$$U_{j-\frac{1}{2}}, U_{j+\frac{1}{2}}^+ \in G \Rightarrow U_{j-\frac{1}{2}}^- + \alpha_{j-\frac{1}{2}}^{-1} F(U_{j-\frac{1}{2}}^-), U_{j+\frac{1}{2}}^+ - \alpha_{j+\frac{1}{2}}^{-1} F(U_{j+\frac{1}{2}}^+) \in G,$$

$$U_{j-\frac{1}{2}}^+ \in G \Rightarrow U_{j-\frac{1}{2}}^- + \frac{\Delta t}{2 \Delta x} (\tilde{\omega}_1 - \frac{\Delta t}{2 \Delta x} \alpha_{j-\frac{1}{2}})^{-1} F^a(U_{j-\frac{1}{2}}^-) \in G,$$

$$U_{j+\frac{1}{2}}^- \in G \Rightarrow U_{j+\frac{1}{2}}^- - \frac{\Delta t}{2 \Delta x} (\tilde{\omega}_N - \frac{\Delta t}{2 \Delta x} \alpha_{j+\frac{1}{2}})^{-1} F^a(U_{j+\frac{1}{2}}^-) \in G.$$

Moreover, (18) is a convex combination under the same CFL condition. Thus we get the weak positivity for the high order scheme (15),
Theorem 1. A sufficient condition for $\mathbf{U}_j^{n+1} \in G$ in the scheme (15) with reconstruction or approximation polynomials of degree $k$ is

$$
\mathbf{U}_j^{\pm 1/2} \in G \quad \text{and} \quad \mathbf{P}_j(\tilde{x}^\mu_j) \in G \quad (\mu = 2, \cdots, N-1),\quad \forall j,
$$

under the CFL condition

$$
\frac{\Delta t}{\Delta x} \max_j \alpha_j + \frac{1}{2} \leq \bar{\omega} = \frac{1}{N(N-1)}, \quad N = \lfloor (k + 3)/2 \rfloor.
$$

Remark 1. If using $\sum_{\mu=2}^{N-1} \bar{\omega}_\mu \mathbf{P}_j(\tilde{x}^\mu_j) = (1 - \bar{\omega}_1 - \bar{\omega}_N) \sum_{\mu=2}^{N-1} \frac{\bar{\omega}_\mu}{1 - \bar{\omega}_1 - \bar{\omega}_N} \mathbf{P}_j(\tilde{x}^\mu_j) = (1 - 2\bar{\omega}) \sum_{\mu=2}^{N-1} \frac{\bar{\omega}_\mu}{1 - 2\bar{\omega}} \mathbf{P}_j(\tilde{x}^\mu_j)$ in (18), we obtain a weaker sufficient condition than (19) for $\mathbf{U}_j^{n+1} \in G$ in the scheme (15),

$$
\mathbf{U}_j^{\pm 1/2} \in G \quad \text{and} \quad \sum_{\mu=2}^{N-1} \frac{\bar{\omega}_\mu}{1 - 2\bar{\omega}} \mathbf{P}_j(\tilde{x}^\mu_j) \in G, \quad \forall j,
$$

under the same CFL constraint (20).

2.3. A positivity-preserving flux for the nonlinear diffusion

It is straightforward to construct a first order positivity-preserving scheme for the one-dimensional form of (2) since mixed second order derivatives do not appear in the one-dimensional equations. As a matter of fact, the simplest second order finite difference scheme is positivity-preserving for the one-dimensional compressible Navier-Stokes equations, see Appendix A. However, it is difficult to extend such a result to two dimensions due to the mixed second order derivatives. In this subsection, we introduce a simple positivity-preserving flux for the diffusion flux $\mathbf{F}^d$ which can be easily extended to high dimensions.

We first formally consider the diffusion system $\mathbf{U}_t - \mathbf{F}^d(\mathbf{U}, \mathbf{S})_x = \mathbf{0}$ with $\mathbf{S} = \mathbf{U}_x$ and the flux function in one dimension defined by $\mathbf{F}^d = (0, \tau, u\tau - q)^t$. Let $\mathbf{S}_j^n$ denote the approximation $\mathbf{U}_x$ on $I_j$ at time step $n$. Consider a first order finite volume scheme on $I_j$,

$$
\mathbf{U}_j^{n+1} = \mathbf{U}_j^n + \frac{\Delta t}{\Delta x} \left[ \mathbf{F}^d(U_j^n, S_j^n, U_{j+1}^n, S_{j+1}^n) - \mathbf{F}^d(U_{j-1}^n, S_{j-1}^n, U_j^n, S_j^n) \right].
$$

Consider a Lax-Friedrichs type flux defined by

$$
\mathbf{F}^d(U_j^n, S_j^n, U_{j+1}^n, S_{j+1}^n) = \frac{1}{2} \left[ \mathbf{F}^d(U_j^n, S_j^n) + \mathbf{F}^d(U_{j+1}^n, S_{j+1}^n) + \beta_{j+\frac{1}{2}}(U_{j+1}^n - U_j^n) \right],
$$

where $\beta_{j+\frac{1}{2}}$ is positive number dependent upon $U_j^n, S_j^n, U_{j+1}^n$ and $S_{j+1}^n$. With the assumption $U_j^n, U_{j+1}^n \in G$, we want to find a proper $\beta_{j+\frac{1}{2}}$ and a CFL condition so that $U_j^{n+1} \in G$. By Lemma 6 in Appendix B, if we set

$$
\beta_{j+\frac{1}{2}} > \max_{U_j^n, S_j^n, U_{j+1}^n, S_{j+1}^n} \frac{1}{2\rho^2 e} \left( \sqrt{\rho^2 q^2 + 2\rho^2 e|\tau|^2 + \rho|q|^2} \right),
$$

(22b)
then we have $U_{j+1}^{n+1} + \beta_{j+\frac{1}{2}}^{-1} F^d(U_{j+1}^n, S_{j+1}^n) \in G$, and $U_{j-1}^n - \beta_{j-\frac{1}{2}}^{-1} F^d(U_{j-1}^n, S_{j-1}^n) \in G$. The scheme can be rewritten as

$$U_{j+1}^{n+1} = \left(1 - \frac{1}{2} \beta_{j-\frac{1}{2}} \frac{\Delta t}{\Delta x} - \frac{1}{2} \beta_{j+\frac{1}{2}} \frac{\Delta t}{\Delta x}\right) U_{j+1}^n + \frac{1}{2} \beta_{j+\frac{1}{2}} \frac{\Delta t}{\Delta x} \left(U_{j+1}^n + \beta_{j+\frac{1}{2}}^{-1} F^d(U_{j+1}^n, S_{j+1}^n)\right)$$

$$+ \frac{1}{2} \beta_{j-\frac{1}{2}} \frac{\Delta t}{\Delta x} \left(U_{j-1}^n - \beta_{j-\frac{1}{2}}^{-1} F^d(U_{j-1}^n, S_{j-1}^n)\right).$$

Under the CFL condition $\frac{\Delta t}{\Delta x} \max_j \beta_{j+\frac{1}{2}} \leq 1$, $U_{j+1}^{n+1}$ in the scheme above is a convex combination of three vectors in $G$ thus $U_{j+1}^{n+1} \in G$.

For the compressible Navier-Stokes equations $U_t + F^a(U)_x - F^d(U, S)_x = 0$, it is straightforward to construct a first order positivity-preserving scheme,

$$U_{j+1}^{n+1} = \frac{1}{2} \left(U_j^n - \Delta t \frac{\Delta t}{\Delta x} \left(\tilde{F}^a(U_j^n, U_{j+1}^n) - \tilde{F}^a(U_{j-1}^n, U_j^n)\right)\right)$$

$$+ \frac{1}{2} \left(U_j^n + 2 \Delta t \frac{\Delta t}{\Delta x} \left(\tilde{F}^d(U_j^n, S_j^n, U_{j+1}^n, S_{j+1}^n) - \tilde{F}^d(U_{j-1}^n, S_{j-1}^n, U_j^n, S_j^n)\right)\right),$$

where $\tilde{F}^a$ is any positivity-preserving flux for Euler system, e.g. Godunov and HLLE fluxes, and $\tilde{F}^d$ is the flux constructed above. The right hand side of this scheme is an average of the two formal schemes for $U_t + F^a(U)_x = 0$ and $U_t - F^d(U)_x = 0$. If $\tilde{F}^a$ is (13) and $\tilde{F}^d$ is (22), then the positivity-preserving CFL constraints are $\frac{\Delta t}{\Delta x} \max \left\{ \alpha_{j+\frac{1}{2}}, \beta_{j+\frac{1}{2}} \right\} \leq \frac{1}{2}$ for all $j$.

2.4. Another positivity-preserving flux for compressible Navier-Stokes equations

By treating two fluxes $F^a$ and $F^d$ separately, we surely overlook the interaction of two fluxes, which may give more information thus possibly better CFL constraints. To this end, consider the following finite volume scheme for the compressible Navier-Stokes equations in the form $U_t + F(U, S)_x = 0$ with $F = F^a - F^d$.

$$U_{j+1}^{n+1} = U_j^n - \Delta t \frac{\Delta t}{\Delta x} \left[\tilde{F}(U_j^n, S_j^n, U_{j+1}^n, S_{j+1}^n) - \tilde{F}(U_{j-1}^n, S_{j-1}^n, U_j^n, S_j^n)\right].$$

Consider a Lax-Friedrichs type flux defined by

$$\tilde{F}(U_j^n, S_j^n, U_{j+1}^n, S_{j+1}^n) = \frac{1}{2} \left[F(U_j^n, S_j^n) + F(U_{j+1}^n, S_{j+1}^n) - \beta_{j+\frac{1}{2}} (U_{j+1}^n - U_j^n)\right],$$

where $\beta_{j+\frac{1}{2}}$ is a positive number dependent upon $U_j^n, S_j^n, U_{j+1}^n$ and $S_{j+1}^n$. With the assumption $U_j^n, U_{j+1}^n \in G$, we want to find a proper $\beta_{j+\frac{1}{2}}$ and a CFL condition so that $U_{j+1}^{n+1} \in G$. The scheme can be rewritten as

$$U_{j+1}^{n+1} = \left(1 - \frac{1}{2} \beta_{j-\frac{1}{2}} \frac{\Delta t}{\Delta x} - \frac{1}{2} \beta_{j+\frac{1}{2}} \frac{\Delta t}{\Delta x}\right) U_{j+1}^n + \frac{1}{2} \beta_{j+\frac{1}{2}} \frac{\Delta t}{\Delta x} \left(U_{j+1}^n - \beta_{j+\frac{1}{2}}^{-1} F(U_{j+1}^n, S_{j+1}^n)\right)$$

$$+ \frac{1}{2} \beta_{j-\frac{1}{2}} \frac{\Delta t}{\Delta x} \left(U_{j-1}^n + \beta_{j-\frac{1}{2}}^{-1} F(U_{j-1}^n, S_{j-1}^n)\right).$$
By Lemma 6 in Appendix B, if we set

$$\beta_{j+\frac{1}{2}} > \max_{j, j+\frac{1}{2}} \frac{1}{2\rho e} \left( \sqrt{\rho^2 q^2 + 2\rho^2 e|\tau - p|^2 + \rho |q|} \right),$$

then we have $U^n_{j+1} - \beta^{-1}_{j+\frac{1}{2}} F(U^n_{j+1}, S^n_{j+1}) \in G$, and $U^n_{j-1} + \beta^{-1}_{j-\frac{1}{2}} F(U^n_{j-1}, S^n_{j-1}) \in G$. Under the CFL condition $\Delta t \leq \max_{j} \beta_{j+\frac{1}{2}} \leq 1$, $U^{n+1}_j$ in (24) is a convex combination of three vectors in $G$ thus $U^{n+1}_j \in G$.

2.5. The weak positivity of high order schemes for compressible Navier-Stokes equations

Consider a $(k+1)$-th order finite volume type scheme for one dimensional compressible Navier-Stokes system with forward Euler time discretization on $I_j$,

$$U^{n+1}_j = U^n_j - \frac{\Delta t}{\Delta x} \left[ \hat{F}(U^-_{j+\frac{1}{2}}, S^-_{j+\frac{1}{2}}, U^+_{j+\frac{1}{2}}, S^+_{j+\frac{1}{2}}) - \hat{F}(U^-_{j-\frac{1}{2}}, S^-_{j-\frac{1}{2}}, U^+_{j-\frac{1}{2}}, S^+_{j-\frac{1}{2}}) \right],$$

where $\hat{F}$ is a positivity-preserving flux. We can use either $\hat{F} = \hat{F}^S - \hat{F}^d$ with any positivity-preserving flux $\hat{F}^S$ for the Euler system and $\hat{F}^d$ as defined in (22a), or the flux $\hat{F}$ as as defined in (23). For simplicity, we only discuss the latter one,

$$\beta_{j+\frac{1}{2}} > \max_{j, j+\frac{1}{2}} \frac{1}{2\rho e} \left( \sqrt{\rho^2 q^2 + 2\rho^2 e|\tau - p|^2 + \rho |q|} \right).$$

Plugging the cell average decomposition (17) into the scheme (25a), we obtain

$$U^{n+1}_j = (\bar{\omega}_1 - \frac{1}{2\Delta x} \beta_{j-\frac{1}{2}}) \left( U^+_{j-\frac{1}{2}} + \frac{1}{2\Delta x} \left( \bar{\omega}_1 - \frac{1}{2\Delta x} \beta_{j-\frac{1}{2}} \right) \right) F(U^+_{j-\frac{1}{2}}, S^+_{j-\frac{1}{2}})$$

$$+ (\bar{\omega}_N - \frac{1}{2\Delta x} \beta_{j+\frac{1}{2}}) \left( U^+_{j+\frac{1}{2}} - \frac{1}{2\Delta x} \left( \bar{\omega}_N - \frac{1}{2\Delta x} \beta_{j+\frac{1}{2}} \right) \right) F(U^-_{j+\frac{1}{2}}, S^-_{j+\frac{1}{2}})$$

$$+ \frac{1}{2\Delta x} \bar{\omega}_{j-\frac{1}{2}} \left( U^-_{j-\frac{1}{2}} + \beta^{-1}_{j-\frac{1}{2}} F(U^-_{j-\frac{1}{2}}, S^-_{j-\frac{1}{2}}) \right)$$

$$+ \frac{1}{2\Delta x} \bar{\omega}_{j+\frac{1}{2}} \left( U^+_{j+\frac{1}{2}} - \beta^{-1}_{j+\frac{1}{2}} F(U^+_{j+\frac{1}{2}}, S^+_{j+\frac{1}{2}}) \right)$$

$$+ \sum_{\mu=2}^{N-1} \bar{\omega}_\mu P^\mu_{j+\frac{1}{2}} (\hat{S}_j^\mu).$$

By Lemma 6 in Appendix B, under the CFL condition $\Delta t \leq \max_{j} \beta_{j+\frac{1}{2}} \leq \bar{\omega}$, we have

$$U^-_{j-\frac{1}{2}}, U^+_{j+\frac{1}{2}} \in G \Rightarrow U^-_{j-\frac{1}{2}} + \beta^{-1}_{j-\frac{1}{2}} F(U^-_{j-\frac{1}{2}}, S^-_{j-\frac{1}{2}}), U^+_{j+\frac{1}{2}} - \beta^{-1}_{j+\frac{1}{2}} F(U^+_{j+\frac{1}{2}}, S^+_{j+\frac{1}{2}}) \in G,$$
\[ U^+_{j+\frac{1}{2}} \in G \Rightarrow U^+_{j+\frac{1}{2}} + \frac{1}{2} \frac{\Delta t}{\Delta x} (\bar{\omega}_1 - \frac{1}{2} \frac{\Delta t}{\Delta x} \beta_{j+\frac{1}{2}}) \mathbf{F}(U^+_{j-\frac{1}{2}}, \mathbf{S}^+_{j-\frac{1}{2}}) \in G, \]
\[ U^-_{j-\frac{1}{2}} \in G \Rightarrow U^-_{j-\frac{1}{2}} - \frac{1}{2} \frac{\Delta t}{\Delta x} (\bar{\omega}_N - \frac{1}{2} \frac{\Delta t}{\Delta x} \beta_{j+\frac{1}{2}}) \mathbf{F}(U^-_{j+\frac{1}{2}}, \mathbf{S}^-_{j+\frac{1}{2}}) \in G. \]

Moreover, (26) is a convex combination under the same CFL condition. Thus we get the weak positivity for the high order scheme (25),

**Theorem 2.** A sufficient condition for \( U^{n+1}_j \in G \) in the scheme (25) with reconstruction or approximation polynomials of degree \( k \) is

\[ U^\pm_{j+\frac{1}{2}} \in G \ \text{and} \ \mathbf{P}_j(\bar{x}_j^\mu) \in G \ (\mu = 2, \ldots, N - 1), \ \forall j, \tag{27} \]

under the CFL condition

\[ \frac{\Delta t}{\Delta x} \max_j \beta_{j+\frac{1}{2}} \leq \bar{\omega} = \frac{1}{N(N-1)}, \quad N = [(k+3)/2]. \tag{28} \]

Following Remark 1, a weaker condition to replace (27) is

\[ U^\pm_{j+\frac{1}{2}} \in G \ \text{and} \ \sum_{\mu=2}^{N-1} \frac{\bar{\omega}_\mu}{1-\bar{\omega}} \mathbf{P}_j(\bar{x}_j^\mu) \in G, \ \forall j, \tag{29} \]

**Remark 2.** For a very smooth solution, \(|u| + \frac{1}{2\rho^2} \left( \sqrt{\rho^2 q^2 + 2\rho^2 e|\tau - p|^2 + \rho|q|} \right) = O(1)\) thus the CFL constraint (28) implies \( \Delta t = O(\Delta x) \), which is inconsistent with the time step constraint suggested by a linear stability analysis. For explicit schemes solving (2), we should take \( \Delta t = O(Re \Delta x^2) \) as implied by the linear stability analysis on a toy model \( u_t = \frac{1}{Re} u_{xx} \). The weak positivity property is a very weak nonlinear stability, which does not necessarily imply the linear stability. In numerical tests, if (28) is satisfied but \( \Delta t = O(Re \Delta x^2) \) is violated, we observe that errors may grow exponentially in time for smooth solutions of (2), even though the weak positivity still holds.

### 3. The weak positivity of high order schemes in two dimensions

As we have seen in the previous section, the discussion of positivity of first order schemes and weak positivity of high order schemes for Euler equations is similar to the ones for the diffusion operator and the Navier-Stokes equations. For simplicity, we only discuss the positivity of the Lax-Friedrichs type flux (23) for the Navier-Stokes equations \( U_t + \nabla \cdot \mathbf{F}(U, S) = 0 \) with \( S = \nabla U \) in two dimensions in this section. All discussions in this section also apply to the flux (13) for Euler equations \( U_t + \nabla \cdot \mathbf{F}^a(U) = 0 \) and the flux (22a) for the diffusion equations \( U_t - \nabla \cdot \mathbf{F}^d(U, S) = 0 \).
3.1. The positivity of first order schemes

Let $K$ be a polygonal cell with edges $e_i$ ($i = 1, \cdots, E$) in a mesh and $K_i$ be the adjacent cell which shares the edge $e_i$ with $K$. For simplicity, we only consider a rectangular mesh or an unstructured triangular mesh, e.g., as illustrated in Figure 4. Let $|e_i|$ denote the length of the edge $e_i$. For the two dimensional compressible Navier-Stokes system $U_t + \nabla \cdot F(U,S) = 0$, consider a first order finite volume scheme on the cell $K$

$$U_{n+1}^K = U^n_K - \frac{\Delta t}{|K|} \sum_{i=1}^E |e_i| \left[ \hat{F} \cdot n(U^n_K, S^n_K, U^n_{K_i}, S^n_{K_i}) \right],$$

with the numerical flux defined by

$$\hat{F} \cdot n(U^n_K, S^n_K, U^n_{K_i}, S^n_{K_i}) = \frac{1}{2} \left[ F(U^n_K, S^n_K) \cdot n_i + F(U^n_{K_i}, S^n_{K_i}) \cdot n_i - \beta_i(U^n_{K_i} - U^n_K) \right],$$

where $U^n_K, S^n_K$ are the approximation to the average of $U, S$ on $K$ at time level $n$, $n_i$ is the unit vector normal to $e_i$ pointing outward of $K$, and $\beta_i$ is a positive number dependent upon $U^n_K$ and $U^n_{K_i}$. With the assumption $U^n_K, U^n_{K_i} \in G$, we want to find a proper $\beta_i$ and a CFL condition so that $U^{n+1}_K \in G$.

We have $\sum_{i=1}^E F(U^n_K, S^n_K) \cdot n_i |e_i| = 0$ due to the fact that $\sum_{i=1}^E f \cdot n_i |e_i| = \int_{\partial K} f \cdot n ds = \int_K \nabla \cdot f dV = 0$ for any constant vector $f$. Thus the scheme can be rewritten as

$$U_{n+1}^K = \left( 1 - \frac{\Delta t}{2 |K|} \sum_{i=1}^E |e_i| \beta_i \right) U^n_K + \frac{\Delta t}{2 |K|} \sum_{i=1}^E |e_i| \beta_i \left[ U^n_{K_i} - \beta_i^{-1} F(U^n_{K_i}, S^n_{K_i}) \cdot n_i \right],$$

which is a convex combination of $U^n_K$ and $U^n_{K_i} - \beta_i^{-1} F(U^n_{K_i}, S^n_{K_i}) \cdot n_i$ under the CFL constraint $\Delta t \frac{2 |K|}{|\partial K|} \max_i \beta_i \leq 2$ with $|\partial K| = \sum_{i=1}^E |e_i|$. We emphasize
that the CFL condition \( \Delta t \frac{|\partial K|}{|K|} \) \( \max_i \beta_i \leq 2 \) derived here is better than the one derived following discussions in [4, 18], which is \( \Delta t \frac{|\partial K|}{|K|} \) \( \max_i \beta_i \leq 1 \).

By Lemma 6 in Appendix B, we have \( U^n_{K_i} - \beta_i^{-1} F(U^n_{K_i}, S^n_{K_i}) \cdot n_i \in G \) if we take
\[
\beta_i > \max \left[ |u \cdot n_i| + \frac{1}{2 \rho^2 e} \left( \sqrt{\rho^2 |q \cdot n_i|^2 + 2 \rho^2 e \| \tau \cdot n_i - pm_i \|^2 + \rho |q \cdot n_i|} \right) \right],
\]
where the maximum is taken over \( U^n_{K}, S^n_{K}, U^n_{K_i}, S^n_{K_i} \).

3.2. High order schemes for the compressible Navier-Stokes equations

Consider a \((k + 1)\)-th order finite volume type scheme with reconstruction polynomials or approximation polynomials of degree \( k \). For the two dimensional compressible Euler system, with forward Euler time discretization on \( K \), it takes the form (5). Assume we use the \( L \)-point Gauss quadrature for integrals along each edge \( e_i \). Let \( w_\nu (\nu = 1, \cdots, L) \) denotes the \( L \)-point Gauss quadrature weights on interval \([ -\frac{1}{2}, \frac{1}{2} ] \), so that \( \sum_{\nu=1}^L w_\nu = 1 \). Let \( x_{\nu,i} \) denote the \( \nu \)-th Gauss quadrature point on the \( i \)-th edge. Replacing the integrals by the Gauss quadrature, we obtain
\[
U^{n+1}_K = U^n_K - \frac{\Delta t}{|K|} \sum_{i=1}^E |e_i| \sum_{\nu=1}^L w_\nu \bar{F} \cdot n(U^{\nu,i}_{K}, S^{\nu,i}_{K}, U^{\nu,i}_{K_i}, S^{\nu,i}_{K_i}),
\]
(30a)
where \( \overline{U^n_K} \) is the cell average on \( K \) at time level \( n \), \( U^{\nu,i}_{K} \) and \( U^{\nu,i}_{K_i} \) are approximations to \( U(x_{\nu,i}, t^n) \) from \( K \) and from \( K_i \) respectively. The local Lax-Friedrichs flux is
\[
\bar{F} \cdot n(U^{\nu,i}_{K}, S^{\nu,i}_{K}, U^{\nu,i}_{K_i}, S^{\nu,i}_{K_i}) = \frac{1}{2} \left[ (F(U^{\nu,i}_{K}, S^{\nu,i}_{K}) + F(U^{\nu,i}_{K_i}, S^{\nu,i}_{K_i})) \cdot n_i - \beta_i (U^{\nu,i}_{K_i} - U^{\nu,i}_{K_i}) \right],
\]
(30b)
\[
\beta_i > \max \left[ |u \cdot n_i| + \frac{1}{2 \rho^2 e} \left( \sqrt{\rho^2 |q \cdot n_i|^2 + 2 \rho^2 e \| \tau \cdot n_i - pm_i \|^2 + \rho |q \cdot n_i|} \right) \right],
\]
(30c)
where the maximum is taken over \( U^{\nu,i}_{K}, S^{\nu,i}_{K}, U^{\nu,i}_{K_i}, S^{\nu,i}_{K_i} \) for \( \nu = 1, \cdots, L \).

Next, assume there exists a quadrature on \( K \) satisfying the following properties:

1. It is exact for integrals of polynomials of degree \( k \) on \( K \).
2. The quadrature points include \( x_{\nu,i} \) for all \( \nu \) and \( i \).
3. The smallest quadrature weight must be strictly positive.

This quadrature will play the same role in two dimensions as the Gauss-Lobatto quadrature in Section 2.2 so that we can decompose the cell average as a convex combination of certain point values. The existence of such a quadrature rule is not obvious due to the third constraint above. For rectangular cells, we can use
the tensor product of Gauss quadrature and Gauss-Lobatto quadrature [17, 10]. For triangular cells, we can construct it by a Dubinar transform from rectangles to triangles [18]. For more general polygonal cells, see [22]. In [21], a more straightforward construction was discussed, but the quadrature weights for $x_{\nu,i}$ on triangles are smaller.

Assume we have a $M$-point quadrature rule satisfying the three constraints above. Let $x_{\nu,i}$ ($\nu = 1, \cdots, L, \ i = 1, \cdots, E$) and $x_{\lambda}$ ($\lambda = EL+1, \cdots, M$) denote the $M$ quadrature points on $K$. See Figure 1 for an illustration, where the red points are $x_{\nu,i}$ and blue points are $x_{\lambda}$. Let $\omega_{\nu,i}$ and $\omega_{\lambda}$ denote the corresponding normalized quadrature weights so that $\sum_{\nu=1}^{L} \sum_{i=1}^{E} \omega_{\nu,i} + \sum_{\lambda=EL+1}^{M} \omega_{\lambda} = 1$.

Consider a rectangular cell $K$ with sides parallel to $x$-axis and $y$-axis. Assume lengths of sides are $\Delta x$ and $\Delta y$. To construct a suitable quadrature, we use $U^g_K = \frac{\Delta x}{\Delta x + \Delta y} U^g_K + \frac{\Delta y}{\Delta x + \Delta y} U^d_K$. Following [17, 10], for the integral in $\Delta x \Delta y$, we can use the tensor product of $L$-point Gauss quadrature for $x$-variable and $N$-point Gauss-Lobatto quadrature for $y$-variable. For the integral in $\Delta y \Delta x$, we can use the tensor product of $L$-point Gauss quadrature for $y$-variable and $N$-point Gauss-Lobatto quadrature for $x$-variable. Take the union of these two tensor products, we get a quadrature rule needed and we have $\sum_{\nu=1}^{L} \sum_{i=1}^{E} \omega_{\nu,i} = 2 \hat{\omega}$.

Let $P_K(x)$ be the reconstruction or approximation polynomial of degree $k$ in the $(k+1)$-th order finite volume type scheme (30a), i.e., the cell average of $P_K(x)$ is $U^g_K$ and $U^{\nu,i}_K = P_K(x_{\nu,i})$. Then we have

$$U^g_K = \frac{1}{|K|} \int_K P_K(x) dV = \sum_{j=1}^{E} \sum_{\nu=1}^{L} \omega_{\nu,j} U^{\nu,i}_K + \sum_{\lambda=EL+1}^{M} \omega_{\lambda} P_K(x_{\lambda}).$$
Plugging the cell average decomposition above into (30a), we obtain,

$$
\mathbf{U}_K^{n+1} = \sum_{\lambda = EL+1}^{M} \omega_{\lambda} \mathbf{P}_K(x_{\lambda}) + \sum_{i=1}^{E} \sum_{\nu=1}^{L} \left[ \omega_{\nu,i} U_{\nu,i}^{\nu,i} - \frac{\Delta t}{|K|} w_{\nu} \mathbf{F} \cdot \mathbf{n} (U_{\nu,i}^{\nu,i}, S_{\nu,i}^{\nu,i}, U_{\nu,i}^{\nu,i}, S_{\nu,i}^{\nu,i}) \right]
$$

$$
= \sum_{\lambda = EL+1}^{M} \omega_{\lambda} \mathbf{P}_K(x_{\lambda}) + \frac{1}{2} \sum_{i=1}^{E} \sum_{\nu=1}^{L} \Delta t \left| \frac{e_i}{K} \right| w_{\nu} \beta_i \left( U_{\nu,i}^{\nu,i} - \beta_i^{-1} \mathbf{F}(U_{\nu,i}^{\nu,i}, S_{\nu,i}^{\nu,i}) \cdot \mathbf{n}_i \right)
$$

$$
+ \sum_{i=1}^{E} \sum_{\nu=1}^{L} \left[ \omega_{\nu,i} U_{\nu,i}^{\nu,i} - \frac{1}{2} \Delta t \left| \frac{e_i}{K} \right| w_{\nu} \left( \beta_i U_{\nu,i}^{\nu,i} + \mathbf{F}(U_{\nu,i}^{\nu,i}, S_{\nu,i}^{\nu,i}) \cdot \mathbf{n}_i \right) \right]
$$

$$
= \sum_{\lambda = EL+1}^{M} \omega_{\lambda} \mathbf{P}_K(x_{\lambda}) + \sum_{i=1}^{E} \sum_{\nu=1}^{L} \Lambda_{\nu,i} \beta_i \left( U_{\nu,i}^{\nu,i} - \beta_i^{-1} \mathbf{F}(U_{\nu,i}^{\nu,i}, S_{\nu,i}^{\nu,i}) \cdot \mathbf{n}_i \right)
$$

$$
+ \sum_{i=1}^{E} \sum_{\nu=1}^{L} \left( \omega_{\nu,i} - \Lambda_{\nu,i} \beta_i \right) \left[ U_{\nu,i}^{\nu,i} - \Lambda_{\nu,i} \left( \omega_{\nu,i} - \Lambda_{\nu,i} \beta_i \right)^{-1} \mathbf{F}(U_{\nu,i}^{\nu,i}, S_{\nu,i}^{\nu,i}) \cdot \mathbf{n}_i \right],
$$

(31)

where $\Lambda_{\nu,i} = \frac{1}{2} \Delta t \left| \frac{e_i}{K} \right| w_{\nu}$. Notice the fact that $\Lambda_{\nu,i} (\omega_{\nu,i} - \Lambda_{\nu,i} \beta_i)^{-1} \leq \beta_i^{-1}$ if and only if $0 \leq \Delta t \left| \frac{e_i}{K} \beta_i \leq \frac{\omega_{\nu,i}}{w_{\nu}} \right.$ By Lemma 6 in Appendix B, under the CFL constraint $\Delta t \left| \frac{e_i}{K} \max_i \beta_i \leq \min_i \frac{\omega_{\nu,i}}{w_{\nu}}$, we have

$$
U_{\nu,i}^{\nu,i} \in G \Rightarrow U_{\nu,i}^{\nu,i} \left( \omega_{\nu,i} - \Lambda_{\nu,i} \beta_i \right)^{-1} \mathbf{F}(U_{\nu,i}^{\nu,i}, S_{\nu,i}^{\nu,i}) \cdot \mathbf{n}_i \in G,
$$

$$
U_{\nu,i}^{\nu,i} \in G \Rightarrow U_{\nu,i}^{\nu,i} - \beta_i^{-1} \mathbf{F}(U_{\nu,i}^{\nu,i}, S_{\nu,i}^{\nu,i}) \cdot \mathbf{n}_i \in G.
$$

Thus we obtain the weak positivity for the high order scheme (30).

**Theorem 3.** Consider the scheme (30) with reconstruction or approximation polynomials of degree $k$. Let $N = [(k+3)/2]$. A sufficient condition for $U_j^{n+1} \in G$ is

$$
U_{\nu,i}^{\nu,i} \in G \quad \text{and} \quad \mathbf{P}_K(x_{\lambda}) \in G \quad (\lambda = EL+1, \cdots, M),
$$

(32)

under the CFL condition

$$
\Delta t \left( \frac{1}{\Delta x} + \frac{1}{\Delta y} \right) \beta_i \leq \widehat{\omega} = \frac{1}{N(N-1)}, \quad \text{on a rectangular cell } K,
$$

$$
\Delta t \left| \frac{e_i}{K} \right| \beta_i \leq \frac{2}{3} \widehat{\omega} = \frac{2}{3} \frac{1}{N(N-1)}, \quad \text{on a triangular cell } K.
$$

(33)

Following Remark 1, with the fact

$$
\sum_{\lambda = EL+1}^{M} \frac{\omega_{\lambda}}{1 - \sum_{i=1}^{E} \sum_{\nu=1}^{L} \omega_{\nu,i}} \mathbf{P}_K(x_{\lambda}) = \sum_{\lambda = EL+1}^{M} \frac{\omega_{\lambda}}{1 - 2\widehat{\omega}} \mathbf{P}_K(x_{\lambda}),
$$
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we get a weaker sufficient condition to replace (32) as,

\[
U^v_{K_i}, U^\nu_{K_i} \in G \quad \text{and} \quad \sum_{\lambda = E + 1}^M \frac{\omega_{\lambda}}{1 - 2\omega} P_K(x_{\lambda}) \in G. \tag{34}
\]

**Remark 3.** The discussion of weak positivity in this section, i.e., (31), is different from the one in [18] for triangular cells. Following the discussion in [18], we would get a constraint \(\Delta t \left( \sum_{|E|} |e_i| \beta_i \right) \leq \frac{2}{3} \tilde{\omega} \) for a triangular cell. The CFL condition (33) is certainly a better one, even though these CFL constraints are sufficient rather than necessary conditions for the weak positivity.

4. Review of the positivity-preserving limiter

To enforce the sufficient conditions for the weak positivity in Theorem 1, Theorem 2 and Theorem 3, we can use the simple positivity-preserving limiter in [17, 10, 18, 44]. In this section, we review this limiter in one dimension but all discussions can be extended to higher dimensions in a straightforward way. We will describe the limiter for DG schemes in two dimensions in Section 5.

4.1. A simple limiter to enforce bounds

We first discuss a simpler case of enforcing bounds of a piecewise polynomial approximation to a scalar function. Consider piecewise polynomials \( p_j(x) \) on each interval \( I_j = [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \) approximating a smooth function \( u(x) \). Let \( m \) and \( M \) be the minimum and the maximum of \( u(x) \), i.e., \( u(x) \in [m, M] \) for any \( x \). Assume the cell averages \( \bar{p}_j = \frac{1}{x_{j+\frac{1}{2}} - x_{j-\frac{1}{2}}} \int_{I_j} p_j(x) \, dx \in [m, M] \). If \( p_j(x) \notin [m, M] \) for some \( x \in I_j \), then we seek a modified approximation polynomial \( \tilde{p}_j(x) \) satisfying \( \tilde{p}_j(x) \in [m, M] \) for any \( x \in I_j \), with the same cell average \( \frac{1}{x_{j+\frac{1}{2}} - x_{j-\frac{1}{2}}} \int_{I_j} \tilde{p}_j(x) \, dx = \frac{1}{x_{j+\frac{1}{2}} - x_{j-\frac{1}{2}}} \int_{I_j} p_j(x) \, dx \). For instance, if \( p_j(x) \) is the \( L^2 \) projection of \( u(x) \) onto the vector space of polynomials of degree \( k \) on the \( I_j \), then we have \( \bar{p}_j \in [m, M] \) but not necessarily \( p_j(x) \in [m, M] \) for any \( x \in I_j \).

The following limiter was first discussed in [48]:

\[
\tilde{p}_j(x) = \theta [p_j(x) - \bar{p}_j] + \bar{p}_j, \quad \theta = \min \left\{ 1, \frac{M - p_j}{M_j - \bar{p}_j}, \frac{m - p_j}{m_j - \bar{p}_j} \right\}, \tag{35a}
\]

\[
M_j = \max_{x \in I_j} p_j(x), \quad m_j = \min_{x \in I_j} p_j(x). \tag{35b}
\]

It is straightforward to see that \( \tilde{p}_j(x) \in [m, M] \) for any \( x \in I_j \) and the cell average of \( \tilde{p}_j(x) \) is still \( \bar{p}_j \). On the other hand, this simple limiter does not destroy the approximation accuracy of \( p_j(x) \).

**Theorem 4.** For the modified polynomial of degree \( k \) in the limiter (35), we have \(|p_j(x) - \tilde{p}_j(x)| \leq C_k \max_{x \in I_j} |p_j(x) - u(x)| \), where \( C_k \) is a constant depending only on the polynomial degree \( k \).
Proof. We only need to discuss the case that \( p_j(x) \) is not a constant and \( \theta = \left| \frac{M - p_j}{M_j - p_j} \right| \). The other cases are similar. Since \( p_j \leq M \) and \( \bar{p}_j \leq M_j \), we have \( \theta = (M - \bar{p}_j)/(M_j - \bar{p}_j) \). Therefore,

\[
\bar{p}_j(x) - p_j(x) = \theta [p_j(x) - \bar{p}_j] + \bar{p}_j - p_j(x)
\]

\[
= (\theta - 1)[p_j(x) - \bar{p}_j]
\]

\[
= \frac{M - M_j}{M_j - \bar{p}_j}[p_j(x) - \bar{p}_j]
\]

\[
= (M - M_j)p_j(x) - \bar{p}_j.
\]

Thus \( |\bar{p}_j(x) - p_j(x)| \leq |M - M_j| \left| \frac{p_j(x) - \bar{p}_j}{M_j - \bar{p}_j} \right| \). The assumption \( \theta = \left| \frac{M - p_j}{M_j - p_j} \right| \) implies the overshoot \( M_j > M \). Suppose \( p_j(x^*) = M_j \) for some \( x^* \in I_j \), then \( u(x^*) \leq M < M_j = p_j(x^*) \). Thus we have \( |M - M_j| \leq |u(x^*) - p_j(x^*)| \leq \max_{x \in I_j} |p_j(x) - u(x)| \). We need to show \( \left| \frac{p_j(x) - \bar{p}_j}{M_j - \bar{p}_j} \right| \leq C_k \).

Consider a new polynomial \( q(x) = p_j \left( x\Delta x + x_j \frac{1}{2} \right) - \bar{p}_j \). Then \( \varpi = \int_0^1 q(x) \, dx = 0 \), \( \max_{x \in [0,1]} q(x) = \max_{x \in I_j} p_j(x) - \bar{p}_j \) and \( \min_{x \in [0,1]} q(x) = \min_{x \in I_j} p_j(x) - \bar{p}_j \).

We have

\[
\left| \frac{p_j(x) - \bar{p}_j}{M_j - \bar{p}_j} \right| = \left| \frac{q(x)}{\max_{x \in [0,1]} q(x)} \right| \leq \frac{\max_{x \in [0,1]} |q(x)|}{\max_{x \in [0,1]} |q(x)|} = \max_{x \in [0,1]} \left\{ \frac{\max_{x \in [0,1]} q(x)}{\max_{x \in [0,1]} q(x)} \right\}.
\]

Thus we only need to prove \( \frac{\max_{x \in [0,1]} |q(x)|}{\max_{x \in [0,1]} |q(x)|} \leq C_k \) or \( \frac{\min_{x \in [0,1]} q(x)}{\max_{x \in [0,1]} q(x)} \leq C_k \). For quadratic polynomials \( k = 2 \) in one dimension, \( C_k = 3 \) was proven by explicit calculations in [48]. For general \( k \) and higher dimensions, see Appendix C.

Remark 4. The proof above can be easily extended to any kind of cells in any dimensions.

In practice, the limiter (35) is not very interesting since evaluating the maximum and the minimum of a high order polynomial in (35b) is computationally demanding in high dimensions. A practical limiter is (35) with \( M_j \) and \( m_j \) redefined as

\[
\bar{p}_j(x) = \theta \left[ p_j(x) - \bar{p}_j \right] + \bar{p}_j, \quad \theta = \min \left\{ 1, \left| \frac{M - \bar{p}_j}{M_j - \bar{p}_j} \right|, \left| \frac{m - \bar{p}_j}{m_j - \bar{p}_j} \right| \right\},
\]

\[
M_j = \max_{x \in S_j} p_j(x), \quad m_j = \min_{x \in S_j} p_j(x),
\]

where \( S_j \) are Gauss-Lobatto quadrature points (16). The simplified limiter (36) was first used in [17] to enforce the sufficient conditions for the weak monotonicity in any high order finite volume schemes with monotone fluxes solving scalar conservation laws. Since (35) is a more stringent limiter than (36), Theorem 4 also applies to the simplified limiter (36).
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4.2. A simple limiter to enforce positivity

To enforce the condition (19), we can apply the limiter (36) to the density and extend such a limiter to enforce the positivity of internal energy. Let $P_j(x) = (\rho_j(x), \rho u_j(x), E_j(x))^t$ be a vector of polynomials of degree $k$ on $I_j$ with the cell average $\bar{P}_j = (\bar{\rho}_j, \bar{\rho} u_j, \bar{E}_j)^t$. Define $\bar{\rho} u_j = \bar{E}_j - \frac{1}{2} \rho u_j^2 / \bar{\rho}_j$. Assume $\bar{P}_j$ has positive density and internal energy, i.e., $\bar{\rho}_j > 0, \bar{\rho} u_j > 0$. Let $\varepsilon$ be a small positive number as the desired lower bound for density and internal energy, e.g., $\varepsilon = 10^{-8}$ or $\varepsilon = 10^{-13}$.

Numerically the set of admissible states is

$$G^c = \left\{ U = \left( \begin{array}{c} \rho \\ \rho u \\ E \end{array} \right) : \rho \geq \varepsilon, \quad \rho e(U) \geq \varepsilon. \right\}$$

Assume $\bar{P}_j \in G^c$. If $P_j(\bar{x}^\mu_j) \notin G^c$ for some $\mu = 1, \ldots, N$, then we seek a modified polynomial $\tilde{P}_j(x)$ with the same cell average so that $\tilde{P}_j(\bar{x}^\mu_j) \in G^c$ for all $\mu$.

We first modify density to enforce the positivity by,

$$\tilde{\rho}_j(x) = \theta_\rho(\rho_j(x) - \bar{\rho}_j) + \bar{\rho}_j, \quad \theta_\rho = \min \left\{ 1, \frac{\bar{\rho}_j - \varepsilon}{\min_{\mu=1,\ldots,N} \rho_j(\bar{x}^\mu_j)} \right\}.$$  \hspace{1cm} (37a)

Then let $\tilde{P}_j(x) = (\tilde{\rho}_j(x), \rho u_j(x), E_j(x))^t$. Let $\tilde{\rho} u_j(x) = E_j(x) - \frac{1}{2} \rho u_j(x)^2 / \tilde{\rho}_j(x)$.

To enforce the positivity of internal energy, we can use the simplified limiter in [44],

$$\tilde{P}_j(x) = \theta_e(\tilde{P}_j(x) - \bar{P}_j) + \bar{P}_j, \quad \theta_e = \min \left\{ 1, \frac{\bar{\rho} u_j - \varepsilon}{\min_{\mu=1,\ldots,N} \tilde{\rho} u_j(\bar{x}^\mu_j)} \right\}. \hspace{1cm} (37b)$$

By the convex combination $P_j = \sum_{\mu=1}^N \omega_\mu P_j(\bar{x}^\mu_j)$ and the Jensen’s inequality (4), we have $\min_{\mu=1,\ldots,N} \rho_j(\bar{x}^\mu_j) \leq \bar{\rho}_j$ and $\min_{\mu=1,\ldots,N} \tilde{\rho} u_j(\bar{x}^\mu_j) \leq \bar{\rho} u_j$, which implies $0 \leq \theta_\rho, \theta_e \leq 1$. By the Jensen’s inequality (4), it is straightforward to check that $P_j(\tilde{x}^\mu) \in G^c$ for $\mu = 1, \ldots, N$.

Now consider the polynomial $P_j(x)$ approximating a smooth solution $U(x) = (\rho(x), \rho u(x), E(x))^t \in G^c$ for all $x$. If $\rho(x) \geq \varepsilon$ for any $x$, then the accuracy of the limiter on density (37a) can be understood in the sense of Theorem 4.

Suppose the smooth solution $U(x)$ satisfies $\rho e(x) = E(x) - \frac{1}{2} \rho u(x)^2 / \rho(x) = \varepsilon$ for some $x$, then the limiter (37b) may induce at least a second order error $O(\Delta x^2)$ around the minimum of $\rho e(x)$, see [43] for a discussion on a similar issue when enforcing entropy bounds. In other words, (37b) is a crude limiter if the smooth solution $U(x)$ lies on the boundary of the convex set $G^c$ for some $x$.

If the internal energy of $U(x)$ is uniformly bounded away from $\varepsilon$, then (37b) is still a high order accurate limiter as $\Delta x$ goes to zero. Assume $\rho e(x) \geq \varepsilon$ for any $x$ and $m > 2 \varepsilon$. Assume $\|P_j(x) - U(x)\| = O(\Delta x^{k+1})$ for any $x$, then
\[ \| \hat{P}_j(x) - U(x) \| = \mathcal{O}(\Delta x^{k+1}) \] for any \( x \) by Theorem 4. Since \( \| P_j(x) - U(x) \| = \mathcal{O}(\Delta x^{k+1}) \), we have \( \frac{\| e \|}{\Delta x} = \frac{1}{\Delta x} \int_I e(x) \, dx = \mathcal{O}(\Delta x^{k+1}) \). Thus \( \frac{\| e \|}{\Delta x} \geq \frac{1}{2} m > \varepsilon \) if \( \Delta x \) is small enough. Without loss of generality, assume \( \theta_e = \frac{\| e \|}{\Delta x} \), then \( \hat{e}_j(x_j) < \varepsilon \) thus \( \frac{\| e \|}{\Delta x} - \hat{e}_j(x_j) > m/2 - \varepsilon > 0 \). Therefore, \( 1 - \theta_e = \frac{\| e \|}{\Delta x} - \hat{e}_j(x_j) \leq \frac{\| e \|}{\Delta x} - \hat{e}_j(x_j) \). On the other hand, \( \| \hat{P}_j(x) - U(x) \| = \mathcal{O}(\Delta x^{k+1}) \) implies the undershoot \( \hat{e}_j(x_j) - \varepsilon = \mathcal{O}(\Delta x^{k+1}) \) thus \( 1 - \theta_e = \mathcal{O}(\Delta x^{k+1}) \) if \( \Delta x \) is small enough. So we get \( \| P_j(x) - P_j(x) \| = \| (1 - \theta_e)(P_j(x) - P_j(x)) \| = \mathcal{O}(\Delta x^{k+1}) \).

In a nutshell, for smooth solutions without vacuum, i.e., the internal energy or pressure is uniformly bounded away from zero, the limiter on internal energy (37b) is a high order accurate limiter.

We remark that it is straightforward to define an optimal limiter in terms of accuracy as an optimization problem, i.e., finding a polynomial \( \hat{P}_j(x) \) to minimize \( \| \hat{P}_j(x) - P_j(x) \| \) under the constraints \( \int_I \hat{P}_j(x) \, dx = \int_I P_j(x) \, dx \) and \( \hat{P}_j(x_j) \in G^\mu \). But accurately solving such a convex optimization problem is much more computationally demanding.

4.3. An efficient implementation of the positivity-preserving limiter

In the limiter (37), we have to evaluate \( P_j(x_j) \) for \( \mu = 2, \ldots, N-2 \), which are the blue point values as illustrated in Figure 1. In two and higher dimensions, these blue point values are not needed in any standard finite volume and DG schemes. It will be a more efficient implementation if we can avoid evaluating these redundant point values in the limiter. To this end, we can enforce (29) instead of (27).

Given polynomials \( P_j(x) \) with cell averages \( P_j(x) \in G^\mu \), we seek polynomials \( P_j(x) \) with the same cell averages so that \( P_j(x) = P_j(x_j) \), where \( x_j \) is some point in the cell \( I_j \). The convex combination \( \hat{P}_j = \sum_{i=1}^{N} \lambda_i P_j(x_i) \) implies \( \hat{P}_j = \omega P_j(x_j) + \omega P_j(x_j) + (1 - 2\omega) P_j(x_j) \). Even though the value of \( x_j \) is unknown, we can compute the point value of \( P_j(x) \) at \( x_j \) as \( P_j(x_j) = \frac{1}{2} (\omega P_j(x_j) - \omega P_j(x_j)) \). We first modify density by,

\[
\hat{P}_j(x) = \min \left\{ \theta - \frac{\hat{P}_j(x) - \varepsilon}{\min x(x_j, \hat{x_j}, x_j)} \right\}, \quad (38a)
\]

Notice that we have the convex combination \( \hat{P}_j = \omega P_j(x_j) + \omega P_j(x_j) + (1 - 2\omega) P_j(x_j) \), so \( \hat{P}_j \geq \min \{ P_j(x_j), P_j(x_j), P_j(x_j) \} \) thus \( \theta \in [0, 1] \). It is straightforward to see that the limiter (38a) is a more relaxed one than (37a), thus Theorem
The internal energy function as, define the internal energy function as, 

$$
\Psi(\mathbf{U}) = E - \frac{1}{2} \frac{\rho_{u}^{2}}{\rho}.
$$

The internal energy of the vector \( \bar{\mathbf{P}}_{j}(x_{j}^{**}) \) is denoted by \( \bar{\rho}_{e}(x_{j}^{**}) = \Psi \left( \bar{\mathbf{P}}_{j}(x_{j}^{**}) \right) \). To enforce the positivity of internal energy, we define a limiter as,

$$
\bar{\mathbf{P}}_{j}(x) = \theta_{e}(\bar{\mathbf{P}}_{j}(x) - \bar{\mathbf{P}}_{j}) + \bar{\mathbf{P}}_{j}, \quad \theta_{e} = \min \left\{ 1, \frac{\sqrt{\rho_{e}(x)}}{\min_{x \in \{x_{j}^{1}, x_{j}^{N}, x_{j}^{*}\}} \bar{\rho}_{e}(x)} \right\}.
$$

(38b)

Since the cell average of \( \bar{\mathbf{P}}_{j}(x) \) is still \( \bar{\mathbf{P}}_{j} \), we have the convex combination

$$
\bar{\mathbf{P}}_{j} = \sum_{\mu=1}^{N} \frac{\omega_{\mu}}{\sum_{\mu=1}^{N} \omega_{\mu}} \bar{\mathbf{P}}_{j}(x_{j}^{\mu}) = \omega_{\mu} \bar{\mathbf{P}}_{j}(x_{j}^{\mu}) + (1 - \omega_{\mu}) \bar{\mathbf{P}}_{j}(x_{j}^{*}).
$$

The Jensen’s inequality (4) implies,

$$
\rho_{e}(x_{j}) \geq \omega_{\mu} \bar{\rho}_{e}(x_{j}^{\mu}) + (1 - \omega_{\mu}) \bar{\rho}_{e}(x_{j}^{*}).
$$

So \( \overline{\rho_{e}}_{j} \geq \min \{ \bar{\rho}_{e}(x_{j}^{1}), \bar{\rho}_{e}(x_{j}^{N}), \bar{\rho}_{e}(x_{j}^{*}) \} \) thus \( \theta_{e} \in [0, 1] \). It is straightforward to see that the limiter (38b) is a more relaxed one than (37b) because of \( \bar{\rho}_{e}(x_{j}^{**}) \geq \sum_{\mu=2}^{N-1} \frac{\omega_{\mu}}{\sum_{\mu=1}^{N} \omega_{\mu}} \bar{\rho}_{e}(x_{j}^{\mu}) \) implied by the Jensen’s inequality (4). Therefore, (38b) is also a high order accurate limiter for approximating a smooth solution \( \mathbf{U}(x) \) with \( \rho_{e}(x) \) having a positive uniform lower bound.

Moreover, it is straightforward to check \( \bar{\mathbf{P}}_{j}(x_{j}^{1}), \bar{\mathbf{P}}_{j}(x_{j}^{N}) \in G^{*} \). Let \( \bar{\mathbf{P}}_{j}(x) = \)
\((\tilde{\rho}_j(x), \tilde{\rho}u_j(x), \tilde{E}_j(x))^t\) and \(\tilde{\rho}e_j(x) = \tilde{E}_j(x) - \frac{1}{2} \tilde{\rho}u_j(x)^2 / \tilde{\rho}_j(x)\). Then we have

\[
\Psi \left( \sum_{\mu=2}^{N-1} \hat{\omega}_{\mu} \tilde{P}_j(\tilde{x}_j^\mu) \right) = \Psi \left( \sum_{\mu=2}^{N-1} \hat{\omega}_{\mu} \left[ \theta_e (\tilde{P}_j(\tilde{x}_j^\mu) - \tilde{P}_j) + \tilde{P}_j \right] \right)
\]

\[
= \Psi \left( \theta_e \left[ \sum_{\mu=2}^{N-1} \hat{\omega}_{\mu} \tilde{P}_j(\tilde{x}_j^\mu) - \tilde{P}_j \right] + \tilde{P}_j \right)
\]

\[
= \Psi \left( \theta_e \left[ \tilde{P}_j(x_j^{**}) - \tilde{P}_j \right] + \tilde{P}_j \right)
= \Psi \left( \theta_e \tilde{P}_j(x_j^{**}) + (1 - \theta_e) \tilde{P}_j \right) \geq \theta_e \Psi \left( \tilde{P}_j(x_j^{**}) \right) + (1 - \theta_e) \Psi (\tilde{P}_j) \geq \theta_e \tilde{\rho}e_j (x_j^{**}) + (1 - \theta_e) \tilde{\rho}_j \geq \varepsilon.
\]

Therefore, the limiter (38) returns a \(\tilde{P}_j(x)\) satisfying the condition (29) without evaluating the point values at \(\tilde{x}_j^\mu\) for \(\mu = 2, \cdots, N-2\).

5. Implementation of positivity-preserving high order DG schemes

5.1. DG schemes

For solving the compressible Navier-Stokes system (1), there are quite a few very different DG type schemes, e.g., the pioneering work by Bassi and Rebay [33, 34], the scheme by Baumann and Oden [35], Compact DG [36], correction procedure via reconstruction (CPR) [37, 38], Hybrid DG [39] and Embedded DG [40], etc. In this paper, we focus on the mixed finite element formulation (10) used in [33, 34]. Let \(\mathbf{F} = \mathbf{F}^a - \mathbf{F}^d\) and \(\mathbf{F} \cdot \mathbf{n} = \mathbf{F}^a \cdot \mathbf{n} - \mathbf{F}^d \cdot \mathbf{n}\), then (10) becomes

\[
\left\{ \begin{array}{l}
\int_K S_h \phi_h \, dV = - \int_K U_h \nabla \phi_h \, dV + \int_{\partial K} \hat{\mathbf{U}} \mathbf{n} \phi_h \, ds \\
\int_K \frac{d}{dt} U_h \psi_h \, dV = \int_K \mathbf{F} \nabla \cdot \psi_h \, dV - \int_{\partial K} \hat{\mathbf{F}} \cdot \mathbf{n} \psi_h \, ds \end{array} \right.,
\]

where \(U_h\) and \(S_h\) are vectors of polynomials of degree \(k\) and \(\phi_h\) and \(\psi_h\) are the polynomial of degree \(k\) test functions defined on \(K\), which is a two-dimensional cell as illustrated in Figure 4.

For evaluating the flux \(\mathbf{F}^d(\mathbf{U}, \mathbf{S})\) in (2), we need to compute the derivatives of velocity and internal energy based on the derivatives of the conserved variables, which can be done by the following formulas obtained from applying product and quotient rules to \(\rho u\) and \(e = \frac{1}{\rho} \left( E - \frac{1}{2} \rho u^2 - \frac{1}{2} \rho v^2 \right) = \frac{E}{\rho} - \frac{1}{2} u^2 - \frac{1}{2} v^2\):

\[
u_x = \frac{1}{\rho} \left[ (\rho u)_x - \rho_x u \right], \quad e_x = \frac{1}{\rho^2} \left[ E \rho - \rho_x E \right] - uu_x - vv_x.
\]

Assume we use the \(L\)-point Gauss quadrature for each edge \(e_i\) in integrals along \(\partial K\). Let \(w_{\nu} (\nu = 1, \cdots, L)\) denotes the \(L\)-point Gauss quadrature weights.
on interval \([-\frac{1}{2}, \frac{1}{2}]\), so that \(\sum_{\nu=1}^{L} w_{\nu} = 1\). Let \(x_{\nu,i}\) denote the \(\nu\)-th Gauss quadrature point on the \(i\)-th edge. Let \(U_K(x)\) and \(U_{K_i}(x)\) denote the solution polynomials restricted on the elements \(K\) and \(K_i\) respectively, i.e., \(U_K(x) = U_h(x)|_K\) and \(U_{K_i}(x) = U_h(x)|_{K_i}\). Let \(U_{K_i}^{\nu,i} = U_K(x_{\nu,i})\) and \(U_{K_i}^{\nu,i} = U_K(x_{\nu,i})\). Replacing the line integrals by Gauss quadrature, we obtain

\[
\begin{align*}
\int_K S_h \phi_h \, dV &= - \int_K U_h \nabla \phi_h \, dV + \sum_{i=1}^{E} |e_i| \sum_{\nu=1}^{L} w_{\nu} \tilde{U} \phi_h(x_{\nu,i}) \\
\int_K \frac{d}{dt} U_h \psi_h \, dV &= \int_K \nabla \cdot \psi_h \, dV - \sum_{i=1}^{E} |e_i| \sum_{\nu=1}^{L} w_{\nu} \tilde{F} \cdot n(U_{K_i}^{\nu,i}, S_{K_i}, U_{K_i}^{\nu,i}, S_{K_i}) \psi_h(x_{\nu,i})
\end{align*}
\]

Following [33], the numerical flux \(\tilde{U} \phi_h\) in (40) can be taken as a centered one

\[
\tilde{U} (U_{K_i}^{\nu,i}, U_{K_i}^{\nu,i}) = \frac{1}{2} (U_{K_i}^{\nu,i} + U_{K_i}^{\nu,i}) n.
\]

To render the high order DG scheme satisfying the weak positivity property, the numerical flux \(\tilde{F} \cdot n = \tilde{F}^a \cdot n - \tilde{F}^d \cdot n\) should be positivity-preserving. For instance, \(\tilde{F}^a \cdot n\) can be any positivity-preserving flux for compressible Euler equations and \(\tilde{F}^d \cdot n\) can be taken as one similar to (22). For simplicity, we simply use the local Lax-Friedrichs type positivity-preserving flux (30b) and (30c).

By setting the test function \(\psi_h \equiv 1\) in the scheme (40), we obtain the scheme satisfied by the cell averages, the forward Euler discretization of which is precisely (30a). Thus Theorem 3 also applies to the high order DG scheme (40) with the flux (30b) and (30c).

5.2. The positivity-preserving limiter in two dimensions

To enforce the condition in (34) in Theorem 3, we can use the limiter as described in Section 4.3 to avoid evaluating point values at highly redundant blues points as illustrated in Figure 1. Let \(P_K(x) = (\rho_K(x), \mu_K(x), E_K(x))^t\) denote the DG polynomial on the element \(K\). Assume its cell average \(\bar{P}_K\) \((\bar{\rho}_K, \bar{\mu}_K, \bar{E}_K)^t \in G^e\). Let \(x^m(m = 1, \cdots, P)\) be quadrature points used for computing integrals \(\int_K \nabla \cdot \psi_h \, dV\) in the scheme (40). In practice, it is also preferred to have \(P_K(x^m) \in G^e\). To this end, we can include the points \(x^m(m = 1, \cdots, P)\) in the positivity-preserving limiter.

By the Mean Value Theorem, there exists \(x^* \in K\) such that

\[
\rho_K(x^*) = \sum_{\lambda = EM+1}^{M} \frac{1}{1 - 2\pi} \rho_K(x_\lambda).
\]

Let

\[
S_p = \{x_{\nu,i} : \nu = 1, \cdots, L; i = 1, \cdots, E\} \cup \{x^m : m = 1, \cdots, P\} \cup \{x^*, x^*\}.
\]
In other words, the set $S_\rho$ contains $x^*$ and all quadrature points for computing line integrals along $\partial K$ and double integrals over $K$ in the DG scheme (40). Given only point values of $\rho_K(x)$ at $x_{\nu,i}(\nu = 1, \cdots, L; i = 1, \cdots, E)$ and $x^m(m = 1, \cdots, P)$, we can compute

$$\rho_K(x^*) = \frac{1}{1-2\omega} \left( \frac{\bar{\rho}_K - \sum_{\nu=1}^E \omega_{\nu,i}}{\psi_{\nu,i}} \right),$$

and

$$\hat{\rho}_K(x) = \theta_{\rho}(\rho_K(x) - \bar{\rho}_K) + \bar{\rho}_K, \quad \theta_{\rho} = \min \left\{ 1, \frac{\bar{\rho}_K - \varepsilon}{\rho_{\min} - \bar{\rho}_K} \right\}. \quad (41a)$$

Let $\hat{P}_K(x) = (\hat{\rho}_K(x), \rho u_K(x), E_K(x))^t$. Let $\hat{\rho}_K(x) = E_K(x) - \frac{1}{2}\|\rho u_K(x)\|^2/\hat{\rho}_K(x)$ where $\|\cdot\|$ denotes the standard $L^2$ norm of a vector. By abusing the notation, we define

$$P_K(x^{**}) = \sum_{\lambda = EM+1}^M \frac{\omega_{\lambda}}{1 - 2\omega} \hat{P}_K(x_{\lambda}),$$

even though the point $x^{**}$ may not exist. Let

$$S_e = \{ x_{\nu,i} : \nu = 1, \cdots, L; i = 1, \cdots, E \} \cup \{ x^m : m = 1, \cdots, P \} \cup \{ x^{**} \}.$$

Define $\hat{\rho}_{e,K} = \frac{E_K - \frac{1}{2}\|\rho u_K\|^2}{\hat{\rho}_K}$. Given only point values of $\hat{\rho}_{e,K}(x)$ at $x_{\nu,i}(\nu = 1, \cdots, L; i = 1, \cdots, E)$ and $x^m(m = 1, \cdots, P)$, we can compute

$$\hat{P}(x^{**}) = \frac{1}{1 - 2\omega} \left( P_K - \sum_{\nu=1}^E \sum_{i=1}^L \omega_{\nu,i} \hat{P}_K(x_{\nu,i}) \right),$$

and

$$\hat{P}_K(x) = \theta_{e}(\hat{P}_K(x) - P_K) + P_K, \quad \theta_{e} = \min \left\{ 1, \frac{\hat{\rho}_{e,K} - \varepsilon}{\rho_{\min} - \hat{\rho}_{e,K}(x)} \right\}. \quad (41b)$$

5.3. Time discretizations

We discretize the semi-discrete DG scheme (40) in time by a SSP Runge-Kutta method. Let $\frac{d}{dt} U_h = L(U_h)$ denote (40), then the third order SSP Runge-Kutta method used in this paper is given by,

$$\begin{align*}
U_h^{(1)} &= U_h^n + \Delta t L(U_h^n), \\
U_h^{(2)} &= \frac{3}{4}U_h^n + \frac{1}{4}(U_h^{(1)} + \Delta t L(U_h^{(1)})), \\
U_h^{n+1} &= \frac{1}{3}U_h^n + \frac{2}{3}(U_h^{(2)} + \Delta t L(U_h^{(2)})) .
\end{align*} \quad (42)$$

By Theorem 3, the DG scheme with forward Euler is positivity-preserving under the suitable CFL condition (33) with $\beta_i$ defined in (30c). But we should not simply use a time step suggested by (33) for compressible Navier-Stokes equations due to the following reasons:
1. The constraint (33) may not be a necessary condition for $\mathbf{U}_K^{n+1} \in G$ in practice.

2. To enforce (33) for three stages in (42), we need to estimate $\max_i \beta_i$ for each stage. Given DG solutions $\mathbf{U}_K^n$ at time step $n$, it is hard to accurately estimate $\max_i \beta_i$ with $\beta_i$ defined in (30c) for the two inner time stages $\mathbf{U}_h^{(1)}$ and $\mathbf{U}_h^{(2)}$ in a third order Runge-Kutta method.

3. Artificial stiffness may result in unnecessarily small time steps. The wave speed $\sqrt{\frac{\gamma E}{\rho}}$ for the ideal gas EOS may not be accurately evaluated numerically for low density or low pressure problems as explained in the introduction. Another type of artificial stiffness may emerge near a very strong shock. Notice that $\mathbf{r}$ and $\mathbf{q}$ defined in (2) contains the derivatives of $\mathbf{U}$, which are not well defined near discontinuities of $\mathbf{U}$. Numerically $\mathbf{r}$ and $\mathbf{q}$ could contain huge numbers near strong shocks, thus $\beta_i$ computed in (30c) might be a huge number, which is still necessary in the preserving-positivity flux though. But the time step computed by (33) could be unnecessarily small for preserving positivity.

4. For smooth solutions, (33) is inconsistent with a time step implied by the linear stability analysis. See Remark 2.

Instead, we can use the following simple time-stepping strategy: for each Runge-Kutta step, start with some desired time step, then restart the computation with a time step halved when negative cell averages emerge in any stage of Runge-Kutta. This ad hoc approach can be applied to any scheme, but Theorem 3 ensures that there will be no endless loops for such a positivity-preserving scheme. In other words, the recomputation will be ended at least when $\Delta t$ is small enough to satisfy (33) for each of the three time stages. For high order schemes, it is nontrivial to find the largest time step for positivity to hold, see [49] for such an effort.

We implement the positivity-preserving high order DG scheme (40) using the flux (30b) and (30c) with the third order SSP Runge-Kutta (42) for equations (2) as follows:

1. At time level $n$, in each cell $K$, we are given DG polynomials $\mathbf{U}_K^n(\mathbf{x})$ with the cell average $\overline{\mathbf{U}}_K^n \in G^\varepsilon$, where $\varepsilon$ be a parameter of desired lower bound for density and internal energy, e.g., $\varepsilon = 10^{-13}$ or $\varepsilon = \min\{10^{-13}, p_K, \rho e_K\}$. Apply the limiter (41) to $\overline{\mathbf{U}}_K^n(\mathbf{x})$ and we obtain $\tilde{\mathbf{U}}_K^n(\mathbf{x})$.

2. Compute the wave speed $\alpha_i = \max_{\nu=1, \cdots, L} \max_{K_i} \frac{\langle \mathbf{u} \cdot \mathbf{n}_i \rangle + \sqrt{\frac{\gamma E}{\rho}}}{\max_{\nu=1, \cdots, L} \max_{K_i} \frac{\langle \mathbf{u} \cdot \mathbf{n}_i \rangle + \sqrt{\frac{\gamma E}{\rho}}}{\max_{\nu=1, \cdots, L} \max_{K_i} \frac{\langle \mathbf{u} \cdot \mathbf{n}_i \rangle + \sqrt{\frac{\gamma E}{\rho}}}}}$ for the ideal gas EOS (2c), and $\alpha_i > \max_{\nu=1, \cdots, L} \max_{K_i} \frac{\langle \mathbf{u} \cdot \mathbf{n}_i \rangle + \sqrt{\frac{\gamma E}{\rho}}}{\max_{\nu=1, \cdots, L} \max_{K_i} \frac{\langle \mathbf{u} \cdot \mathbf{n}_i \rangle + \sqrt{\frac{\gamma E}{\rho}}}}$ for a generic EOS based on $\tilde{\mathbf{U}}_K^n(\mathbf{x})$ for each edge in the mesh. Let $\alpha^* = \max_i \alpha_i$ where the maximum is taken over all edges in the mesh. For each cell $K$, let $e_K$ denote its longest edge. By abusing notation, let $\Delta x = \min_K \frac{|K|}{e_K}$
in a triangular mesh. Set the time step
\[ \Delta t = \min \left\{ \frac{a}{\alpha^*} \Delta x, b \Re \Delta x^2 \right\}, \]  
(43)
where \(a\) and \(b\) are two parameters. For instance, (33) implies we can set
\(a = \frac{2}{3} \hat{\omega}\) for a triangular cell \(K\). Since we do not enforce (33) by using
(43), we may use larger \(a\), e.g., \(a = 2 \hat{\omega}\). We choose not to use a time step
dependent on \(\beta_i\) defined in (30c) mainly because of the artificial stiffness
for strong shocks.

3. Compute the first stage based on \(\tilde{U}_n^K(x)\), denoted by \(U^{(1)}_K\).
   • If the cell averages \(\bar{U}^{(1)}_K \in G^\varepsilon\), then proceed to next step.
   • Otherwise, then recompute the first stage with either a halved time
     step or the stringent CFL (33), e.g., \(\Delta t = \frac{2}{3} \frac{\hat{\omega}}{\beta^*} \Delta x\) for a triangular
     mesh where \(\beta^* = \max_i \beta_i\) with \(\beta_i\) defined in (30c). Notice that
     Theorem 3 guarantees that the cell averages \(\bar{U}^{(1)}_K \in G^\varepsilon\) if (33) is
     used.

4. Given the DG polynomials \(U^{(1)}_K(x)\) with cell averages \(\bar{U}^{(1)}_K \in G^\varepsilon\), apply
   the limiter (41) to \(\bar{U}^{(1)}_K(x)\) and we obtain \(\tilde{U}^{(1)}_K(x)\). Compute the second
   stage \(U^{(2)}_K\) based on \(\tilde{U}^{(1)}_K(x)\).
   • If the cell averages \(\bar{U}^{(2)}_K \in G^\varepsilon\), then proceed to next step.
   • Otherwise, then return to Step 3 and restart the computation with
     a time step halved. Notice that even if the time step (33) is used in
     Step 3, there is no guarantee that \(\bar{U}^{(2)}_K \in G^\varepsilon\) because (33) is based
     on \(\tilde{U}^{(1)}_K\) rather than \(\bar{U}^{(1)}_K\).

5. Given the DG polynomials \(U^{(2)}_K(x)\) with cell averages \(\bar{U}^{(2)}_K \in G^\varepsilon\), apply
   the limiter (41) to \(U^{(2)}_K(x)\) and we obtain \(\tilde{U}^{(2)}_K(x)\). Compute \(U^{n+1}_K(x)\).
   • If the cell averages \(\bar{U}^{n+1}_K \in G^\varepsilon\), then computation to time step \(n + 1\)
     is done.
   • Otherwise, then return to Step 3 and restart the computation with
     a time step halved.

6. Numerical tests

6.1. Preliminaries

We test the high order DG schemes (40) with the positivity-preserving local
Lax-Friedrichs type flux (30b) and (30c) and the third order SSP Runge-Kutta
(42) for the two-dimensional compressible Navier-Stokes equations with the ideal
gas EOS (2) and its one-dimensional version (A.1). We use \(P^k\) or \(Q^k\) basis on
rectangular cells and \(P^k\) basis on triangular cells, where \(P^k\) denotes polynomials
of degree $k$ and $Q^k$ denotes tensor products of one-dimensional polynomials of degree $k$.

In the equations (2) and (A.1), we set the parameters as $\gamma = 1.4$, $\eta = \frac{4}{3}$ and $Pr = 0.72$.

In the evaluation of the flux function $F$, we need to compute $u = \frac{\rho u}{\rho}$ and (39) with density in the denominator, we may encounter numerical problems if density is close to zero. To this end, if $\rho < \varepsilon^*$ where $\varepsilon^*$ is a small positive number, we need to modify the definition of velocity and (39). In the following numerical tests, we use $\varepsilon^* = 10^{-8}$ and an ad hoc modification by setting velocity, internal energy and their derivatives as zero when $\rho < \varepsilon^*$.

In all numerical tests in this section, only the positivity-preserving limiter (41) is used. For the compressible Euler equations, i.e., (2) with $Re = \infty$, high order DG schemes with only the positivity-preserving limiter in general may produce highly oscillatory numerical solutions, thus other type of limiters [45, 46, 47] should also be used to reduce oscillations. For the compressible Navier-Stokes equations, as we will see in the following examples, high order DG schemes with only the positivity-preserving limiter can produce satisfying non-oscillatory solutions when the mesh size is small enough or polynomial basis order is high enough so that the nonlinear diffusion is accurately resolved.

6.2. One-dimensional case

Example 1. Accuracy test of the positivity-preserving flux for compressible Navier-Stokes equations. We test the accuracy of one-dimensional DG scheme with the positivity-preserving flux (25b) and (25c) for the equations (A.1) with $Re = 100$. We compare it with the central flux for the diffusion $F^d$ used in [33], i.e., we can use the local Lax-Friedrichs flux for convection (15b) and (15c), and the central flux for diffusion $\hat{F}^d(U^-_{j+\frac{1}{2}}, S^-_{j+\frac{1}{2}}, U^+_{j+\frac{1}{2}}, S^+_{j+\frac{1}{2}}) = \frac{1}{2} [F^d(U^-_{j+\frac{1}{2}}, S^-_{j+\frac{1}{2}}) + F^d(U^+_{j+\frac{1}{2}}, S^+_{j+\frac{1}{2}})]$. The initial data is $\rho = 1$, $u = 0$, $E = \frac{12}{15} + \frac{1}{8} \exp(-4 \cos x^2)$. Boundary conditions are periodic on the interval $[0, 2\pi]$. Reference solution was generated by a Fourier collocation spectral method using 1024 points. $L^\infty$ error over $k+1$ Gauss-Lobatto quadrature points in each cell at time $T = 0.1$ is listed in Table 1. The difference in $L^2$ errors between the two schemes is less than 0.1%.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$h$</th>
<th>$h/2$ order</th>
<th>$h/4$ order</th>
<th>$h$</th>
<th>$h/2$ order</th>
<th>$h/4$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.92E-2</td>
<td>3.43E-3</td>
<td>4.45E-4</td>
<td>2.94</td>
<td>1.92E-2</td>
<td>3.43E-3</td>
</tr>
<tr>
<td>3</td>
<td>2.10E-3</td>
<td>4.78E-4</td>
<td>3.67E-5</td>
<td>3.70</td>
<td>2.10E-3</td>
<td>4.78E-4</td>
</tr>
<tr>
<td>4</td>
<td>1.51E-3</td>
<td>5.29E-5</td>
<td>4.84</td>
<td>4.84</td>
<td>1.51E-3</td>
<td>5.29E-5</td>
</tr>
<tr>
<td>5</td>
<td>2.49E-4</td>
<td>5.33E-6</td>
<td>5.39</td>
<td>5.39</td>
<td>2.49E-4</td>
<td>5.33E-6</td>
</tr>
</tbody>
</table>
Example 2. The Lax shock tube problem. We test the performance of the positivity-preserving DG scheme for the Lax shock tube problem. The initial condition can be found in [50]. See Figure 5 for the numerical solutions for compressible Euler equations, where oscillations can be observed. See Figure 6 for the numerical solutions for compressible Navier-Stokes equations, where the reference solution was generated by the second order finite difference scheme discussed in Appendix A using a fifth order positivity-preserving WENO flux for $F^a$ in [51] with the second order approximation for diffusion on a mesh of 64000 grid points. For compressible Euler equations, the time step (43) for this example is replaced by $\Delta t = \frac{1}{4} \frac{1}{N(N-1)} \frac{1}{\alpha} \Delta x$. For compressible Navier-Stokes equations, the two parameters in the time step (43) for this example are set as $a = \frac{1}{4} \frac{1}{N(N-1)}$ and $b = 0.001$.

Example 3. Double rarefaction. This is a Riemann problem with the initial condition as
\[
\begin{pmatrix}
\rho \\
u \\
p
\end{pmatrix} = \begin{pmatrix} 7 \\ -1 \\ 0.2 \end{pmatrix} \quad \text{if} \quad x \leq 0; \quad \begin{pmatrix}
\rho \\
u \\
p
\end{pmatrix} = \begin{pmatrix} 7 \\ 1 \\ 0.2 \end{pmatrix} \quad \text{if} \quad x > 0.
\]
The exact solution for the compressible Euler equations contains zero density and zero pressure, see [10, 44]. See Figure 7 for the numerical solutions for compressible Navier-Stokes equations with $Re = 1000$, which contains low density and low pressure. The reference solution was generated by the second order finite difference scheme discussed in the Appendix Appendix A on a mesh of 32000 points. The two parameters in the time step (43) for this example are set as $a = \frac{1}{4} \frac{1}{N(N-1)}$ and $b = 0.001$.

6.3. Two-dimensional case

Example 4. An accuracy test of the positivity-preserving limiter. Consider an isentropic vortex evolution problem for 2D Euler equations, i.e., (2) with $Re = \infty$, and the following exact solution: $\rho^{(\gamma-1)} = 1 - \frac{(\gamma-1)^2}{8\gamma^2} \exp(1 - r^2), p = \rho^\gamma, u = 1 - \frac{\gamma}{2\pi} \exp(0.5(1 - r^2)(y - 5 - t)), v = 1 + \frac{\gamma}{2\pi} \exp(0.5(1 - r^2)(x - 5 - t))$, where $r^2 = (x - 5 - t)^2 + (y - 5 - t)^2$ and the vortex strength $\epsilon$ is a constant. We test the accuracy of the positivity-preserving limiter (41) on DG schemes at time $T = 0.1$ on uniform rectangular meshes and unstructured triangular meshes for a square $[0, 10] \times [0, 10]$. The vortex strength is taken as $\epsilon = 9.5$ and the lowest density and pressure of the exact solution is $4.22 \times 10^{-3}$ and $4.74 \times 10^{-4}$ respectively. We check the error for the $\alpha$-optimized nodal values [52] in each triangular cell and $(k + 1)^2$ uniform grid point values in each rectangular cell in the region $[2, 8] \times [2, 8]$ for polynomials of degree $k$. See Table 2 and Table 3, where $L^1$ error is defined as the average of the magnitude of errors over these points.

Example 5. An accuracy test of the positivity-preserving flux for compressible Navier-Stokes equations. Consider the compressible Navier-Stokes
Figure 5: Example 2. DG using $P^k$ basis with only the positivity-preserving limiter on 200 uniform cells for compressible Euler equations. Only cell averages are plotted.
Figure 6: Example 2. DG using $P^k$ basis with only the positivity-preserving limiter on 200 uniform cells for compressible Navier-Stokes equations. Only cell averages are plotted.
Figure 7: Example 3. DG with $P^k$ basis for 1D double rarefaction wave, $\text{Re} = 1000$. Only cell averages are plotted.
Table 2: Example 4. $L^1$ error in total energy for positivity-preserving DG schemes with $P^k$ basis on unstructured triangular meshes. The mesh sizes of three unstructured triangular meshes are around $h, h/2$ and $h/4$ respectively, where $h = 10^{16}$.

<table>
<thead>
<tr>
<th>k</th>
<th>Mesh1</th>
<th>Mesh2</th>
<th>order</th>
<th>Mesh3</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.86E-3</td>
<td>3.70E-4</td>
<td>2.95</td>
<td>5.11E-5</td>
<td>2.86</td>
</tr>
<tr>
<td>3</td>
<td>3.87E-4</td>
<td>2.30E-5</td>
<td>4.08</td>
<td>1.49E-6</td>
<td>3.94</td>
</tr>
<tr>
<td>4</td>
<td>5.29E-5</td>
<td>1.68E-6</td>
<td>4.98</td>
<td>5.92E-8</td>
<td>4.83</td>
</tr>
<tr>
<td>5</td>
<td>7.68E-6</td>
<td>1.20E-7</td>
<td>6.00</td>
<td>1.84E-9</td>
<td>6.03</td>
</tr>
</tbody>
</table>

Table 3: Example 4. $L^1$ error in total energy for positivity-preserving DG schemes with $P^k$ basis on uniform rectangular meshes. The mesh size $h = 10^{16}$.

<table>
<thead>
<tr>
<th>k</th>
<th>h</th>
<th>h/2</th>
<th>order</th>
<th>h/4</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.35E-3</td>
<td>4.35E-4</td>
<td>2.95</td>
<td>5.51E-5</td>
<td>2.98</td>
</tr>
<tr>
<td>3</td>
<td>1.61E-3</td>
<td>5.19E-5</td>
<td>4.96</td>
<td>2.79E-6</td>
<td>4.22</td>
</tr>
<tr>
<td>4</td>
<td>5.11E-4</td>
<td>4.88E-6</td>
<td>6.71</td>
<td>1.64E-7</td>
<td>4.90</td>
</tr>
<tr>
<td>5</td>
<td>2.50E-5</td>
<td>4.76E-7</td>
<td>5.71</td>
<td>8.58E-9</td>
<td>5.79</td>
</tr>
</tbody>
</table>

equations (2) with the initial condition: $\rho = 1$, $u = v = 0$, $E = \frac{12}{7-1} + \frac{1}{2} \exp(-4\cos(\frac{x}{2})^2) - 4\cos(\frac{y}{2})^2$ and periodic boundary conditions. on the domain $[0, 2\pi] \times [0, 2\pi]$. The reference solution was generated by a Fourier collocation spectral method on a 512 × 512 grid.

For compressible Euler equations, the time step (43) for this example is replaced by $\Delta t = \frac{\frac{1}{2} N(N-1)}{a} \Delta x$ on uniform rectangular meshes with $\Delta x = \Delta y$, and by $\Delta t = \frac{\frac{1}{2} N(N-1)}{a} \Delta x$ on unstructured triangular meshes (where $\Delta x = \min_{K} \frac{|K|}{eK}$). For compressible Navier-Stokes equations, the two parameters in the time step (43) for this example are set as $a = \frac{1}{2} N(N-1)$ and $b = 0.001$ on uniform rectangular meshes, and $a = \frac{1}{4} N(N-1)$ and $b = 1$ on unstructured triangular meshes.

For $P^k$ basis and $Q^k$ basis on rectangles, $L^\infty$ error is defined as the maximum pointwise error for uniform $(k+1)^2$ points in each cell. For $P^k$ basis on triangles, $L^\infty$ error is defined as the maximum pointwise error for the $\alpha$-optimized nodal values [52] in each triangle. See the errors at time $T = 0.1$ in Table (4).

Example 6. Sedov blast wave. We use a uniform 160 × 160 rectangular mesh for the domain $[0, 1.1] \times [0, 1.1]$. The initial condition is set up as piecewise constants: density is constant 1 and velocity is zero everywhere; the pressure is $10^{-5}$ on all cells except the one in the lower left corner; the total energy in the cell of lower left corner is $0.244816/\Delta x^2$ where the mesh size $\Delta x = \frac{1}{160}$. The physical meaning of this initial condition for compressible Navier-Stokes system is very limited. Nonetheless, this is a good low density and low pressure test for a positivity-preserving scheme.

The boundary conditions for the left and bottom edges of the domain is re-
Table 4: Example 5. $L^\infty$ error in total energy for DG schemes with the positivity-preserving flux (30b) and (30c) on uniform rectangular meshes and unstructured triangular meshes. The mesh size for the coarsest uniform rectangular mesh is $h = \frac{2\pi}{8}$. The maximum edge length in three unstructured triangular meshes are around $h$, $h/2$ and $h/4$ respectively.

<table>
<thead>
<tr>
<th>$P^k$ basis on rectangular meshes</th>
<th>$Euler$ equations, i.e., $Re = \infty$</th>
<th>$Navier-Stokes$ equations, $Re = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$h$</td>
<td>$h/2$</td>
</tr>
<tr>
<td>2</td>
<td>1.19E-2</td>
<td>2.72E-3</td>
</tr>
<tr>
<td>3</td>
<td>5.14E-3</td>
<td>3.01E-4</td>
</tr>
<tr>
<td>4</td>
<td>6.31E-4</td>
<td>4.17E-5</td>
</tr>
<tr>
<td>5</td>
<td>1.91E-4</td>
<td>3.62E-6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$Q^k$ basis on rectangular meshes</th>
<th>$Euler$ equations, i.e., $Re = \infty$</th>
<th>$Navier-Stokes$ equations, $Re = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$h$</td>
<td>$h/2$</td>
</tr>
<tr>
<td>2</td>
<td>6.52E-3</td>
<td>1.49E-3</td>
</tr>
<tr>
<td>3</td>
<td>2.76E-3</td>
<td>1.23E-4</td>
</tr>
<tr>
<td>4</td>
<td>1.04E-4</td>
<td>1.09E-5</td>
</tr>
<tr>
<td>5</td>
<td>4.66E-5</td>
<td>5.54E-7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P^k$ basis on unstructured triangular meshes</th>
<th>$Euler$ equations, i.e., $Re = \infty$</th>
<th>$Navier-Stokes$ equations, $Re = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$Mesh_1$</td>
<td>$Mesh_2$</td>
</tr>
<tr>
<td>2</td>
<td>1.29E-2</td>
<td>1.54E-3</td>
</tr>
<tr>
<td>3</td>
<td>1.52E-3</td>
<td>1.30E-4</td>
</tr>
<tr>
<td>4</td>
<td>3.25E-4</td>
<td>1.10E-5</td>
</tr>
<tr>
<td>5</td>
<td>3.90E-5</td>
<td>8.56E-7</td>
</tr>
</tbody>
</table>

Reflective, defined as follows: we extend the density, total energy and tangential velocity of $U_h$ in (40) as an even function across the boundary and extend the normal velocity of $U_h$ as an odd function across the boundary. For the auxiliary variable $S_h$ in (40) approximating derivatives of the conserved variables, we also need to specify the boundary conditions. We extend the tangential derivatives of conserved variables as an even function across the boundary. Then we extend the normal derivatives of density, total energy and tangential component of momentum as an odd function and extend the normal derivatives of the normal component of momentum as an even function. The reflective boundary conditions mimic the symmetry of the solution across the left and bottom edges of the domain in this example.

We test the DG scheme with only the positivity-preserving limiter for solving compressible Euler equations and compressible Navier-Stokes equations with $Re = 200$. For compressible Navier-Stokes equations, the two parameters in the time step (43) for this example are set as $a = \frac{1}{2N(N-1)}$ and $b = 0.002$. For compressible Euler equations in this example, we replace (43) by $\Delta t = \max \{ \frac{1}{2N(N-1)} \Delta x, 2\Delta x^2 \}$. The exact solution of Sedov blast wave for compressible Euler equations contains zero density, thus we do encounter the issue of artificial stiffness due to low density/pressure since the wave speed $\sqrt{\gamma p/ \rho}$ may be a huge number numerically, which results in a much smaller time step than a necessary one for positivity. The max with $2\Delta x^2$ in the time step above is used to avoid this artificial stiffness.
See Figure 8 for the plots of density for DG schemes with $P^2$, $P^3$ and $P^4$ bases.

**Example 7. Shock diffraction.** The initial condition is a pure right-moving shock of Mach number $5.09$, initially located at $x = 0.5$ and $6 \leq y \leq 11$, moving into undisturbed air ahead of the shock with a density of $1.4$ and a pressure of $1$. See [53] for a more detailed description of the set up. The boundary conditions are inflow at $x = 0$, $6 \leq y \leq 11$, outflow at $x = 13$, $6 \leq y \leq 11$, reflective at $0 \leq x \leq 1$, $y = 6$ and at $x = 1$, $0 \leq y \leq 6$. See Example 6 for the description of the reflective boundary condition, which mimics a weakly imposed no-penetration boundary condition in this example.

We use uniform rectangular meshes with $\Delta x = \Delta y$. For compressible Euler equations, the time step (43) for this example is replaced by $\Delta t = \frac{1}{2} \frac{1}{N(N-1)} \frac{1}{\alpha^2} \Delta x$. For compressible Navier-Stokes equations, the two parameters in the time step (43) for this example are set as $a = \frac{1}{2} \frac{1}{N(N-1)}$ and $b = 0.005$.

No special treatment is done at the corner which is a singularity of the solution. It is well known that the diffraction of high speed shocks at a sharp corner may result in low density and low pressure. See the plot of density at $T = 2.3$ in Figure 9 for DG using $P^k$ and $Q^k$ bases solving compressible Euler equations and compressible Navier-Stokes equations with $Re = 200$. For Euler equations, we can observe that high order DG schemes with only the positivity-preserving limiter may produce highly oscillatory solutions and such oscillations may affect the shock location. For instance, see DG with $P^3$ basis for compressible Euler equations in Figure 9.

**Example 8. Double Mach reflection of a Mach 10 shock.** The set up of the initial condition and boundary conditions are exactly the same as those in [53], i.e., a Mach 10 shock initially making a sixty degree angle with a reflecting wall. The same reflective boundary conditions as described in Example 6 are used for the reflecting wall.

We use uniform rectangular meshes with $\Delta x = \Delta y$. For compressible Euler equations, the time step (43) for this example is replaced by $\Delta t = \frac{1}{2} \frac{1}{N(N-1)} \frac{1}{\alpha^2} \Delta x$. For compressible Navier-Stokes equations, the two parameters in the time step (43) for this example are set as $a = \frac{1}{2} \frac{1}{N(N-1)}$ and $b = 0.0001$.

For compressible Euler equations, see Figure 10 for DG schemes with only the positivity-preserving limiter. Compared to the numerical results of DG schemes with high order TVB limiter in [53], DG schemes with only the positivity-preserving limiter can capture more detailed structure in the blown-up region shown in Figure 10 (e), which suggests the low numerical dissipation of the positivity-preserving limiter. However, the solutions for DG schemes with only the positivity-preserving limiter solving compressible Euler equations are more oscillatory on a finer mesh or with a higher order basis. Figure 10 (e) suggests that other type limiters must also be used to reduce oscillations for compressible Euler equations.

On the other hand, the performance of the DG schemes with only the positivity-preserving limiter for compressible Navier-Stokes equations is somehow the op-
Figure 8: Sedov blast wave in Example 6. DG schemes using $P^k$ basis with only the positivity-preserving limiter on a $160 \times 160$ rectangular mesh. 50 exponentially distributed contour lines of density from 0.001 to 6. Left column are results for compressible Euler equations. Right column are results for compressible Navier-Stokes equations with $Re = 200$. 
Figure 9: Example 7. DG schemes using $P^k$ and $Q^k$ bases with only the positivity-preserving limiter on a uniform rectangular mesh with mesh size $\frac{1}{64}$. Plot of density: 20 equally spaced contour lines from 0.066227 to 7.0668. Left column are results for compressible Euler equations. Right column are results for compressible Navier-Stokes equations with $Re = 200$. From top to bottom: $P^2$ basis, $P^3$ basis, $Q^2$ basis and $Q^3$ basis.
posite: solutions are less oscillatory on a finer mesh or with a higher order basis. This is a strong numerical evidence that the physical diffusion starts to smooth the numerical solutions when it is marginally resolved on a fine enough mesh or by an accurate enough scheme. See similar observations in [54]. It also indicates that no excessive artificial viscosity is added to high order DG schemes by the positivity-preserving local Lax-Friedrichs type flux (30b) and (30c) and the positivity-preserving limiter. See Figure 11 for numerical solutions for Re = 100, and Figure 12 and Figure 13 for numerical solutions for Re = 500.

Example 9. Mach 10 Shock reflection and diffraction. The domain is a wedge is bounded by segments connecting the points (0.1, 0), (0.2, 0), (1.2, √3), (1.2, 0), (2.8, 0), (2.8, 2), (0.1, 2). See Figure 14 for an illustration of the domain. The initial condition is a right-moving Mach 10 shock located at the line \( x = 0.2 \). For the area where \( x > 0.2 \), \( (\rho, u, p) = (1.4, 0, 1) \). The boundary conditions are set up as follows: the exact solution of a right-moving Mach 10 shock for compressible Euler equations is used for the top edge; inflow and outflow boundary conditions are used for the left and right edges respectively; reflective boundary conditions as described in Example 6 are used to weakly impose a no-penetration boundary condition for the rest of boundary.

The right-moving shock will be first reflected by the wall making sixty degree to the shock, which is exactly the same setup as in Example 8. After the shock passing the sharp corner, diffraction happens, which is similar to the set up in Example 7. In a nutshell, this test case is a combination of Example 8 and Example 7 involving not only shocks but also low density, low pressure and complicated fine structure due to the Kelvin Helmholtz instability generated in the shock reflection. These features make this test quite a representative numerical test for a positivity-preserving high order scheme.

For compressible Euler equations, the time step (43) is replaced by \( \Delta t = \max\{\frac{1}{N(N-1)} \alpha \Delta x, 10\Delta x^2\} \) where the max with \( 10\Delta x^2 \) is to avoid artificial stiffness induced by the low density/pressure. For compressible Navier-Stokes equations, the two parameters in the time step (43) for this example are set as \( a = \frac{1}{N(N-1)} \) and \( b = 0.01 \).

See Figure 2 first for the effect of the TVB limiter. The TVB limiter successfully reduces the oscillations, even though DG schemes with only the TVB limiter are not stable for this example due to emergence of negative density or negative pressure. On the other hand, the TVB limiter induces more artificial viscosity than the positivity-preserving limiter, which smears interesting fine features generated by the Kelvin-Helmholtz instability on the relatively coarse mesh in Figure 2. See Figure 15 for more results of DG schemes with only the positivity-preserving limiter on an unstructured triangular mesh for compressible Euler equations. As we have seen in previous examples, the solutions are more oscillatory on a finer mesh or with a higher order basis.

See Figure 16 for the results for compressible Navier-Stokes equations with Re = 100. We observe no Kelvin-Helmholtz instability and consistent numerical
Figure 10: Double Mach Reflection in Example 8. DG schemes using $P^k$ basis with only the positivity-preserving limiter on a uniform rectangular mesh with $\Delta x = \Delta y$ for compressible Euler equations. Plot of density: 30 equally spaced contour lines from 1.3965 to 22.682. The solutions are more oscillatory on a finer mesh or with a higher order basis.
Figure 11: Double Mach Reflection in Example 8. DG schemes using $P^k$ basis with only the positivity-preserving limiter on a uniform rectangular mesh with $\Delta x = \Delta y$ for compressible Navier-Stokes equations with $Re = 100$. Plot of density: 30 equally spaced contour lines from 1.3965 to 22.682.
Figure 12: Double Mach Reflection in Example 8. DG schemes using $P^k$ basis with only the positivity-preserving limiter on a uniform rectangular mesh with $\Delta x = \Delta y$ for compressible Navier-Stokes equations with $Re = 500$. Plot of density: 30 equally spaced contour lines from 1.3965 to 22.682.
Figure 13: Double Mach Reflection in Example 8. DG schemes using $P^k$ basis with only the positivity-preserving limiter on a uniform rectangular mesh with $\Delta x = \Delta y$ for compressible Navier-Stokes equations with $Re = 500$. Color contour of density for the blown-up region.

Figure 14: Example 9. An illustration of the domain and an unstructured triangular mesh with mesh size (the maximum edge length) equal to $\frac{1}{20}$.
results from DG schemes using different polynomial bases on different meshes. A higher order scheme on a finer mesh produces less oscillatory solutions. See Figure 17 for the results for compressible Navier-Stokes equations with $Re = 1000$. The numerical results from different DG schemes are at least qualitatively comparable. A higher order scheme on the same mesh also produces less oscillatory solutions.

Figure 15: Example 9. DG schemes using $P^k$ basis with only the positivity-preserving limiter on an unstructured triangular mesh for compressible Euler equations. Plot of density: 50 equally spaced contour lines from 0.05 to 25. Compared to Figure 2, the solutions are more oscillatory on a finer mesh or with a higher order basis.

7. Concluding remarks

In this paper, we have constructed a positivity-preserving local Lax-Friedrichs type flux for compressible Navier-Stokes equations. Finite volume and DG schemes with this flux satisfy the same weak positivity property as in [10, 18, 19],
Figure 16: Example 9. DG schemes using $P^k$ basis with only the positivity-preserving limiter on an unstructured triangular mesh for compressible Navier-Stokes equations with $Re = 100$. Plot of density: 50 equally spaced contour lines from 0.05 to 25.
Figure 17: Example 9. DG schemes using $P^k$ basis with only the positivity-preserving limiter on an unstructured triangular mesh for compressible Navier-Stokes equations with Re = 1000. Plot of density: 50 equally spaced contour lines from 0.05 to 25. Solutions of higher order schemes are less oscillatory.
i.e., the cell averages in a forward Euler time discretization will have positive density and positive internal energy if certain initial point values have positive density and internal energy under a suitable time step constraint. Higher order time discretizations are achieved by SSP Runge-Kutta methods. The weak positivity property makes it possible to construct a conservative positivity-preserving high order scheme.

We demonstrate that a high order DG scheme with a simple positivity-preserving flux and an efficient positivity-preserving limiter is conservative, positivity-preserving and high order accurate. This approach of constructing positivity-preserving high order schemes has the following features:

- The scheme is fully explicit and in practice time step must be not larger than \( O(\text{Re} \Delta x^2) \), which makes the scheme more suitable for high Reynolds number flows.
- It applies to arbitrarily high order polynomial basis on cells of general shapes.
- The construction of the positivity-preserving flux does not depend on how derivatives of solutions are approximated in numerical schemes or specific forms of the equations of state, the stress tensor and the heat flux.

Numerical tests suggest that the proposed DG scheme does not induce excessive artificial viscosity even if strong shocks are present. In particular, for compressible Navier-Stokes equations, a higher order positivity-preserving DG scheme is less oscillatory, which is an indication that the physical diffusion may properly smooth numerical solutions.

Appendix A.

Consider the one-dimensional compressible Navier-Stokes equations in the nondimensional form:

\[
\begin{align*}
\begin{pmatrix}
\rho \\
\rho u \\
E
\end{pmatrix}_t + \begin{pmatrix}
\rho u \\
\rho u^2 + p \\
E + p
\end{pmatrix}_x &= \frac{1}{\text{Re}} \begin{pmatrix}
0 \\
\frac{\tau}{\tau u + \frac{\gamma}{\text{Pr} \eta} e_x} \\
\frac{\gamma}{\text{Pr} \eta} e
\end{pmatrix}_x,
\end{align*}
\]

with

\[
e = \frac{1}{\rho} \left( E - \frac{1}{2} \rho u^2 - \frac{1}{2} \rho v^2 \right), \quad p = (\gamma - 1)pe, \quad \text{and} \quad \tau = \eta u_x,
\]

and \( \gamma, \text{Pr}, \eta \) are positive constants. It can be rewritten as

\[
\begin{align*}
\begin{pmatrix}
\rho \\
\rho u \\
E
\end{pmatrix}_t + \begin{pmatrix}
\rho u \\
\rho u^2 + p \\
E + p
\end{pmatrix}_x &= \frac{\eta}{\text{Re}} \begin{pmatrix}
0 \\
\frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \\
0
\end{pmatrix}_{xx}, \quad \text{(A.1)}
\end{align*}
\]
We will show that the standard second order central difference for the diffusion term in the right hand side can preserve the positivity under a suitable time step constraint.

Consider the equation

\[ U_t = \frac{\eta}{\text{Re}} r_{xx} \tag{A.2} \]

where \( U = (\rho, \rho u, E)^t \) and \( r = (0, u, \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e)^t \). With forward Euler in time and central difference for the spatial derivative, we obtain a finite difference scheme,

\[ U_{i}^{n+1} = U_i^n + \frac{\Delta t}{\Delta x^2} \frac{\eta}{\text{Re}} (r_{i-1}^n - 2r_i^n + r_{i+1}^n), \tag{A.3} \]

where the superscripts denote the time step and the subscripts denote the spatial index. For convenience, we drop the superscript \( n \) in the right hand side. Let \( \mu = 2 \frac{\Delta t}{\Delta x^2} \frac{\eta}{\text{Re}} \), then we have

\[
U_{i}^{n+1} = \begin{pmatrix} \rho \\ \rho u \\ E \end{pmatrix}_i + \frac{\mu}{2} \begin{pmatrix} 0 & \left( -2 \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) & 0 \\ \left( -2 \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) & -2 \left( -2 \frac{1}{2} \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) & \left( -2 \frac{1}{2} \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) \\ \left( -2 \frac{1}{2} \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) & \left( -2 \frac{1}{2} \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) & 0 \end{pmatrix} \begin{pmatrix} \rho \\ \rho u \\ E \end{pmatrix}_{i+1} - \frac{\mu}{2} \begin{pmatrix} 1 & \left( -2 \frac{1}{2} \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) & 0 \\ \left( -2 \frac{1}{2} \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) & -2 \left( -2 \frac{1}{2} \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) & \left( -2 \frac{1}{2} \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) \\ 0 & \left( -2 \frac{1}{2} \frac{u^2}{2} + \frac{\gamma}{\text{Pr} \eta} e \right) & 1 \end{pmatrix} \begin{pmatrix} \rho \\ \rho u \\ E \end{pmatrix}_{i-1}.
\]

For any vector \( U = (\rho, \rho u, E)^t \), define the function

\[ \chi(U) = \rho E - \frac{1}{2} |\rho u|^2. \]

Thus a vector \( U \in G \) if and only if its first component and \( \chi(U) \) are positive.

Assuming \( U_i \in G \) for all \( i \) then it is obvious that \( \begin{pmatrix} 1 \\ \frac{u}{2} + \frac{\gamma}{\text{Pr} \eta} e \end{pmatrix}_{i \pm 1} \in G \). Consider \( V = \begin{pmatrix} \rho \\ \rho u \\ E \end{pmatrix} - \mu \begin{pmatrix} 1 \\ \frac{u}{2} + \frac{\gamma}{\text{Pr} \eta} e \end{pmatrix} \) with \( \begin{pmatrix} \rho \\ \rho u \\ E \end{pmatrix} \in G \), then the first component of \( V \) is \( \rho - \mu \geq 0 \) if

\[ 2 \frac{\Delta t}{\Delta x^2} \frac{\eta}{\text{Re}} \leq \min_i \rho_i. \tag{A.4} \]
For the internal energy, we have
\[
\chi(V) = (\rho - \mu) \left( E - \mu \left( \frac{u^2}{2} + \frac{\gamma}{Pr} e \right) \right) - \frac{1}{2} \left( \rho u - \mu u \right)^2
\]
\[
= \rho E - \mu (\frac{u^2}{2} + \frac{\gamma}{Pr} e) - \mu E + \mu^2 \left( \frac{u^2}{2} + \frac{\gamma}{Pr} e \right) - \frac{1}{2} \rho^2 u^2 - \frac{1}{2} \mu^2 u^2 + \rho \mu u^2
\]
\[
= \frac{\gamma}{Pr} e \mu^2 - \left( 1 + \frac{\gamma}{Pr} \eta \right) \rho e \mu + \rho^2 e
\]
\[
= e (\mu - \rho) \left( \frac{\gamma}{Pr} \eta \mu - \rho \right).
\]

With (A.4), we now have \( \chi(V_i) \geq 0 \) if \( U_i \in G \) and \( \frac{\gamma}{Pr} \eta \mu - \rho_i \leq 0 \), i.e.,
\[
2 \frac{\Delta t}{\Delta x^2 \Pr Re} \leq \min_i \rho_i.
\]  
We have proved the following fact,

**Lemma 5.** For the second order finite difference scheme (A.3) solving (A.2), if \( U^n_i \in G \) for all \( i \), then \( U^{n+1}_i \in G \) under the CFL constraint,
\[
\Delta t \leq \frac{1}{2} \min \left\{ \frac{1}{\eta} \frac{\Pr}{\gamma} \right\} \min_i \rho_i \Pr \Re \Delta x^2.
\]

Unfortunately, the proof of Lemma 5 heavily relies on the special structure of the one-dimensional equations and second order finite difference operator. It is highly nontrivial to extend it directly to higher dimensions or higher order accuracy if not impossible. Nonetheless, it allows us to easily construct a positivity-preserving scheme for (A.1). Let \( F^a = (\rho u, \rho u^2 + p, (E + p) u)^t \) and consider any finite difference scheme in the form of
\[
U^{n+1}_i = U^n_i - \frac{\Delta t}{\Delta x} (\hat{F}^a_{i+\frac{1}{2}} - \hat{F}^a_{i-\frac{1}{2}}) + \frac{\Delta t}{\Delta x^2} (r^n_{i-1} - 2r^n_i + r^n_{i+1}),
\]  
where \( \hat{F}^a \) is a positivity-preserving numerical flux, e.g., (13). See [51] for how to construct a fifth order accurate positivity-preserving numerical flux \( \hat{F}^a \) by high order WENO reconstruction. With third order SSP Runge-Kutta in time (42), we can easily construct a positivity-preserving finite difference scheme that is fifth order accurate for the advection and second order accurate for the diffusion.

We have used this scheme to generate some reference solutions in Section 6.2.

Appendix B.

**Lemma 6.** Consider any \( U = (\rho, \rho u, \rho v, \rho w, E)^t = (\rho, \rho u^t, E)^t \in G \), and
\[
F^a(U) = \begin{pmatrix} \rho u \\ u \otimes u + pp \\ (E + p) u \end{pmatrix}, \quad F^d(U) = \begin{pmatrix} 0 \\ \tau \\ u \cdot \tau - q \end{pmatrix},
\]  
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where \( p, \tau \) and \( q \) are not necessarily dependent on \( U \). Let \( e = \frac{1}{\rho}(E - \frac{1}{2}\rho\|u\|^2) \).

For any unit vector \( n = (n_1, n_2, n_3)^t \), let \( v = u \cdot n \), \( q = q \cdot n \) and \( \vec{\tau} = n \cdot \tau \). Then we have the following

\[(a) \quad \alpha U \pm F^a(U) \cdot n \in G \text{ if and only if } \alpha > |v| + \frac{\sqrt{p^2 \rho^2 e^2}}{2\rho^2 e},\]

\[(b) \quad \beta U \pm F^d(U) \cdot n \in G \text{ if and only if } \beta > \frac{1}{2\rho^2 e} \left( \sqrt{\rho^2 q^2 + 2\rho^2 e\|\vec{\tau}\|^2 + \rho|q|} \right) \]

\[(c) \quad \beta U \pm (F^a(U) - F^d(U)) \cdot n \in G \text{ if and only if } \beta > |v| + \frac{1}{2\rho^2 e} \left( \sqrt{\rho^2 q^2 + 2\rho^2 e\|\vec{\tau}\|^2 + \rho|q|} \right) \]

**Proof.** For any \( U = (\rho, \rho u^t, E)^t \), define the function

\[\chi(U) = \rho E - \frac{1}{2}\|\rho u\|^2.\]

Thus a vector \( U \in G \) if and only if its first component and \( \chi(U) \) are positive.

(a) First we have

\[F^a(U) \cdot n = \begin{pmatrix} \rho u \\ E \end{pmatrix} \cdot \begin{pmatrix} u \cdot n + p \Pi \\ (E + p)u \end{pmatrix} = \begin{pmatrix} \rho u \\ E \end{pmatrix} \cdot \begin{pmatrix} 0 \\ (E + p)v \end{pmatrix},\]

thus

\[\alpha U \pm F^a(U) \cdot n = (\alpha \pm v) \begin{pmatrix} \rho \nu \\ E \end{pmatrix} = \alpha \begin{pmatrix} \rho \nu u + pn \\ (E + p)v \end{pmatrix} = \begin{pmatrix} \alpha \rho \nu u + pn \\ \alpha E + pv \end{pmatrix} \]

where \( \alpha \) denotes \( \alpha \pm v \) for convenience. Finally we have

\[\chi(\alpha U \pm F^a(U) \cdot n) = \alpha^2 \rho E + \alpha \rho \nu - \frac{1}{2}\|\alpha \rho \nu u + pn\|^2 = \alpha^2 \rho (E - \frac{1}{2}\rho\|u\|^2) - \frac{1}{2}p^2 = \alpha^2 \rho^2 e - \frac{1}{2}p^2.\]

(b) First we have

\[F^d(U) \cdot n = \begin{pmatrix} 0 & \tau \\ u \cdot \tau - q \end{pmatrix} \cdot \begin{pmatrix} 0 \\ \vec{\tau} \end{pmatrix} = \begin{pmatrix} \vec{\tau} \\ \vec{\tau} \end{pmatrix},\]

thus

\[\beta U \pm F^d(U) \cdot n = \beta \begin{pmatrix} \rho \nu \\ E \end{pmatrix} \pm \begin{pmatrix} 0 \\ \vec{\tau} \end{pmatrix} = \begin{pmatrix} \beta \rho \nu u + \vec{\tau} \\ \beta E \pm \beta u \cdot \vec{\tau} + q \end{pmatrix} \]
Then we get
\[
\chi(\beta U \pm F^d(U) \cdot n) = \beta^2 \rho E \pm \beta \rho u \cdot \vec{v} \mp \beta \rho q - \frac{1}{2} \beta \rho \rho \||u||^2 \]
\[
= \beta^2 \rho (E - \frac{1}{2} \rho \||u||^2) \mp \beta \rho q - \frac{1}{2} \beta \rho \||v||^2 \]
\[
= \rho^2 e \beta^2 \mp \beta \rho q - \frac{1}{2} \beta \rho \||v||^2 \]
\]
which are two quadratic forms of $\beta$. Since $\rho^2 e$ is assumed to be positive and $\||v||^2 \geq 0$, either quadratic equation has at least one nonnegative root. Let $\beta_0$ be the largest root among the four roots for two quadratic equations, then
\[
\rho^2 e \beta^2 \mp \beta \rho q - \frac{1}{2} \beta \rho \||v||^2 > 0 \text{ if } \beta > \beta_0. \]

(c) First we have
\[
\beta U \pm (F^a(U) - F^d(U)) \cdot n = (\beta \pm v) \begin{pmatrix} \rho u \\ E \end{pmatrix} \pm \begin{pmatrix} 0 \\ \rho n - \vec{v} \\ p \vec{n} - u \cdot \vec{v} + q \end{pmatrix} \]
\[
= \begin{pmatrix} \beta \rho u \pm (\rho n - \vec{v}) \\ \beta E \pm (p \vec{n} - u \cdot \vec{v} + q) \end{pmatrix}. \]
\]
where $\beta$ denotes $\beta \pm v$ for convenience. Then we get
\[
\chi(\beta U \pm (F^a(U) - F^d(U)) \cdot n) = \beta^2 \rho E \pm \beta \rho \rho \vec{n} \cdot \vec{v} \mp \beta \rho q - \frac{1}{2} \beta \rho \rho \||u||^2 \]
\[
= \beta^2 \rho (E - \frac{1}{2} \rho \||u||^2) \mp \beta \rho q - \frac{1}{2} \beta \rho \||v||^2 \]
\[
= \rho^2 e \beta^2 \mp \beta \rho q - \frac{1}{2} \beta \rho \||v||^2. \]
\]
Following the same arguments as in (b), we obtain the conditions on $\beta$ such that $\chi(\beta U \pm (F^a(U) - F^d(U)) \cdot n) > 0$.

Appendix C.

Lemma 7. Let $q(x)$ be a non-constant polynomial of degree $k$ with $\int_0^1 q(x) \, dx = 0$, then
\[
\left| \frac{\min_{x \in [0,1]} q(x)}{\max_{x \in [0,1]} q(x)} \right| \leq (k^2 + k - 1) \Lambda_{k+1}[0,1], \]

where $\Lambda_{k+1}[0,1]$ is the Lebesgue constant for the $(k + 1)$-point Gauss-Lobatto quadrature points on the interval $[0,1]$. 
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PROOF. Let \( M' = \max_{x \in [0,1]} q(x) \) and \( m' = \min_{x \in [0,1]} q(x) \), then \( M' > 0 \) and \( m' < 0 \).

If \( M' \leq -m' \), then \( \frac{m'}{m'} \leq 1 \). Next we consider the case \( M' > -m' \).

Let \( x_j (j = 1, \ldots, k+1) \) denote the \((k+1)\)-point Gauss-Lobatto quadrature points for the interval \([0,1]\) and \( \hat{\omega}_j (j = 1, \ldots, k + 1) \) denote the corresponding weights. Let \( l_j(x) (j = 1, \ldots, k + 1) \) denote the Lagrange interpolation polynomials at points \( x_j (j = 1, \ldots, k + 1) \). Then

\[
q(x) = \sum_{j=1}^{k+1} q(x_j) l_j(x).
\]

Let \( M'' = \max_j q(x_j) \) and \( m'' = \min_j q(x_j) \). If \( q(x_j) = 0 \) for all \( j \), then \( q(x) = \sum_{j=1}^{k+1} q(x_j) l_j(x) = 0 \), which is impossible for a non-constant polynomial \( q(x) \). On the other hand, \( \sum_{j=1}^{k+1} \hat{\omega}_j q(x_j) = \int_0^1 q(x) dx = \overline{7} = 0 \). Thus we have \( m'' < 0 < M'' \).

Then

\[
q(x) \leq \sum_{j=1}^{k+1} |q(x_j)||l_j(x)| < \max\{M'', -m''\} \sum_{j=1}^{k+1} |l_j(x)|.
\]

Thus \( M' \leq \max\{M'', -m''\} \max_{x \in [0,1]} \sum_{j=1}^{k+1} |l_j(x)| = \max\{M'', -m''\} \Lambda_{k+1}[0,1] \) where \( \Lambda_{k+1}[0,1] = \max\{x \in [0,1] \sum_{j=1}^{k+1} |l_j(x)| \} \) is the Lebesgue constant. So we have

\[
m' \leq m'' < 0 < M' \leq \max\{M'', -m''\} \Lambda_{k+1}[0,1].
\]

Without loss of generality, assume \( q(x_1) = \max_j q(x_j) = M'' \). Since \( \sum_{j=1}^{k+1} \hat{\omega}_j q(x_j) = 0 \), we get \( \hat{\omega}_1 M'' = \hat{\omega}_1 q(x_1) = - \sum_{j=2}^{k+1} \hat{\omega}_j q(x_j) \leq - \sum_{j=2}^{k+1} \hat{\omega}_j m'' = -m'' \sum_{j=2}^{k+1} \hat{\omega}_j \), thus

\[
\frac{M''}{-m''} \leq \frac{1}{\omega_1} \sum_{j=2}^{k+1} \hat{\omega}_j \leq \frac{1}{\min_j \hat{\omega}_j} \sum_{j=2}^{k+1} \hat{\omega}_j \leq \frac{1 - \min_j \hat{\omega}_j}{\min_j \hat{\omega}_j}.
\]

Therefore,

\[
0 < \frac{M'}{m'} \leq \frac{\max\{M'', -m''\} \Lambda_{k+1}[0,1]}{-m''} \leq \max\left\{ \frac{M''}{-m''}, 1 \right\} \Lambda_{k+1}[0,1] \leq \frac{1 - \min_j \hat{\omega}_j}{\min_j \hat{\omega}_j} \Lambda_{k+1}[0,1].
\]

Moreover,

\[
\frac{1 - \min_j \hat{\omega}_j}{\min_j \hat{\omega}_j} \Lambda_{k+1}[0,1] = \frac{1 - \frac{1}{(k+1)^k}}{(k+1)^k} \Lambda_{k+1}[0,1] = (k^2 + k - 1) \Lambda_{k+1}[0,1].
\]
Thus we have proved \( \left| \frac{M'}{M} \right| \leq (k^2 + k - 1)\Lambda_{k+1}[0,1] \). By replacing \( q(x) \) by \(-q(x)\) in the proof above, we can get \( \left| \frac{M'}{M} \right| \leq (k^2 + k - 1)\Lambda_{k+1}[0,1] \).

**Remark 5.** To extend Lemma 7 to multiple dimensions, one would need a quadrature rule with positive weights for Lagrangian interpolation points on a multidimensional cell, which is in general nontrivial.

The following result can be easily extended to any cells in multiple dimensions, the proof of which is similar to the proof of the equivalence of any two norms of a finite dimensional vector space.

**Lemma 8.** Let \( q(x) \) be a non-constant polynomial of degree \( k \) with \( \int_0^1 q(x) \, dx = 0 \), then

\[
\frac{\max_{x \in [0,1]} |q(x)|}{\max_{x \in [0,1]} q(x)} \leq C_k,
\]

where \( C_k \) is a constant depending only on \( k \).

**Proof.** Let \( V \) denote the \( k \)-dimensional vector space consisting of all polynomials of degree \( k \) whose averages on the interval \([0,1]\) are zero. For any \( q(x) \in V \), define three functionals on \( V \) by

\[
f_1[q] = \max_{x \in [0,1]} q(x),
\]

\[
f_2[q] = \left| \min_{x \in [0,1]} q(x) \right| = - \min_{x \in [0,1]} q(x) \text{ and } f_0[q] = \max_{x \in [0,1]} |q(x)| = \max\{f_1[q], f_2[q]\}.
\]

Let \( e_i \) (\( i = 1, \ldots, k \)) be a basis of \( V \). For any vector \( c = [c_1 \cdots c_k]^T \in \mathbb{R}^k \), define \( f_j(c) = f_j \left[ \sum_i c_i e_i \right] \) for \( j = 0, 1, 2 \). Notice that \( f_0[\cdot] \) is a norm of \( V \) and can be denoted as \( f_0[q] = \|q\|_\infty \) on the interval \([0,1]\).

For any \( p(x), q(x) \in V \), \( f_1 \) satisfies the following properties (similar ones hold for \( f_2 \)):

1. \( \forall a > 0, f_1[aq(x)] = \max_{x \in [0,1]} aq(x) = af_1[q(x)] \).
2. \( f_1[-q] = \max_{x \in [0,1]} -q(x) = - \min_{x \in [0,1]} q(x) = f_2[q] \).
3. \( f_1[p + q] = \max_{x \in [0,1]} (p + q) \leq \max_{x \in [0,1]} p + \max_{x \in [0,1]} q = f_1[p] + f_1[q] \).
4. \( f_1[q] = 0 \Rightarrow q \equiv 0 \).

Thus, for any \( c, d \in \mathbb{R}^k \), we have

\[
f_1(c) \leq f_1(d) + f_1(c - d) \leq f_1(d) + f_0(c - d),
\]

and

\[
f_1(c) \geq f_1(d) - f_1(d - c) = f_1(d) - f_2(c - d) \geq f_1(d) - f_0(c - d),
\]
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which implies

\[ |f^1(c) - f^1(d)| \leq f^0(c - d) = f_0 \left[ \sum_i (c_i - d_i) e_i \right] \leq \sum_i |c_i - d_i| \|e_i\|_\infty \leq \sqrt{\sum_i |c_i - d_i|^2} \|e_i\|_\infty. \]

Therefore, \( f^1(c) \) is uniformly continuous w.r.t. the variable \( c \). Notice that the unit sphere \( S^1 = \{ c \in \mathbb{R}^k : \|c\| = 1 \} \) is a compact set, so \( f^1 \) attains its maximum and minimum values on \( S^1 \):

\[ D_1 \leq f^1(d) \leq D_2, \quad \forall d \in S^1, \]

where \( D_1 \) and \( D_2 \) are constants. If there exists \( d \in S^1 \) such that \( f^1(d) = 0 \), then \( d = 0 \) by Property 4 above, which is a contradiction to \( d \in S^1 \). So we have \( D_1 > 0 \). By Property 1, we get \( f^1(c/\|c\|) = f^1(c)/\|c\| \), thus we have

\[ 0 < D_1 \|c\| \leq f^1(c) \leq D_2 \|c\|, \quad \forall c \in \mathbb{R}^k, c \neq 0. \]

Notice that \( f^0(c) \) is a norm of \( \mathbb{R}^k \), thus by the equivalence of any two norms of \( \mathbb{R}^k \), we get

\[ 0 < D_3 \|c\| \leq f^0(c) \leq D_4 \|c\|, \quad \forall c \in \mathbb{R}^k, c \neq 0. \]

Therefore, for \( q = \sum_i c_i e_i \), we have

\[ \frac{\max_{x \in [0,1]} |q(x)|}{\max_{x \in [0,1]} q(x)} = \frac{f_0[q]}{f_1[q]} = \frac{f^0(c)}{f^1(c)} \leq \frac{D_4}{D_1}. \]

**Appendix D.**

We briefly explain why the weak monotonicity holds only up to second order accuracy in a local truncation error analysis for explicit linear finite volume type schemes solving the heat equation. Consider a uniform mesh with grid points \( x_j \) and a finite volume type scheme with forward Euler in time for \( u_t = u_{xx} \) on an interval \( I_j = [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \),

\[ \bar{u}_j^{n+1} = \bar{u}_j^n + \frac{\Delta t}{\Delta x} (\tilde{q}_{j+\frac{1}{2}} - \tilde{q}_{j-\frac{1}{2}}), \quad \text{(D.1)} \]

where \( \bar{u}_j^n \) is the cell average on \( I_j \) and \( \tilde{q}_{j+\frac{1}{2}} \) approximates \( u_x \) at \( x_{j+\frac{1}{2}} \). For a linear scheme, without loss of generality, consider \( \tilde{q}_{j+\frac{1}{2}} \) as a linear function

\[ \tilde{q}_{j+\frac{1}{2}} = a_1 u_{j-1} + a_{-1} u_{j-2} + \cdots + a_1 u_{j-1} + a_0 u_j + b_1 u_{j+1} + \cdots + b_m u_{j+m}, \quad \text{(D.2)} \]

where \( u_j \) is the approximation to the solution at \( x_j \) at time step \( n \) and the coefficients \( a_i \) and \( b_i \) are constants. Then

\[ \tilde{q}_{j-\frac{1}{2}} = a_1 u_{j-1} + a_{-1} u_{j-2} + \cdots + a_1 u_{j-1} + a_0 u_{j-2} + b_1 u_j + \cdots + b_m u_{j+m-1}, \quad \text{(D.3)} \]
We rewrite the right hand side of (D.1) by plugging (D.2) and (D.3) in and rewriting $\bar{u}^n_j$ as a linear combination of point values of $u$ on the interval $I_j$, e.g., Gauss-Lobatto quadrature points on $I_j$. The scheme (D.1) is said to be weakly monotone if the rewritten right hand side of (D.1) is a monotonically increasing function of all point values involved. By requiring the right hand side of (D.1) to have nonnegative partial derivatives with respect to all point values involved, we get

$$b_1 \geq b_2 \geq \cdots \geq b_{m-1} \geq b_m \geq 0, \quad a_1 \leq a_2 \leq \cdots \leq a_{l-1} \leq a_l \leq 0.$$  

With the constraint above, it is straightforward to check that $\bar{q}^{j+\frac{1}{2}}_j$ in (D.2) can be at best a second order approximation to $u_x$ at $x_j + \frac{1}{2}$ by Taylor expansion.
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