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Abstract

Implicit-explicit (IMEX) Runge-Kutta (RK) schemes are popular high order time dis-

cretization methods for solving stiff kinetic equations. As opposed to the compressible Euler

limit (leading order asymptotics of the Boltzmann equation as the Knudsen number ε goes

to zero), their asymptotic behavior at the Navier-Stokes (NS) level (next order asymptotics)

was rarely studied. In this paper, we analyze a class of existing IMEX RK schemes and

show that, under suitable initial conditions, they can capture the NS limit without resolving

the small parameter ε, i.e., ε = o(∆t), ∆tm = o(ε), where m is the order of the explicit

RK part in the IMEX scheme. Extensive numerical tests for BGK and ES-BGK models are

performed to verify our theoretical results.
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1 Introduction

The Boltzmann equation is the fundamental equation in kinetic theory. It describes the

non-equilibrium dynamics of gas or a system comprised of a large number of particles using a

probability distribution function f(t, x, v), where t is time, x is space, and v is (particle) velocity.

After nondimensionalization, the Boltzmann equation reads [9, 10,26]:

∂f

∂t
+ v · ∇xf =

1

ε
Q(f), t ≥ 0, x ∈ Ω ⊂ Rdx , v ∈ Rdv . (1.1)

Here ε is the Knudsen number, defined as the ratio of the mean free path and the characteristic

length scale. Q(f) is the collision operator — a high-dimensional, nonlinear integral operator

modeling the binary collisions among particles. When ε is small (the system is close to continuum

regime), one can perform a Chapman-Enskog expansion on (1.1) to derive the compressible Euler
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equations (equations (1.2) without O(ε) terms) and the Navier-Stokes equations as the leading

and the next order asymptotics [3]:

∂ρ

∂t
+∇x · (ρu) = 0,

∂(ρu)

∂t
+∇x · (ρu⊗ u+ pId) = ε∇x · (µσ(u)),

∂E

∂t
+∇x · ((E + p)u) = ε∇x · (µσ(u)u+ κ∇xT ),

(1.2)

where ρ is density, u is bulk velocity, T is temperature, p = ρT is pressure, Id is the identity

matrix, E = dv
2 ρT + 1

2ρu
2 is total energy, σ(u) = ∇xu+ (∇xu)T − 2

dv
∇x · uId (∇xu is a matrix

with ij-th component given by ∂ui

∂xj
), and µ and κ are, respectively, coefficients of viscosity and

heat conductivity.

The complexity of the Boltzmann collision operator makes it extremely difficult and expensive

for numerical simulation. Therefore, different simpler kinetic models have been proposed to

mimic the main properties of the full integral operator. The BGK model [5] assumes a simple

relaxation toward the Maxwellian equilibrium:

Q(f) =
ρT

µ
(M[f ]− f), (1.3)

where

M[f ] =
ρ

(2πT )
dv
2

exp

(
−|v − u|

2

2T

)
, (1.4)

with ρ, u, T defined by

ρ =

∫
Rdv

f dv, u =
1

ρ

∫
Rdv

fv dv, T =
1

dvρ

∫
Rdv

f |v − u|2 dv. (1.5)

Although it describes the right fluid limit, the BGK model does not give the correct Prandtl

number. To correct this defect, the so-called ES-BGK model was introduced by Holway [17],

where the Maxwellian is replaced by a Gaussian distribution:

Q(f) =
ρT

µ(1− ν)
(G[f ]− f), (1.6)

where − 1
2 ≤ ν < 1 is a parameter, and

G[f ] =
ρ√

det(2πT )
exp

(
−1

2
(v − u)TT −1(v − u)

)
, (1.7)

with the corrected tensor T defined by

T = (1− ν)T Id + νΘ, Θ =
1

ρ

∫
Rdv

f(v − u)⊗ (v − u) dv. (1.8)

More details about this model can be found in [1].

The BGK/ES-BGK models are greatly simplified compared to the full Boltzmann equation,

hence are widely used in various science and engineering applications. Nevertheless, in the

presence of small Knudsen number, the numerical simulation of these equations can still be very

expensive: the stiff collision term would require an over restrictive time step in a typical explicit
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scheme. As such, implicit discretization of the collision term is often preferred which allows ∆t

to be chosen independently of ε (using the conservation property of the collision operator, the

implicitM or G can be evaluated in an explicit manner without iteration [11,15,24], see Section

2). On the other hand, the convection part is non-stiff and can be treated explicitly. In view of

these considerations, it is natural to apply implicit-explicit (IMEX) time discretization schemes

(c.f. [2]).

The past decades have seen significant development of IMEX schemes for stiff hyperbolic and

kinetic equations. Without being exhaustive, we refer to [7,8,12,20,23]. In almost all these works,

the main concern is to guarantee the numerical scheme captures the correct macroscopic limit

as ε → 0, i.e., asymptotic-preserving [18, 21]. In the current context, this means the numerical

scheme for (1.1) should become a consistent discretization of the compressible Euler equations

(equations (1.2) without O(ε) terms) when ε → 0 and ∆t, ∆x being fixed. However, for many

science/engineering problems, ε is small but not zero, hence it is very important to also capture

the Navier-Stokes (NS) limit (1.2). As commented in [14, 18], since the viscous terms are of

O(ε), in general one cannot expect to capture the NS solution with under-resolved mesh sizes

and time steps. Yet the situation could be different for high order methods, and this is exactly

the motivation of this work. Specifically, we will study the asymptotic behavior of a class of

existing IMEX Runge-Kutta (RK) schemes for BGK/ES-BGK equations, and prove that they

can capture the NS limit without resolving ε, i.e., ε = o(∆t), ∆tm = o(ε), where m is the order

of the explicit RK part in the IMEX scheme.

We mention a few related works that have addressed the issue of NS limit to some extent.

[4,27] considered a micro-macro decomposition of the BGK equation and then applied the IMEX

schemes to the resulting coupled system. These schemes naturally capture the NS limit as

the information at the NS level (micro part) is computed directly. However, they are more

complicated than solving the BGK equation itself. The very recent work [6] focused on a similar

problem as ours: using the linear hyperbolic relaxation system as a prototype, they performed the

asymptotic expansion up to O(ε) for the numerical method, and imposed extra order conditions

on the IMEX scheme in order to get a consistent discretization to the diffusion limit. The

conditions derived are sufficient but not necessary. In fact, the new IMEX schemes found in [6]

require more stages than the commonly used ones [2]. Another recent work [13] considered the

IMEX multistep methods for stiff kinetic equations, where the schemes are shown to be able to

capture the NS limit under suitable conditions. Although the analysis for multistep methods are

easier than Runge-Kutta methods, the former often imposes stronger stability constraints.

The rest of this paper is organized as follows. In Section 2, we describe the IMEX RK schemes

for the ES-BGK equation along with the characterization of different IMEX schemes. Section 3

proves our main result regarding the NS limit. Extensive numerical examples are presented in

Section 4 to validate our theoretical finding. The paper is concluded in Section 5.

2 IMEX RK schemes for the BGK/ES-BGK equations

We first briefly describe the general IMEX RK schemes applied to the stiff kinetic equation

(1.1). We will use the ES-BGK model (1.6) as an example (the BGK model is a special case
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when ν = 0). Define τ = ρT
µ(1−ν) , the scheme reads [12]:

f (i) = fn −∆t

i−1∑
j=1

ãijv · ∇xf (j) +
∆t

ε

i∑
j=1

aijτ
(j)(G[f (j)]− f (j)), i = 1, . . . , s, (2.1)

fn+1 = fn −∆t

s∑
i=1

w̃iv · ∇xf (i) +
∆t

ε

s∑
i=1

wiτ
(i)(G[f (i)]− f (i)). (2.2)

Here the matrices Ã = (ãij), ãij = 0 for j ≥ i and A = (aij), aij = 0 for j > i are s× s matrices

such that the scheme is explicit for the convection part and implicit for the collision part. Along

with the coefficient vectors w̃ = (w̃1, . . . , w̃s)
T , w = (w1, . . . , ws)

T , they can be represented by

a double Butcher tableau:

c̃ Ã

w̃T

c A

wT
(2.3)

where the vectors c̃ = (c̃1, . . . , c̃s)
T , c = (c1, . . . , cs)

T are defined as

c̃i =

i−1∑
j=1

ãij , ci =

i∑
j=1

aij . (2.4)

At every stage of (2.1), since the collision part is implicit, one has to obtain τ (i) and G[f (i)]

first in order to evaluate f (i). This can be achieved by taking the moments 〈·φ〉 :=
∫
·φ(v) dv

with φ(v) = (1, v, |v|2/2)T on both sides of the scheme, which yields [11,24]:

〈φf (i)〉 = 〈φfn〉 −∆t

i−1∑
j=1

ãij∇x · 〈vφf (j)〉. (2.5)

The implicit part is gone since the Gaussian G[f ] defined in (1.7) has the following properties:∫
Rdv

G[f ] dv =

∫
Rdv

f dv = ρ, (2.6)∫
Rdv

vG[f ] dv =

∫
Rdv

vf dv = ρu, (2.7)∫
Rdv

|v|2

2
G[f ] dv =

∫
Rdv

|v|2

2
f dv = E, (2.8)∫

Rdv

(v − u)⊗ (v − u)G[f ] dv = ρT . (2.9)

Hence one can obtain the macroscopic quantities ρ, u, T at stage i using (2.5), which will define

τ (i) accordingly. To find G[f (i)], one needs an additional quantity Θ(i) (1.8). Let Σ = 〈v⊗vf〉 =

ρ(u⊗ u+ Θ), then Θ(i) can be obtained by finding Σ(i) [15]. By taking the moment 〈· v⊗ v〉 on

(2.1) and using the facts that ∫
Rdv

v ⊗ vG[f ] dv = ρ(T + u⊗ u), (2.10)

and

ρT = ρ[(1− ν)T Id + νΘ] = ρ(1− ν)T Id + νΣ− νρu⊗ u, (2.11)
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we have

Σ(i) = Σn−∆t

i−1∑
j=1

ãij∇x · 〈v⊗vvf (j)〉+ ∆t

ε

i∑
j=1

aijτ
(j)(1−ν)

[
ρ(j)(T (j)Id + u(j) ⊗ u(j))− Σ(j)

]
,

(2.12)

thus we can find Σ(i) as

Σ(i) = c

Σn −∆t

i−1∑
j=1

ãij∇x · 〈v ⊗ vvf (j)〉+
∆t

ε

i−1∑
j=1

aijτ
(j)(1− ν)

[
ρ(j)(T (j)Id + u(j) ⊗ u(j))− Σ(j)

]
+ (1− c)ρ(i)(T (i)Id + u(i) ⊗ u(i)), with c =

ε

ε+ (1− ν)aiiτ (i)∆t
. (2.13)

Some preliminary notions about the IMEX RK schemes are necessary before we discuss their

asymptotic properties. First of all, the double Butcher tableau must satisfy the order conditions

(standard order conditions for each tableau and coupling conditions) [16, 23]. Then according

to the structure of matrix A in the implicit tableau, one can classify the IMEX schemes into

following categories [7, 12]:

• Type A: if the matrix A is invertible.

• Type CK: if the matrix A can be written as(
0 0

a Â

)
, (2.14)

and the submatrix Â ∈ R(s−1)×(s−1) is invertible; in particular, if the vector a = 0, w1 = 0,

the scheme is of type ARS.

• If asi = wi, ãsi = w̃i, i = 1, . . . , s, i.e., fn+1 = f (s), the scheme is said to be globally

stiffly accurate (GSA).

Next we list a few examples of these schemes (only type CK and GSA schemes are listed

here as our following analysis applies to this class). We use (s, σ, p) to denote an IMEX method,

where s is the number of stages in the explicit scheme, σ is the number of stages in the implicit

scheme, and p is the order of the IMEX scheme.

• ARS(4,4,3) in [2]:

0 0 0 0 0 0

1/2 1/2 0 0 0 0

2/3 11/18 1/18 0 0 0

1/2 5/6 -5/6 1/2 0 0

1 1/4 7/4 3/4 -7/4 0

1/4 7/4 3/4 -7/4 0

0 0 0 0 0 0

1/2 0 1/2 0 0 0

2/3 0 1/6 1/2 0 0

1/2 0 -1/2 1/2 1/2 0

1 0 3/2 -3/2 1/2 1/2

0 3/2 -3/2 1/2 1/2

• ARS(2,2,2) in [2]:

0 0 0 0

γ γ 0 0

1 δ 1− δ 0

δ 1− δ 0

0 0 0 0

γ 0 γ 0

1 0 1− γ γ

0 1− γ γ

, γ = 1−
√

2
2 , δ = 1− 1

2γ
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• BPR(3,5,3) in [7]:

0 0 0 0 0 0

1 1 0 0 0 0

2/3 4/9 2/9 0 0 0

1 1/4 0 3/4 0 0

1 1/4 0 3/4 0 0

1/4 0 3/4 0 0

0 0 0 0 0 0

1 1/2 1/2 0 0 0

2/3 5/18 -1/9 1/2 0 0

1 1/2 0 0 1/2 0

1 1/4 0 3/4 -1/2 1/2

1/4 0 3/4 -1/2 1/2

• LRR(2,3,2) in [22]:

0 0 0 0 0

1/2 1/2 0 0 0

1/3 1/3 0 0 0

1 0 1 0 0

0 1 0 0

0 0 0 0 0

1/2 0 1/2 0 0

1/3 0 0 1/3 0

1 0 0 3/4 1/4

0 0 3/4 1/4

• A second order scheme used in [14], we call it IMEX-II-GSA(2,3,2):

0 0 0 0

1/2 1/2 0 0

1 0 1 0

0 1 0

0 0 0 0

1/2 0 1/2 0

1 1/2 0 1/2

1/2 0 1/2

• IMEX-II-GSA2(4,4,2) in [6]:

0 0 0 0 0 0

1/4 1/4 0 0 0 0

1/3 1/6 1/6 0 0 0

2/3 -2/3 0 4/3 0 0

1 -1/16 1/2 0 9/16 0

-1/16 1/2 0 9/16 0

0 0 0 0 0 0

1/4 0 1/4 0 0 0

1/3 0 1/12 1/4 0 0

2/3 0 -11/12 4/3 1/4 0

1 0 9/31 12/31 9/124 1/4

0 9/31 12/31 9/124 1/4

3 Asymptotic properties of the IMEX RK schemes

In this section, we discuss in detail the asymptotic properties of the IMEX RK scheme (2.1)-

(2.2) with respect to the Navier-Stokes limit. For completeness, we first briefly state and prove

the results regarding the Euler limit since preserving the leading order asymptotics is prior.

More detailed discussion can be found in [12] (IMEX RK applied to the BGK equation) and [15]

(first order IMEX applied to the ES-BGK equation).

3.1 Preserving the Euler limit

For ease of presentation, we rewrite the scheme (2.1)-(2.2) using vector notations:

F = fne−∆tÃv · ∇xF +
∆t

ε
Aτ(G[F]− F), (3.1)

fn+1 = fn −∆tw̃T v · ∇xF +
∆t

ε
wT τ(G[F]− F), (3.2)
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where F := (f (1), . . . , f (s))T , e := (1, . . . , 1)T , G[F] := (G[f (1)], . . . ,G[f (s)])T , and τ := diag(τ (1), . . . , τ (s))

is a diagonal matrix. Taking the moments 〈·φ〉 on both sides of (3.1)-(3.2) yields

〈φF〉 = 〈φfn〉e−∆tÃ∇x · 〈vφF〉, (3.3)

〈φfn+1〉 = 〈φfn〉 −∆tw̃T∇x · 〈vφF〉. (3.4)

For proving the asymptotic properties of schemes solving the ES-BGK equation, we need the

following lemma:

Lemma 3.1. f = G[f ]⇐⇒ f =M[f ].

Proof. “ =⇒ ”: Taking the moment 1
ρ 〈· (v − u)⊗ (v − u)〉 on both sides of f = G[f ] yields

Θ = T = (1− ν)T Id + νΘ⇒ Θ = T Id,

hence T = (1− ν)T Id + νΘ = T Id. When T = T Id, G is just the isotropic Maxwellian M, thus

f = G[f ] =M[f ].

“⇐= ”: Taking the moment 1
ρ 〈· (v−u)⊗ (v−u)〉 on both sides of f =M[f ] yields Θ = T Id

directly. The rest follows the same as above.

Regarding the Euler limit, we have the following results for IMEX schemes of type A and

type CK, respectively.

Proposition 3.2. If the IMEX scheme (3.1)-(3.2) is of type A, then for fixed ∆t, in the limit

ε → 0, the scheme becomes the explicit RK scheme characterized by (Ã, w̃) applied to the limit

Euler system (equations (1.2) without O(ε) terms). If the scheme is additionally GSA, then

lim
ε→0

fn+1 = lim
ε→0
M[fn+1]. (3.5)

Proof. Formally passing the limit ε→ 0 in (3.1), one has ∆tAτ(G[F]−F) = 0 (For convenience

we abuse notations by removing limε→0: here F and G[F] should be understood as the limiting

values for ε → 0, and similarly for the notations in the following arguments.). This implies

F = G[F] since A and τ are invertible. Then by Lemma 3.1, we know F =M[F]. Therefore, as

ε→ 0, the moment equations (3.3)-(3.4) become

〈φF〉 = 〈φfn〉e−∆tÃ∇x · 〈vφM[F]〉, (3.6)

〈φfn+1〉 = 〈φfn〉 −∆tw̃T∇x · 〈vφM[F]〉, (3.7)

which is the explicit RK scheme characterized by (Ã, w̃) applied to the compressible Euler

equations. If the scheme is additionally GSA, then fn+1 = f (s). Hence (3.5) is straightforward.

Proposition 3.3. If the IMEX scheme (3.1)-(3.2) is of type CK and GSA, then for fixed ∆t

and consistent initial data:

lim
ε→0

f0(x, v) = lim
ε→0
G[f0(x, v)] or lim

ε→0
f0(x, v) = lim

ε→0
M[f0(x, v)], (3.8)

the scheme becomes the explicit RK scheme characterized by (Ã, w̃) applied to the limit Euler

system (equations (1.2) without O(ε) terms). Furthermore,

lim
ε→0

fn+1 = lim
ε→0
M[fn+1]. (3.9)
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Proof. If a scheme is of type CK and GSA, then f (1) = fn, fn+1 = f (s). Rewrite F = (f (1), F̂),

e = (1, ê), G[F] = (G[f (1)],G[F̂]), τ̂ := diag(τ (2), . . . , τ (s)), then (3.1) becomes

F̂ = fnê−∆tãv · ∇xfn −∆t ˆ̃Av · ∇xF̂ +
∆t

ε
aτn(G[fn]− fn) +

∆t

ε
Âτ̂(G[F̂]− F̂), (3.10)

where we have used a similar notation for matrix Ã as that in (2.14):(
0 0

ã ˆ̃A

)
. (3.11)

Taking the moments 〈·φ〉 on both sides of (3.10) yields

〈φF̂〉 = 〈φfn〉ê−∆tã∇x · 〈vφfn〉 −∆t ˆ̃A∇x · 〈vφF̂〉. (3.12)

Now sending ε→ 0 in (3.10), one has ∆taτn(G[fn]−fn)+∆tÂτ̂(G[F̂]−F̂) = 0, which reduces

to ∆tÂτ̂(G[F̂] − F̂) = 0 for consistent initial data fn = G[fn] or fn = M[fn] (by Lemma 3.1,

these two are equivalent). Note here again we have abused notations: F̂, G[F̂], fn, G[fn] and

M[fn] should all be understood as the limiting values for ε→ 0, and similarly for notations in

the following arguments. This further implies F̂ = G[F̂] since Â and τ̂ are invertible. Again by

Lemma 3.1, we know F̂ =M[F̂]. Therefore, in the limit, the moment equation (3.12) becomes

〈φF̂〉 = 〈φfn〉ê−∆tã∇x · 〈vφM[fn]〉 −∆t ˆ̃A∇x · 〈vφM[F̂]〉, (3.13)

i.e., the explicit RK scheme characterized by (Ã, w̃) applied to the limit Euler system. Further-

more, since the scheme is GSA, we have fn+1 = M[fn+1], and thus the initial data remains

consistent at the next time step.

3.2 Preserving the Navier-Stokes limit

To discuss the Navier-Stokes limit, we need the following lemmas.

Lemma 3.4. f = G[f ] +O(ε) implies G[f ] =M[f ] +O(ε).

Proof. The proof is similar to Lemma 3.1. We omit the detail.

Given a Maxwellian function M[f ], define ΠM to be the orthogonal projection to the space

LM = span{M, vM, |v|2M}, (3.14)

with the inner product defined by (f, g) :=
∫
fg 1
M dv. Then a direct calculation shows that

(I−ΠM)(v·∇xM) =M
[(
|v − u|2

2T
− dv + 2

2

)
(v − u) · ∇xT

T
+

(
(v − u)⊗ (v − u)

T
− |v − u|

2

dvT
Id

)
: ∇xu

]
,

(3.15)

where the operation : between two matrices is defined as A : B =
∑
ij aijbij . Computing

moments of (3.15) yields the following result.

Lemma 3.5. ∫
Rdv

(I −ΠM)(v · ∇xM)(v − u)⊗ (v − u) dv = ρTσ(u), (3.16)∫
Rdv

(I −ΠM)(v · ∇xM)
1

2
(v − u)|v − u|2 dv =

dv + 2

2
ρT∇xT, (3.17)

where σ(u) is the tensor defined in Section 1.
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Lemma 3.6. For the IMEX scheme (3.1)-(3.2), one has

M[F] =M[fn]e +O(∆t), (I −ΠM[fn])(M[F]) = O(∆t2). (3.18)

Proof. Using the differential form of M

dM =M
[

1

ρ
dρ+

(v − u)

T
· du+

(
(v − u)2

2T 2
− dv

2T

)
dT

]
, (3.19)

we have for every 1 ≤ i ≤ s,

M[f (i)] =M[fn] +M[fn]

[
1

ρn
(ρ(i) − ρn) +

v − un

Tn
· (u(i) − un) +

(
(v − un)2

2(Tn)2
− dv

2Tn

)
(T (i) − Tn)

]
+O((U (i) − Un)2), (3.20)

where we used the vector U := (ρ, ρu,E)T to represent the macroscopic variables that define the

Maxwellian. Therefore,

(I −ΠM[fn])M[f (i)] = O((U (i) − Un)2). (3.21)

Now from (3.3) we know 〈φF〉 − 〈φfn〉e = O(∆t). This means

U (i) − Un = O(∆t), (3.22)

which yields the assertion using (3.20) and (3.21).

We are ready to present the main result.

Theorem 3.7. If the IMEX scheme (2.1)-(2.2) (or its vector form (3.1)-(3.2)) is of type CK

and GSA, and satisfies c = c̃, then for consistent initial data:

f0(x, v) = G[f0]− ε

τ0
(I −ΠM[f0])(v · ∇xM[f0]) + o(ε), (3.23)

and ε = o(∆t), one has

f (i) = G[f (i)]− ε

τn
(I −ΠM[fn])(v · ∇xM[fn]) +O(ε∆t) +O

(
ε2

∆t

)
, 1 ≤ i ≤ s. (3.24)

Furthermore, the resulting macroscopic scheme is a consistent discretization to the Navier-Stokes

equations (1.2) with the local truncation error:

LTE = O(∆tm) +O(ε∆t) +O

(
ε2

∆t

)
, (3.25)

where m is the order of the explicit RK scheme. Therefore, in order to capture the NS limit, one

needs LTE = o(ε) which is satisfied if ∆tm = o(ε).

Proof. First of all, we write fn = G[fn] + εgn, F̂ = G[F̂] + εĝ, then (3.10) becomes

G[F̂] + εĝ = G[fn]ê + εgnê−∆tãv · ∇xG[fn]− ε∆tãv · ∇xgn

−∆t ˆ̃Av · ∇xG[F̂]− ε∆t ˆ̃Av · ∇xĝ −∆taτngn −∆tÂτ̂ ĝ. (3.26)
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Before we prove the main assertion, we have to make sure the scheme (3.26) gives a well-defined

ĝ. We will show that if gn = O(1) then ĝ = O(1) (so gn+1 = O(1)). This can be seen by writing

(3.26) as ( ε

∆t
I + Âτ̂

)
ĝ =

G[fn]ê− G[F̂]

∆t
− ãv · ∇xG[fn]− ˜̂

Av · ∇xG[F̂]

+
( ε

∆t
ê− aτn

)
gn − εãv · ∇xgn − ε ˜̂

Av · ∇xĝ, (3.27)

and noting
(
ε

∆tI + Âτ̂
)−1

= τ̂−1Â−1 +O
(
ε

∆t

)
.

Now by Lemma 3.4, we have G[fn] = M[fn] + O(ε), G[F̂] = M[F̂] + O(ε). Using these in

(3.26) and neglecting O(ε) terms, one has

M[F̂] +O(ε) =M[fn]ê−∆tãv · ∇xM[fn]−∆t ˆ̃Av · ∇xM[F̂]−∆taτngn −∆tÂτ̂ ĝ. (3.28)

Applying the operator I −ΠM[fn] on both sides of (3.28) yields

(I −ΠM[fn])M[F̂] +O(ε) = −∆tã(I −ΠM[fn])v · ∇xM[fn]

−∆t ˆ̃A(I −ΠM[fn])v · ∇xM[F̂]−∆taτngn −∆tÂτ̂ ĝ, (3.29)

where we used the fact that 〈φgn〉 = 〈φĝ〉 = 0, so gn and ĝ are perpendicular to the space LM

expanded by any M. Next by Lemma 3.6, (3.29) becomes

O(∆t2) +O(ε) = −∆tã(I −ΠM[fn])v · ∇xM[fn]−∆t ˆ̃Aê(I −ΠM[fn])v · ∇xM[fn]−∆taτngn −∆tÂτ̂ ĝ

= −∆tĉ(I −ΠM[fn])v · ∇xM[fn]−∆taτngn −∆tÂτ̂ ĝ, (3.30)

where the second line used the relation (2.4) and the assumption c = c̃ (note that c = (c1, ĉ),

c̃ = (c̃1, ˆ̃c), thus ã + ˆ̃Aê = ˆ̃c = ĉ). Therefore,

Âτ̂ ĝ = −ĉ(I −ΠM[fn])v · ∇xM[fn]− aτngn +O(∆t) +O
( ε

∆t

)
. (3.31)

We now assume

gn = − 1

τn
(I −ΠM[fn])(v · ∇xM[fn]) +O(∆t) +O

( ε

∆t

)
. (3.32)

Then

Âτ̂ ĝ = −(ĉ− a)(I −ΠM[fn])(v · ∇xM[fn]) +O(∆t) +O
( ε

∆t

)
. (3.33)

This, written componentwise, is

i∑
j=2

aijτ
(j)g(j) = −

i∑
j=2

aij(I −ΠM[fn])(v · ∇xM[fn]) +O(∆t) +O
( ε

∆t

)
, 2 ≤ i ≤ s, (3.34)

from which it is easy to show

g(2) = − 1

τ (2)
(I −ΠM[fn])(v · ∇xM[fn]) +O(∆t) +O

( ε

∆t

)
. (3.35)

Then using math induction, if one has

g(j) = − 1

τ (j)
(I −ΠM[fn])(v · ∇xM[fn]) +O(∆t) +O

( ε

∆t

)
, for j ≤ i− 1, 3 ≤ i ≤ s, (3.36)
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then

g(i) = − 1

τ (i)
(I −ΠM[fn])(v · ∇xM[fn]) +O(∆t) +O

( ε

∆t

)
. (3.37)

Since τ (i) = τn +O(∆t),

g(i) = − 1

τn
(I −ΠM[fn])(v · ∇xM[fn]) +O(∆t) +O

( ε

∆t

)
. (3.38)

Hence given the consistent initial data (3.23), we have proved that f (i) = G[f (i)] + εg(i) has the

desired form (3.24).

Substituting (3.24) into (2.1), and taking the moments 〈·φ〉, we have

〈φf (i)〉 = 〈φfn〉 −∆t

i−1∑
j=1

ãij∇x · 〈vφ
(
G[f (j)]− ε

τn
(I −ΠM[fn])(v · ∇xM[fn])

)
〉+O(ε∆t2) +O(ε2).

(3.39)

Using Lemma 3.5 and the notations

U = (ρ, ρu,E)T , F (U) = (ρu, ρu⊗ u+ pId, (E + p)u)T ,

S(U) = (0, µσ(u), µσ(u)u+
dv + 2

2
µ(1− ν)∇xT )T , (3.40)

the scheme (3.39) can be written as

U (1) = Un,

U (i) = Un −∆t

i−1∑
j=1

ãij∇x · F (U (j)) + ε∆t

i−1∑
j=1

ãij∇x · S(Un) +O(ε∆t2) +O(ε2), 2 ≤ i ≤ s,

Un+1 = U (s). (3.41)

We want to show it is a consistent discretization to the NS equation (same as (1.2) with κ =
dv+2

2 µ(1− ν)):

∂tU +∇x · F (U) = ε∇x · S(U). (3.42)

Note that a standard explicit RK scheme applied to (3.42) should be

U (1) = Un,

U (i) = Un −∆t

i−1∑
j=1

ãij∇x · F (U (j)) + ε∆t

i−1∑
j=1

ãij∇x · S(U (j)), 2 ≤ i ≤ s,

Un+1 = U (s). (3.43)

For this scheme, the local truncation error is O(∆tm), where m is the order of the method.

Assume u is the true solution to (3.42), this means

O(∆tm) =
un+1 − un

∆t
+

s−1∑
j=1

ãsj∇x · F (u(j))− ε
s−1∑
j=1

ãsj∇x · S(u(j))

=
un+1 − un

∆t
+ ãs1∇x · F (un) +

s−1∑
j=2

ãsj∇x · F (un −∆t

j−1∑
j1=1

ãjj1∇x · F (u(j1)))

− ε
s−1∑
j=1

ãsj∇x · S(un) +O(ε∆t), (3.44)
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where a Taylor expansion was performed in the last step to extract the O(ε∆t) term.

Now for the scheme (3.41), its local truncation error is

LTE =
un+1 − un

∆t
+

s−1∑
j=1

ãsj∇x · F (u(j))− ε
s−1∑
j=1

ãsj∇x · S(un) +O(ε∆t) +O

(
ε2

∆t

)

=
un+1 − un

∆t
+ ãs1∇x · F (un) +

s−1∑
j=2

ãsj∇x · F (un −∆t

j−1∑
j1=1

ãjj1∇x · F (u(j1)))

− ε
s−1∑
j=1

ãsj∇x · S(un) +O(ε∆t) +O

(
ε2

∆t

)

= O(∆tm) +O(ε∆t) +O

(
ε2

∆t

)
, (3.45)

where a Taylor expansion was performed in the second step and the estimate in (3.44) was used

in the last step.

Remark 3.8. The assumption c = c̃ is satisfied by quite a few CK and GSA schemes in the

literature, e.g., the ones listed in Section 2. In fact, it is the condition often assumed to simplify

the order conditions in designing a standard IMEX scheme [2].

Remark 3.9. The O
(
ε2

∆t

)
term in (3.24), and correspondingly in (3.25), can be improved to

O(ε2) if we assume g(i) − gn = O(∆t). However, this is very hard to prove in general as also

pointed out in [14]. Therefore, we choose not to make this assumption.

Remark 3.10. We are not able to prove a similar result for IMEX schemes of type A following

the same argument without imposing extra conditions. In fact, if a type A scheme is not GSA,

we expect an error or blow-up of the order at least O
(

∆tm

ε

)
for gn+1 even if gn = O(1), which is

verified in numerical tests (see Example 3). On the other hand, even a type A scheme is GSA,

the analysis here still cannot carry over unless we impose extra conditions on the scheme.

Remark 3.11. Two second-order type A schemes were recently proposed in [6] with the aim to

capture the NS limit (in fact, they used the relaxation system as a prototype but the analysis is

expected to hold also for kinetic equations). We emphasize that the goal in this paper is different:

in [6], extra order conditions were derived to match O(ε) terms, hence new IMEX schemes with

more stages need to be constructed; while the aim in this paper is to investigate the existing,

widely used IMEX schemes, such as those listed in Section 2.

4 Numerical results

In this section, we test the IMEX RK schemes on two different models: the 1+1 BGK model

and the 1 + 3 ES-BGK model. The fifth order finite difference WENO method [19] is used for

approximating spatial derivatives. For velocity domain discretization, we use uniform grid points

in a large enough interval or domain.

For the BGK model with dx = dv = 1, we set µ = ρT , so τ = ρT
µ = 1. Since σ(u) ≡ 0, there

is no viscosity term in the NS equations (1.2), and κ = dv+2
2 µ = 3

2ρT .

For the ES-BGK model with dx = 1 and dv = 3, we set ν = − 1
2 , µ =

√
T , so τ = ρT

(1−ν)µ =
2
3ρ
√
T and κ = dv+2

2 µ(1− ν) = 15
4

√
T . Hence the Prandtl number is Pr = dv+2

2
µ
κ = 1

1−ν = 2
3 .
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4.1 Accuracy tests

Example 1. We test the accuracy of the numerical schemes solving the BGK model for a smooth

solution. The consistent initial data is taken as

f0(x, v) =M− ε(I −ΠM)(v∂xM),

where

M(x, v) =
ρ(x)√
2πT (x)

exp

(
− (v − u(x))2

2T (x)

)
,

with ρ(x) = 1 + 0.2 sin(πx), T = 1
ρ(x) , u = 1.

We use 100 uniform points for velocity in the interval v ∈ [−10, 10], and Nx uniform points

for space in the interval x ∈ [0, 2] with periodic boundary conditions. The mesh size is ∆x = 2
Nx

and we set ∆t = 0.1∆x. Since the exact solution is not available, we use the numerical solution

on a finer mesh with mesh size ∆x/2 as the reference solution to compute the error for solutions

on the mesh size of ∆x.

Table 1 shows the result for the third order accurate ARS(4,4,3) scheme at time = 1. We can

observe that the order of accuracy is no less than or around three when ∆t� ε or ∆t� ε. On

the other hand, we can also see obvious order reduction in the intermediate regime ∆t ∼ O(ε). In

general, the order of accuracy of IMEX schemes in the intermediate regime is highly nontrivial.

In a recent work [6], uniform accuracy was observed for second order schemes constructed therein

for a linear hyperbolic relaxation system. We also tested the two second order schemes in [6]

IMEX-I-GSA2(3,4,2) and IMEX-II-GSA2(4,4,2) for this example. The second order accuracy is

indeed achieved for IMEX-I-GSA2(3,4,2) for the same ε and the same meshes as listed in Table

1 even in the intermediate regime ∆t ∼ O(ε). Nonetheless, it is an open problem to justify why

this scheme can maintain uniform accuracy.

Table 1: Example 1. The third order ARS(4,4,3) scheme. L∞ error in f(t, x, v) at time = 1.

∆t = 0.1∆x = 0.1 2
Nx

. Order reduction in the intermediate regime ∆t ∼ O(ε) is marked in red.

Nx=10 Nx=20 order Nx=40 order Nx=80 order Nx=160 order Nx=320 order Nx=640 order

ε = 1 1.42E-2 2.18E-3 2.70 1.57E-4 3.79 6.56E-6 4.58 2.92E-7 4.49 2.97E-8 3.30 3.69E-9 3.01

ε = 0.01 3.37E-3 1.61E-4 3.39 4.43E-6 5.12 2.58E-7 4.10 3.44E-8 2.91 4.99E-9 2.78 6.63E-10 2.91

ε = 10−4 3.89E-3 1.89E-4 4.37 6.05E-6 4.96 1.35E-7 5.48 3.11E-8 2.12 1.45E-8 1.10 6.37E-9 1.19

ε = 10−6 3.90E-3 1.89E-4 4.36 6.21E-6 4.93 1.92E-7 5.02 5.74E-9 5.06 1.82E-10 4.98 1.13E-10 0.69

ε = 10−8 3.90E-3 1.89E-4 4.36 6.21E-6 4.93 1.92E-7 5.01 6.06E-9 4.99 2.80E-10 4.44 2.23E-11 3.65

Example 2. We test the accuracy of the numerical schemes solving the ES-BGK model for a

smooth solution. Denote v = (v1, v2, v3)T , the consistent initial data is taken as

f0(x, v) =M− ε

τ
(I −ΠM)(v1∂xM),

where

M(x, v) =
ρ(x)

(
√

2πT (x))3
exp

(
− (v1 − u(x))2 + v2

2 + v2
3

2T (x)

)
,

with ρ(x) = 1 + 0.2 sin(πx), T = 1
ρ(x) , u(x) = (1, 0, 0)T .

For velocity discretization, we use 80× 80× 80 uniform points in the domain v ∈ [−10, 10]×
[−10, 10]× [−10, 10]. We use Nx uniform points for space in the interval x ∈ [0, 2] with periodic
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boundary conditions. The time step is taken as ∆t = 0.1∆x. The numerical solution on a finer

mesh with mesh size ∆x/2 is used as the reference solution to compute the error for solutions

on the mesh of size ∆x.

Table 2 shows the result for the ARS(4,4,3) method. Similar to Example 1, we can observe

that the order of accuracy is is no less than or around three when ∆t � ε or ∆t � ε, and we

can also see obvious order reduction in the intermediate regime ∆t ∼ O(ε).

Table 2: Example 2. The third order ARS(4,4,3) scheme. L∞ error in f(t, x, v) at time = 0.1.

∆t = 0.1∆x = 0.1 2
Nx

. Order reduction in the intermediate regime ∆t ∼ O(ε) is marked in red.

Nx = 8 Nx = 16 order Nx = 32 order Nx = 64 order Nx = 128 order

ε = 1 1.28E-3 1.58E-4 3.02 6.40E-6 4.63 1.13E-7 5.82 1.05E-8 3.43

ε = 10−2 4.27E-4 9.31E-6 5.52 2.89E-7 5.01 8.19E-8 1.82 4.13E-8 0.99

ε = 10−4 3.64E-4 5.96E-6 5.93 2.08E-7 4.84 2.00E-8 4.81 5.73E-9 1.80

ε = 10−6 3.63E-4 5.86E-6 5.95 1.74E-7 5.08 4.68E-9 5.22 1.58E-10 4.89

ε = 10−8 3.63E-4 5.86E-6 5.95 1.73E-7 5.08 4.50E-9 5.27 7.60E-11 5.89

4.2 Accurate approximations to the shear stress and heat flux

As discussed in Theorem 3.7, if a numerical scheme solving the ES-BGK equation satisfies

the required condition, it can preserve the Navier-Stokes limit using under-resolved time step

∆t.

We verify the property (3.24) by comparing the two quantities f−G[f ]
ε and − 1

τ (I − ΠM)(v ·
∇xM) in the numerical solution. In particular, by Lemma 3.5, a desired numerical solution

should also satisfy∫
Rdv

f − G[f ]

ε
(v − u)⊗ (v − u) dv = −(1− ν)µσ(u) +O(∆t) +O(

ε

∆t
), (4.1)

∫
Rdv

f − G[f ]

ε

1

2
(v − u)|v − u|2 dv = −κ∇xT +O(∆t) +O(

ε

∆t
). (4.2)

Therefore, we also verify these two moments of f−G[f ]
ε can produce the correct shear stress µσ(u)

and heat flux κ∇xT for smooth solutions.

Example 3. We consider the BGK model with the same consistent initial data as that in

Example 1. We use 100 uniform points for v ∈ [−10, 10], 100 uniform points for x ∈ [0, 2], and

∆t = 0.1∆x = 0.002, and compute the solution up to time = 0.2 with ε = 10−8. We test different

IMEX RK schemes listed in Section 2 which all satisfy the required condition in Theorem 3.7.

Figure 1 shows the contour plots of two quantities f−M
ε and −(I − ΠM)(v∂xM) and their

difference for the ARS(4,4,3) scheme (recall in the BGK case, G =M and τ = 1). In fact, all

schemes in Section 2 produce similar results and we omit the detail.

For the simple 1 + 1 BGK model considered here, the shear stress is zero. Thus we compare

the moment
∫
R
f−M[f ]

ε
1
2 (v−u)|v−u|2 dv to the heat flux −κTx = − 3

2ρTTx. In Figure 2 (a), we

can see that all type CK and GSA schemes we’ve tested can capture the correct heat flux.

We have also tested an inconsistent initial condition by choosing f0(x, v) = M. It seems

that except the IMEX-II-GSA(2,3,2) scheme, all other schemes can still produce similar results
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(a) f−M
ε

. (b) −(I −ΠM)v∂xM. (c) | f−M
ε

+ (I −ΠM)v∂xM|.

Figure 1: Example 3. ARS(4,4,3) scheme with a consistent initial condition. The contour plots

in x − v plane. time = 0.2. ε = 10−8. ∆x = 2
100 . ∆t = 0.002. The maximum pointwise error

‖ f−Mε + (I −ΠM)v∂xM‖∞ is 4.22E − 4.

as those in Figure 1 and Figure 2 (a). IMEX-II-GSA(2,3,2), however, is quite sensitive to the

initial condition, which suggests the necessity of a consistent initial condition (3.23) in Theorem

3.7.

Figure 2 (b) shows the result of a type A non-GSA scheme IMEX-SSP2(2,2,2) in [23]. It

produces huge errors for the heat flux. The blow-up rate for different ∆t suggests an error of order

O(∆t2

ε ). We emphasize that this does not necessarily imply IMEX-SSP2(2,2,2) cannot capture

the NS limit. It simply means that IMEX-SSP2(2,2,2) does not satisfy the sufficient conditions

derived in this paper. We have also tested several other non-GSA schemes: IMEX-SSP3(3,3,2)

and IMEX-SSP3(4,3,3) in [23], which all produce blow-ups in f−M
ε as ε→ 0.

Example 4. We consider the ES-BGK model with the same initial data as that in Example 2

except the initial temperature and velocity are set as T = 2+0.2 cos(πx)
ρ(x) , u(x) = 1 + 0.2 cos(πx).

For velocity discretization, we use 40 × 40 × 40 uniform points in the domain v ∈ [−10, 10] ×
[−10, 10]× [−10, 10]. We use 100 uniform points for space in the interval x ∈ [0, 2] with periodic

boundary conditions. The time step is taken as ∆t = 0.1∆x = 0.002.

Three type CK and GSA schemes are tested: ARS(4,4,3), BPR(3,5,3), and IMEX-II-GSA(2,3,2).

The error ‖ f−G[f ]
ε + 1

τ (I − ΠM)(v1∂xM)‖∞ at time = 0.1 for these three schemes are 5.76E-5,

4.17E-5 and 1.21E-6 respectively for ε = 10−8. Next, we compare the two moments (4.1) and

(4.2) with the shear stress and heat flux computed from the macroscopic quantities. See Figure

3.

We remark that as in the previous example, with an inconsistent initial condition f0(x, v) =

M, ARS(4,4,3) and BPR(3,5,3) can still produce similar results but IMEX-II-GSA(2,3,2) can-

not.
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x
0 0.5 1 1.5 2

­1

­0.5

0

0.5

1

Reference

ARS(4,4,3)

ARS(2,2,2)

BPR(3,5,3)

LRR(2,3,2)

IMEX­II­GSA(2,3,2)

IMEX­II­GSA2(4,4,2)

(a) Type CK and GSA schemes with a consistent initial

condition. ∆t = 0.002.

x
0 0.5 1 1.5 2 2.5

­50000

0

50000

100000

Reference

IMEX­SSP2(2,2,2) with dt=0.001

IMEX­SSP2(2,2,2) with dt=0.0001

(b) IMEX-SSP2(2,2,2) scheme with a consistent initial

condition with two different time steps. The blow up

rate suggests an error of order O
(

∆t2

ε

)
.

Figure 2: Example 3. The symbols are the moment
∫
R
f−M[f ]

ε
1
2 (v − u)|v − u|2 dv in numerical

solutions at time = 0.2. The solid line reference is the heat flux −κTx. ε = 10−8. ∆x = 2
100 .

4.3 The Lax shock tube problem

Example 5. We finally test the ARS(4,4,3) scheme solving the ES-BGK model for the Lax

shock tube problem at time = 1.3 with the initial statesρu
p

 =

{
(0.445, 0.698, 3.528)T , −5 ≤ x ≤ 0,

(0.5, 0, 0.571)T , 0 < x ≤ 5.

The initial condition is taken as f0(x, v) =M− ε
τ (I −ΠM)(v1∂xM).

We first use 80×80×80 uniform points for the velocity domain [−20, 20]×[−20, 20]×[−20, 20],

and Nx = 200 uniform points for the spatial discretization, i.e., ∆x = 10
200 . The CFL number

is taken as 0.2, i.e., ∆t = 0.2 ∆x
‖v1‖∞ where ‖v1‖∞ = 20. In Figure 4, we compare the numerical

solution of the ES-BGK model with those of the compressible Navier-Stokes equations and the

compressible Euler equations. The reference solution of the Euler equations was generated by the

exact Riemann solution [25]. The reference solution of the Naiver-Stokes equations was generated

by using the fifth order WENO method for the convection and fourth order finite difference for the

diffusion on a grid of 20000, 40000 and 100000 points for ε = 10−2, 10−3 and 10−4 respectively.

See the appendix in [28] for a similar scheme. We can see that the numerical solution of the

ES-BGK model is very close to that of the NS equations. For better visualization, we again

compare the two moments (4.1) and (4.2) with the shear stress and heat flux computed from

the macroscopic quantities. See Figure 5 for the case of ε = 10−4. Figure 6 shows the case of

ε = 10−8, where ∆x = 10
80 , ∆t = 0.2 ∆x

‖v1‖∞ = 0.2∆x
20 and uniform 40 × 40 × 40 points for the

velocity domain [−20, 20]× [−20, 20]× [−20, 20] are used.
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(e) IMEX-II-GSA(2,3,2)
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(f) IMEX-II-GSA(2,3,2)
Figure 3: Example 4. time = 0.2. ε = 10−8. ∆x = 2

100 . ∆t = 0.002. Here g = f−G[f ]
ε . The

symbols are the moments
∫
R3 g

1
2 (v1 − u)|v − u|2 dv (left) and 1

1−ν
∫
R3 g(v1 − u)2 dv (right) in

numerical solutions. The solid line reference is the heat flux −κTx (left) and the shear stress is

−µσ(u) (right). 17
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Figure 4: Example 5. Comparison between reference solutions of Navier-Stokes equations and the

numerical solutions of ARS(4,4,3) for the ES-BGK model using ∆x = 10
200 and ∆t = 0.2 ∆x

‖v1‖∞ =

0.2∆x
20 at time = 1.3. Uniform 80× 80× 80 points for the velocity domain [−20, 20]× [−20, 20]×

[−20, 20].
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Figure 5: Example 5. The numerical solutions of ARS(4,4,3) at time = 1.3 for ε = 10−4. ∆t =

0.2 ∆x
‖v1‖∞ = 0.2∆x

20 and ∆x = 10
200 . Here g = f−G[f ]

ε . The heat flux is −κTx and the shear stress

is −µσ(u). Uniform 80× 80× 80 points for the velocity domain [−20, 20]× [−20, 20]× [−20, 20].
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Figure 6: Example 5. The numerical solutions of ARS(4,4,3) at time = 1.3 for ε = 10−8. ∆t =

0.2 ∆x
‖v1‖∞ = 0.2∆x

20 and ∆x = 10
80 . Here g = f−G[f ]

ε . The heat flux is −κTx and the shear stress is

−µσ(u). Uniform 40× 40× 40 points for the velocity domain [−20, 20]× [−20, 20]× [−20, 20].
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Remark 4.1. For discontinuous problems, the thickness of a shock layer is about O(ε) so one has

to use resolved mesh size ∆x in the numerical scheme. This, as a result, requires ∆t to be chosen

at least of order O(ε) due to the CFL condition. Our focus here is to show the semi-discrete high

order IMEX scheme does not need the time step to resolve O(ε) in order to capture the NS limit

for smooth solutions. Hence we do not attempt to address the issue of spatial discretization.

5 Conclusion

IMEX RK schemes are popular methods to solve the stiff kinetic equations. Their asymptotic

behavior with respect to the leading Euler limit has been studied extensively in the literature.

In this work, we investigate their behavior at the Navier-Stokes level and prove that for a class of

existing IMEX schemes (type CK and GSA), under consistent initial condition, they can capture

the NS limit without resolving ε. That is, for ε = o(∆t), we only need ∆tm = o(ε), where m is

the order of the explicit RK scheme in an IMEX method. For simplicity, we only considered the

BGK/ES-BGK models, for which the implicit collision operators can be solved easily without

iteration. In the future, we will study the application of IMEX schemes for the full Boltzmann

equation.
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