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Abstract— We present an algorithm to solve the problem of estimation of the wave speed in a layered acoustic medium. It is based on the adjoint method. Even though it is a fast algorithm, it is able to detect approximately the interfaces and estimate the amplitudes of the speed parameter. Numerical examples illustrate the application of the algorithm in seismic inversion.
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I. INTRODUCTION

The purpose of this work is to present a fast algorithm to estimate the wave speed in a layered acoustic bounded domain.

In previous papers we treated this estimation problem using a Newton-type method on a quasilinearization algorithm. Newton-type methods are time consuming. In order to improve the performance we present a steepest descent procedure. We use the gradient of the linearized cost functional which is computed from its continuous version. The gradient is calculated using the adjoint of the Gâteaux derivative of the solution of the equation with respect to the parameter.

Most of the necessary mathematics is presented in a previous paper (Fernández-Berdaguer, 1998). There the proofs are done for absorbing boundary conditions at the top and bottom of the domain. Here we use more realistic ones: a Dirichlet boundary condition at the top of the boundary, i.e., the air-solid interface and an absorbing boundary condition at the bottom boundary.

The present work describes the implementation of the method for the one-dimensional case in \( \Omega = (0, 1) \). This simple case shows the most important aspects of the scheme, for example, the detection of the interfaces and the estimation of the parameter amplitudes, with minor computational burden.

This paper presents a fast estimation algorithm to solve a generalization of the velocity inversion procedure first described in the article An Iterative Procedure for Estimation of Variable Coefficients in a Hyperbolic System (Fernández-Berdaguer et al., 1996).

In that paper we considered a layered medium consisting of layers of known thickness. Our method here allows us to attack problems where no a priori information is available about the parameterization of the unknown parameter function. The theory developed in Fernández-Berdaguer (1998), allows for the wave speed \( c(x) \) to be an arbitrary function in \( L^\infty(\Omega) \); thus at the discrete level, \( c(x) \) may take different values at each point of the spatial discretization.

It is worth noting that even when our work is intended for applications in geophysical exploration, the analysis and algorithms presented here are also of interest in other fields such as non-destructive material testing (Burk and Weiss, 1979), polymer physics (Ferry, 1970) and ocean acoustics (Stoll, 1977).

The organization of the paper is as follows: in section 2 we present the direct model, the inverse problem and the sensitivity equations. In section 3 we state the algorithm and its implementation. Finally, in section 4 we present some numerical examples.
II. THE DIRECT MODEL, THE ESTIMATION PROBLEM AND THE SENSITIVITY EQUATIONS

A. The direct model
Let $\Omega = (0,1)$, $\Gamma = \partial \Omega = \{0,1\}$. The problem is to estimate the parameter $c(x)$ in the usual model for wave propagation in acoustic media:

$$\frac{1}{c^2} p_t(c, x, t) - \frac{\partial^2 p(c, x, t)}{\partial x^2} = S(x, t), \quad x \in \Omega, t \in (0, T),$$  \hspace{1cm} (1)

with initial condition

$$p(c, x, t = 0) = p_t(c, x, t = 0) = 0, \quad x \in \Omega,$$ \hspace{1cm} (2)

and boundary conditions

$$p(c, x, t = 0) = 0,$$ \hspace{1cm} (3)

$$- \frac{\partial p(c, x, t = 1, t)}{\partial x} = \frac{1}{c} p_t(c, x, t = 1, t), \quad t \in (0, T).$$ \hspace{1cm} (4)

In seismic exploration $p(c, x, t)$ represents the pressure and $c(x)$ the wave speed of the medium. The function $S(x, t)$ on the right hand side of (1) is a given external source function. In the one dimensional case, $x \in \Omega$ represents depth. Equations (3) and (4) are respectively a Dirichlet boundary condition at the surface and an absorbing boundary condition which makes the bottom boundary transparent to downward going waves (Stephen et al., 1985).

The set of admissible parameters is denoted by $\mathcal{P}$. It consists of functions $c(x)$ bounded below and above by positive constants $c_*$ and $c^*$, respectively; we also assume that $c(x)$ is a linear combination of a fixed set of uniformly continuous functions defined in a neighborhood of the boundary.

We denote by $\tilde{H}^1(\Omega)$ the set of functions $\phi$ in $H^1(\Omega)$ such that $\phi(0) = 0$. Let $(\cdot, \cdot)$ denote the usual inner product in $L^2(\Omega)$ and set $(f, g) = f(0)g(0) + f(1)g(1)$. The weak form of the direct problem (1)-(4) is obtained as usual by multiplying (1) by a test function $\phi \in H^1(\Omega)$ and integrating over $\Omega$. After applying integration by parts in the second term in the left-hand side of the resulting equation and using the boundary condition (4) we get the following weak formulation of our differential model: find $p(c, x, t) \in \tilde{H}^1(\Omega)$ such that

$$\left( \frac{1}{c^2} p_t, \phi \right) + \left( \frac{\partial p}{\partial x}, \frac{\partial \phi}{\partial x} \right) + \left( \frac{1}{c} p_t, \phi \right) = (S, \phi), \quad \phi \in \tilde{H}^1(\Omega), \quad t \in (0, T).$$ \hspace{1cm} (5)

Let $\mathcal{V} = W^{1,\infty}(0, T, L^2(\Omega)) \cap L^\infty(0, T, H^1(\Omega))$. The following result on the well posedness of the direct problem (1)-(4) is proved in Fernández-Berdaguer et al., (1996) with different boundary conditions; the proof holds for the present case.

Theorem 1 Assume that $c \in \mathcal{P}$ and that for an integer $q \geq 1$, $\frac{\partial^{q-1} S}{\partial t^{q-1}} \in L^2(0, T, L^2(\Omega))$. Then the solution $p(c, x, t)$ of (1)-(4) is such that $\frac{\partial^{q-1} p(c, \cdot)}{\partial t^{q-1}} \in \mathcal{V}$ and satisfies the estimates

$$\left\| \frac{\partial^q p}{\partial t^q} \right\|_{L^\infty(0, T, L^2(\Omega))} + \left\| \frac{\partial^{q-1} p(c, \cdot)}{\partial t^{q-1}} \right\|_{L^\infty(0, T, H^1(\Omega))} \leq C \left\| \frac{\partial^{q-1} S}{\partial t^{q-1}} \right\|_{L^2(0, T, L^2(\Omega))},$$ \hspace{1cm} (6)

where the positive constant $C$ depends only on the total time $T$ and the upper and lower bounds for $c(x)$.

Next we describe the inverse problem.

B. The estimation problem
We assume that the pressure observations $p^{obs}(x, t)$ are recorded for $t \in (0, T)$ at points $x_r$ inside $\Omega$. Our objective is to infer from these measurements the actual function $c(x)$, $x \in \Omega$, characterizing the medium.

The estimation problem is solved using the output least squares criterion. That is: minimize the following functional

$$J(c) = \frac{1}{2} \sum_{i=1}^{N_r} \int_0^T (p(c) - p^{obs})^2(x_r, t) \, dt$$ \hspace{1cm} (7)

over the set $\mathcal{P}$.

When the set of parameters $\mathcal{P}$ is considered as a subset of the space $L^2(\Omega)$ it can be proven that $J$ is continuous as a function of $c$ (see pp. 220-222 in Fernández-Berdaguer et al., 1996). We conclude that the minimization problem has a solution over compact subsets of $\mathcal{P}$.

B.1. The sensitivity equations
Methods for solving the above minimization problem require the computation of the derivative of the cost functional with respect to the parameter. Here the parameter is a function, thus we need a functional derivative. We will denote by $D(c) \delta c$ the Gâteaux derivative of $p$ in the direction of the perturbation $\delta c$ of $c$. In addition, we assume that the vector space of perturbations $\delta c$ of $c$ is such that $\delta c = 0$ in a neighborhood of the top boundary.

The function $D(c) \delta c(x, z, t)$ can be computed as the solution of the following differential equation:

$$\frac{1}{c^2 (x)} (D(c) \delta c)_t \delta c (x, t) - \frac{\partial^2 D(c) \delta c}{\partial x^2} (x, t) = 2 \frac{\delta c(x) p_t(c, x, t)}{c^3 (x)}, \quad x \in \Omega, \quad t \in (0, T),$$ \hspace{1cm} (8)

with initial conditions

$$(D(c) \delta c)(x, t = 0) = (D(c) \delta c)_t (x, t = 0) = 0, \quad x \in \Omega,$$ \hspace{1cm} (9)
and boundary conditions
\[ D(c)\delta c(x = 0, t) = 0, \]  
(10)
\[ -\frac{\partial D(c)\delta c}{\partial x}(x = 1, t) = \frac{(D(c)\delta c)_t}{c(x)}(x = 1, t) \]
\[ + \frac{\delta c(x)}{c(x)}(x = 1, t), \quad t \in (0, T). \]  
(11)

The functional \( J(c) \) has a Gâteaux derivative with respect to the parameter \( c \) given by
\[ J'(c)\delta c = \int_0^T \sum_{i=1}^{N_r} D(c)\delta c \left( p(c) - p^{obs}(x_r, t) \right) dt. \]  
(12)

Note that the differential system (8)–(11) is very similar to the forward problem (1)–(4), the differences being the source function and the boundary conditions.

The algorithm described in the next section is based on locating the zeros of \( J'(c) \).

III. THE ESTIMATION ALGORITHM AND ITS IMPLEMENTATION

Using the above directional derivative we propose a steepest descent method to estimate the parameter.

The iterative algorithm starts with an initial guess \( c^0 \). From Eqn. (12) it follows that the direction of steepest descent of \( J \) at the point \( c^k \) in the \( k \)th iteration is given by
\[ d^k = -D^*(c^k) \sum_{i=1}^{N_r} (p(c^k) - p^{obs})(x_r, t), \]  
(13)
where \( D^*(c) \) indicates the adjoint operator of \( D(c) \). The length \( \mu^k \) of the descending step is computed linearizing \( p \) around \( c^k \) (see the appendix). Finally, the parameter \( c^k \) is updated by \( c^{k+1} = c^k + \mu^k d^k \).

The expression \( D^*(c) \sum_{i=1}^{N_r} (p(c) - p^{obs})(x_r, t) \) has the representation:
\[ D^*(c) \sum_{i=1}^{N_r} (p(c) - p^{obs})(x_r, t) = \]
\[ \int_0^T \left( p(u) \right)(c, x, t) \frac{\partial^2 u(c, x, t)}{\partial^2 x} dt + \frac{\partial^2 v(x, t)}{\partial^2 x} \]  
(14)
where the function \( u \) is defined as
\[ u(c, x, t) = v(c, x, t) - t \]  
(15)
and \( v \) is the solution of:
\[ -\frac{1}{c^2} v_{tt}(c, x, t) + \frac{\partial^2 v(c, x, t)}{\partial^2 x} = f(x, t), x \in \Omega, \quad t \in (0, T), \]  
(16)
with initial condition
\[ v(c, x, t = 0) = v_1(c, x, t = 0) = 0, \quad x \in \Omega, \]  
(17)
and boundary conditions
\[ v(c, x = 0, t) = 0, \]  
(18)
\[ -\frac{\partial v(c, x = 1, t)}{\partial x} = \frac{1}{c} v_1(c, x = 1, t), \quad t \in (0, T). \]  
(19)
The function \( f \) in (16) is given by
\[ f(x, t) = \sum_{i=1}^{N_r} (p(c) - p^{obs}(x_r, t)). \]  
(20)

Note again that this problem is similar to the problem represented by (1)–(4).

Summarizing, the minimization procedure is implemented as follows:

Estimation Algorithm

1. Set \( k = 0 \), give an initial guess \( c^0 \).
2. Compute the direction of steepest descent \( d^k \) defined by
\[ d^k = -D^*(c^k) \sum_{i=1}^{N_r} (p(c^k) - p^{obs})(x_r, t). \]
3. Compute the length \( \mu^k \) of the descending step using the formula
\[ \mu^k = \frac{\int_0^T \sum_{i=1}^{N_r} (p(c^k) - p^{obs})(x_r, t) dt}{\int_0^T \sum_{i=1}^{N_r} \left( D(c^k) d^k (x_r, t) \right) dt}. \]
4. Update the wave speed as follows:
\[ c^{k+1} = c^k + \mu^k d^k. \]
5. Check for convergence. If not, \( k = k + 1 \), go to 2.

To carry out step 2 it is necessary to perform the following calculations

2.a) solve the direct problem (1)–(4) for the current value of \( c^k \);
2.b) compute the second partial derivative \( \mathfrak{R}_t \);
2.c) solve (16)–(19) to obtain \( u \) and
2.d) compute the integral in (14).

In order to perform the computation, we need to obtain approximations to the solution \( p(c, \cdot \cdot) \) of (1)–(4), to the Gâteaux derivative \( D(c)\delta c(\cdot \cdot) \) and to the solution of the adjoint problem (16)–(19). This is done using a finite element procedure to be described below.
Let

$$\tau_h = \{[a_{i-1}, a_i] | a_i = ih, \ h = \frac{1}{L}, \ i = 1, \ldots, L\},$$

and

$$M_h = \left\{ v \in C^0(\Omega) : v/[a_{i-1}, a_i] \in P_1, \ i = 1, \ldots, L \right\},$$

where $P_1$ denotes the set of polynomials of degree not greater than 1. Let $M$ be a positive integer, $\Delta t = T/M$, and $u^n = u(n\Delta t)$. Set

$$\partial u^n = \frac{u^{n+1} - u^{n-1}}{2\Delta t},$$

$$\partial^2 u^n = \frac{u^{n+1} - 2u^n + u^{n-1}}{(\Delta t)^2}.$$

The discrete–time Galerkin procedure to compute an approximation to the solution of (1)–(4) is defined as follows:

Find $p_h^n(c, \cdot) \in M_h$ such that

$$\left(\frac{1}{c^2} \partial^2 p_h^n, \phi \right) + \left( \partial p_h^n, \partial \phi \right) + \left( \frac{1}{c} \partial^2 p_h^n, \phi \right) = (S^n, \phi),$$

$$\phi \in M_h, \ n = 1, \ldots, M - 1, \ p_h^n = p_h^0 = 0. \quad (21)$$

Similarly, approximations to the solution $D(c)\delta c(c, \cdot, \cdot)$ of (8)–(11) can be computed as follows:

Find $(D(c)\delta c)_h^n \in M_h$ such that

$$\left(\frac{1}{c^2} \partial^2 (D(c)\delta c)_h^n, \phi \right) + \left( \partial (D(c)\delta c)_h^n, \partial \phi \right) + \left( \frac{1}{c^3} \delta c \partial^2 p_h^n, \phi \right) = (D(c)\delta c)_h^n, \phi,$$

$$\phi \in M_h, \ n = 1, \ldots, M - 1, \ (D(c)\delta c)_h^0 = (D(c)\delta c)_h^1 = 0. \quad (22)$$

The same procedure was used to approximate the solution $v$ of the adjoint problem (16)–(19).

Find $v_h^n \in M_h$ such that

$$\left(\frac{1}{c^2} \partial^2 v_h^n, \phi \right) + \left( \partial v_h^n, \partial \phi \right) + \left( \frac{1}{c} \partial v_h^n, \phi \right) = (f^n, \phi), \ \phi \in M_h,$n = 1, \ldots, M - 1, \ v_h^n = v_h^0 = 0. \quad (23)$$

It has been shown in Santos et al. (1988), that the procedures (21)–(23) are second order correct both in the time and space discretizations and they are stable provided that the Courant–Friedrichs–Levy stability constraint:

$$\Delta t \leq C_1(c)h$$

is satisfied.

IV. NUMERICAL EXAMPLES

The algorithm proposed was implemented to estimate the wave speed of the medium $c(x)$ in the problem (1)–(4). We consider two models of stratified media to show the behavior of the algorithm on different configurations. The first model (model 1) consists of 5 layers with a total size of 1040 m. The second model (model 2) consists of 6 layers with total size of 880 m. The source chosen for all the experiments has the form $S(x, t) = \delta(x-x_0)g(t)$, where $g(t)$ is a given waveform. We employed (Cardo Casas et al., 1985),

$$g(t) = -2K \xi(t - t_s)e^{-\xi(t-t_s)^2}, \quad (25)$$

with $\xi$ related to a desired pulse frequency $f_0$ by the formula $\xi = 8f_0^2$, $t_s = 8/f_0$ and $K$ chosen so that $\max |g(t)| = 1$ (see Figure 1). In all the examples, we used $f_0 = 10$ Hz.

![Figure 1: Source function.](image-url)
Figure 4 displays the true profile for model 2, the initial guess and the updated profiles after 50, 200 and 350 iterations. In this example, although the final estimated profile is not so accurate, the algorithm was able to find a good approximation of the stratified medium.

Figure 5 shows the behavior of the estimation algorithm for model 2 but in this case the simulated observations were corrupted by zero mean gaussian white noise. To choose the noise variance, three different time windows were considered, according to the amplitude of the trace values. In each window the variance value was chosen in such a way that the ratio of the maximum noise to the maximum signal did not exceed 15 percent. It can be seen that in spite of the presence of noise in the observed data the estimation procedure yields a very good estimate of the true wave speed profile, with an accuracy similar to that in the noise-free case (see Figure 4).

V. CONCLUSIONS
We presented an iterative method to estimate the wave speed in one dimensional acoustic layered media.

The inverse problem is posed as a functional optimization problem and the gradient of the cost functional was computed by solving the associate adjoint problem. This allows for the formulation of the steepest descent algorithm to solve the estimation problem independently of the discretization scheme used to solve the associated partial differential equations. Here we employed a standard Galerkin procedure using C0 piecewise linear functions as approximating functions. Higher order polynomials or other type of numerical methods could be used to discretize the continuous estimation algorithm. Using higher order polynomials
may yield faster and better estimates for the wave speed profiles.

The proposed algorithm requires the solution of three forward problems per iteration, as opposed to full Newton schemes as presented in Fernández-Berdaguer et al., (1996), where we had to solve as many forward problems as parameters. On the other hand, full Newton schemes have much better resolution, so the steepest descent procedure presented here may be used as a first step in a method combining both approaches. This idea is currently being tested.

VI. APPENDIX

The computation of $\mu^k$ proceeds as follows: considering that $d^k$ is the direction of steepest descent of $J$ at the point $c^k(x)$ find $\mu^k$ that minimizes $J(c^k + \mu^k d^k)$. We look for a local minimum of $J$:

$$\frac{dJ(c^k + \mu^k d^k)}{d\mu^k} = 0$$

Linearizing $p$ around the current value $c^k$ and neglecting second order terms, it follows that:

$$\frac{dJ(c^k + \mu^k d^k)}{d\mu^k} \approx \frac{1}{2} \sum_{i=1}^{N_v} \int_0^T \left( p(c^k) + D(c) \mu^k d^k - p^{obs}(x_{r_i}, t) \right)^2 dt$$

Solving the above equation for $\mu^k$, the expression used in the algorithm is obtained.
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