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ABSTRACT. This paper is the first part of a program aimed at  
studying the regularity of sub-elliptic free boundaries. In the  
setting of Carnot groups we establish the optimal interior reg-  
ularity of the solution to the obstacle problem in terms of the  
Folland-Stein non-isotropic class $\Gamma^{1,1}$. This result constitutes the  
sub-elliptic counterpart of the classical $C^{1,1}$ regularity for Laplace  
equation. We also prove non-degeneracy properties of the solution  
and of its free boundary.

1. INTRODUCTION  
The study of the classical obstacle problem, initiated in the 60’s with the pioneer-  
ing works of G. Stampacchia, H. Lewy, J. L. Lions, has led over a period of three  
decades to beautiful and deep developments in calculus of variations and partial  
differential equations. The crowning achievement has been the development, due  
to L. Caffarelli, of the theory of free boundaries. For an assigned bounded domain  
$\Omega \subset \mathbb{R}^n$, one seeks to solve the variational inequality: given $f \in H^{-1}(\Omega)$, find  
$u \in K_\psi$ such that  

\begin{equation}  
a(v, v-u) \geq \langle f, v-u \rangle \quad \text{for all } v \in K_\psi.  
\end{equation}  

Here,  

\begin{equation}  
a(u, v) = \int_{\Omega} \langle A(x) \nabla u, \nabla v \rangle \, dx  
\end{equation}  

denotes the quadratic form on $H^1(\Omega)$ associated with an assigned uniformly ellip-  
tic matrix $A(x) = (a_{ij}(x))$ with entries in $L^\infty(\Omega)$. Given an obstacle $\psi \in H^1(\Omega)$,
satisfying \( \psi \leq 0 \) on \( \partial \Omega \) (in the sense of \( H^1(\Omega) \)), one defines the convex set
\[ K_\psi = \{ v \in H^1_0(\Omega) \mid v \geq \psi \text{ on } \Omega \text{ in } H^1(\Omega) \} . \]

The above problem has a unique variational solution \( u \), see [29]. Under additional regularity assumptions on \( A(x) \) such solution possesses optimal interior smoothness properties. For instance, when \( a_{ij}(x) = \delta_{ij} \), then it is well-known that the optimal interior regularity of \( u \) is expressed in terms of its membership to \( H^{2,\infty}_\text{loc}(\Omega) \), or, equivalently, \( u \in C^{1,1}_\text{loc}(\Omega) \).

In several problems ranging from geometry and optimal control [3], [41], to mechanical engineering or robotics [11], one is naturally led to the study of variational inequalities such as (1.1), but with a quadratic form (1.2) in which the matrix \( A \) fails to be uniformly elliptic, or even elliptic at every point. A significant example is given by the matrix
\[ A = A(x, y, t) = \begin{pmatrix} 1 & 0 & 2y \\ 0 & 1 & -2x \\ 2y & -2x & 4(x^2 + y^2) \end{pmatrix} , \quad (x, y, t) \in \mathbb{R}^3 . \]

Since the lowest eigenvalue of \( A(x, y, t) \) is \( \lambda_1 = 0 \) (the other two being \( \lambda_2 = 1 \), and \( \lambda_3 = 1 + 4(x^2 + y^2) \)), this matrix fails to be elliptic at every point \( (x, y, t) \in \mathbb{R}^3 \), although it is positive semi-definite. The reader can easily check that, given the vector fields
\[ X_1 = \frac{\partial}{\partial x} + 2y \frac{\partial}{\partial t} , \quad X_2 = \frac{\partial}{\partial y} - 2x \frac{\partial}{\partial t} , \]
the quadratic form (1.2) can presently be written as follows
\[
\begin{align*}
\alpha(u, v) &= \int_{\Omega} \langle A(x, y, t) \nabla u, \nabla v \rangle \, dx \, dy \, dt \\
&= \int_{\Omega} \langle Xu, Xv \rangle \, dx \, dy \, dt ,
\end{align*}
\]
where we have denoted by \( Xu = (X_1u, X_2u) \) the “gradient” of the function \( u \) with respect to the system \( X = \{ X_1, X_2 \} \), and we have let \( \langle Xu, Xv \rangle = X_1uX_1v + X_2uX_2v \).

This example has three distinctive aspects. First, if we endow \( \mathbb{R}^3 \) with the non-abelian group law
\[ g \circ g' = (x, y, t) \circ (x', y', t') = (x + x', y + y', t + t' + 2(x'y - x'y')) , \]
and we denote by \( L_g(g') = g \circ g' \) the corresponding left-translation, then \( (\mathbb{R}^3, \circ) \) becomes a Lie group for which \( X_1, X_2, \) and \( T = \partial/\partial t \), constitute a basis of the Lie algebra \( \mathfrak{h}_1 \) of all vector fields on \( \mathbb{R}^3 \) which are invariant with respect to \( L_g \).
Indicating, in fact, with $L_{\theta_*}$ the differential of $L_{\theta}$, it is easy to recognize that $L_{\theta_*}(\partial/\partial x) = X_1$, $L_{\theta_*}(\partial/\partial y) = X_2$, and that $L_{\theta_*}(\partial/\partial t) = T$. Long known to physicists as the Weyl group, and subsequently re-christened by mathematicians the Heisenberg group $\mathbb{H}^1$, such Lie group is the prototype, and in fact a model of paramount importance, of a large class of Lie groups that owe their name to the foundational paper of Carathéodory [9] on Carnot thermodynamics, and which play a distinguished role in analysis, geometry, mathematical physics, and in the applied sciences. Secondly, the Heisenberg algebra $\mathfrak{h}_1$ admits a stratification of step 2. By this we mean that it can be decomposed in the direct sum of two vector spaces $\mathfrak{h}_1 = V_1 \oplus V_2$, where $V_1 = \mathbb{R}^2_{x,y}$, and $V_2 = \mathbb{R}_t$. The important feature of such decomposition lies in the commutation relation $[X_1, X_2] = -4T$, which shows that the system $X = \{X_1, X_2\}$ suffices to generate the whole algebra $\mathfrak{h}_1$. Thanks to $[X_1, X_2] = -4T$, one has $[V_1, V_1] = V_2$, whereas $[V_1, V_2] = \{0\}$. The Heisenberg group is thus a stratified Lie group, which is nilpotent of step two, in short, a Carnot group of step two. The fact that one needs to resort to the commutator $[X_1, X_2]$ to recover the missing $T$ direction suggests that one should associate to (1.3) the anisotropic dilations $\delta_{\lambda}(x, y, t) = (\lambda x, \lambda y, \lambda^2 t)$, rather than the standard Euclidean ones. That this guess is correct is easily seen by verifying that the two vector fields $X_1, X_2$ are homogeneous of degree one with respect to $\{\delta_{\lambda}\}_{\lambda > 0}$. Thirdly, since the underlying manifold of $\mathbb{H}^1$ is simply $\mathbb{R}^3$, it is easily recognized that Lebesgue measure is a left- (and right-) invariant Haar measure on the Lie group $\mathbb{H}^1$. It is clear that, if we denote $dH(g) = dx \, dy \, dt$, then $d(H \circ \delta_{\lambda})(g) = \lambda^4 dH(g)$, so that the correct dimension associated with $\mathbb{H}^1$ is $Q = 4$. A natural norm is given by the so-called group gauge

$$N(g) = \left( (x^2 + y^2)^2 + t^2 \right)^{1/4},$$

which is clearly homogeneous of degree one with respect to $\{\delta_{\lambda}\}_{\lambda > 0}$. This allows to define a left-invariant distance on $\mathbb{H}^1$ by letting $d(g, g') = N(g^{-1} \circ g')$. The relative balls $B(g, R) = \{g' \in \mathbb{H}^1 \mid d(g', g) < R\}$ have Haar measure given by $|B(g, R)| = \omega R^4$, where $\omega > 0$ is a constant independent of $g \in \mathbb{H}^1$. Despite such translation invariance of their volume, the non-abelian group law (inherited by the product in $\mathbb{C}^2$) produces a strong distortion of the balls, and of the relative geometry. As a consequence, the basic properties of the latter are extremely different, and much harder to grasp, then those of Euclidean spaces.

The Euler-Lagrange equation of the variational integrand in the right-hand side of (1.3) is given by

$$Lu = (X_1^2 + X_2^2)u$$

$$= \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + 4(x^2 + y^2) \frac{\partial^2 u}{\partial t^2} + 4 \frac{\partial}{\partial t} \left( y \frac{\partial u}{\partial x} - x \frac{\partial u}{\partial y} \right) = 0.$$
Such equation constitutes the prototype of the general class studied in this paper. The second order differential operator $L$ in (1.4) is known as the (real part of) the Kohn-Spencer sub-Laplacian on $\mathbb{H}^1$. Since the characteristic form associated with it is precisely the matrix $A(x, y, t)$ introduced above, $L$ fails to be elliptic at every point of $\mathbb{R}^5$. However, the commutation relation $[X_1, X_2] = -4T$ implies, in view of Hörmander’s celebrated theorem [28], that it be hypoelliptic. Although we will not use in a direct way the sub-elliptic estimates in [28], the hypoellipticity of the relevant operator will play an important role in our study.

In partial differential equations Carnot groups first implicitly appeared in Kolmogorov’s pioneering note [30], and many years later in H. Lewy’s famous paper [31] on his unsolvable operator. In both these papers the Heisenberg group $\mathbb{H}^1$, and the generators of its algebra $X_1$ and $X_2$ introduced in (1.3), are lurking in the background. In 1967 Hörmander proved his fundamental theorem [28] stating that, given a system $X_0, X_1, \ldots, X_m$ of smooth vector fields in $\mathbb{R}^n$ (or on a connected Riemannian manifold $M^n$), the finite rank condition

$$\text{rank } \text{Lie} \{X_0, X_1, \ldots, X_m\} = n$$

is sufficient for the hypoellipticity of the partial differential operator $L = \sum_{j=1}^m X_j^2 + X_0$. This class includes trivially all elliptic and parabolic operators (with smooth coefficients), but in the important case when $m < n - 1$, as the above example of the Heisenberg group shows, its elements fail to be either one.

The previous discussion should serve as an introduction, and hopefully a motivation, for the study undertaken in this paper. Having set up the stage, the question arises of what are the properties, both analytic and geometric, of the solution to the minimization problem which, similarly to the classical obstacle problem, is associated with the degenerate “energy” in (1.3). More specifically, does the solution $u$ have any degree of smoothness? If so, then what is its interior optimal regularity? What is the maximum growth of $u$ near the coincidence set $\{u = \varphi\}$? What is the size of the free boundary $\partial \{u = \varphi\}$? And, finally, what are the regularity properties, if any, of the latter? It should be clear to the reader that, in view of the global lack of ellipticity of (1.3), these questions cannot be answered within the classical framework and one needs to develop an appropriate theory which take into account the subtle geometric features of the problems at hand. The present paper constitutes only a first step in this program, our ultimate goal being the development of a theory of free boundaries for a class of variational inequalities which are modelled on the above example. The setting will be that of a general Carnot group. One of our main objectives here is to establish the analogue of the optimal $C^{1,1}_{\text{loc}}$ regularity from the elliptic theory for the solution to the relevant obstacle problem. Due to the degeneracy of the energy, however, one cannot hope for full smoothness of the solution since we are now forced to measure it in terms of the non-isotropic Lipschitz classes introduced by Folland and Stein [19], [18], [20]. We also prove some basic non-degeneracy properties
of the solution, and of the free boundary. In a future study we plan to analyze the regularity properties of the latter.

To the reader familiar with the classical theory of variational inequalities and free boundaries it will be clear that such results constitute the counterpart of those established in the papers [32] ($C^{1,\alpha}$ regularity with $0 < \alpha < 1$) and [23], [1] ($C^{1,1}$ regularity). Our approach is strongly inspired to Caffarelli’s revisitation [4] of the obstacle problem, see also [5]. There are, however, several new difficulties which cannot be dealt with by the classical ideas. For instance, in [4] the quadratic polynomials, the global solutions of $\Delta u = 1$, play a crucial role in many respects. One important aspect is that if for such a $u$ one takes $v = D_j u$, then thanks to the commutativity of $D_j$ and $\Delta$, the function $v$ is harmonic. Another subtle fact is that the level sets of $u$ are spheres, and such are also the level sets of the fundamental solution of $\Delta$ vanishing at infinity. These features, and several others, simply fail in the degenerate setting of this paper. A major obstacle is represented by the fact that the involved vector fields $X_1, \ldots, X_m$ do not commute. As a consequence, for a solution of $Lu = 1$ the function $v = X_j u$ is not harmonic (i.e., a solution of $Lu = 0$), and one can no longer apply those Euclidean arguments based on commutation. Next, to circumvent the obstruction due to the lack of spherical symmetry we have to resort to a strange, yet remarkable symmetry result, which was established in [12], see Theorem 5.5 and the proof of Theorem 5.4. A third serious obstruction, which does not exist in the elliptic theory, is connected with the presence of characteristic points on the free boundary. Since we do not study the regularity of the latter in this paper, we will not discuss this question any further. We also mention another aspect which, in a sense, has a more basic character. It is well-known that in the classical theory of variational inequalities the fine differentiability properties of Lipschitz functions play a fundamental role. It is thus to be expected that an equally important role will have related properties of functions which are Lipschitz continuous with respect to the metric associated to a system of non-commuting vector fields. Unfortunately, this problem is hard and a complete solution in a general setting is still presently lacking, see the discussion in Section 2. In the process of proving Theorem 4.3 we needed a suitable quantitative version of the classical theorem of Rademacher-Stepanov for maps $f$ from a Carnot group to $\mathbb{R}$. There exists a well-known general result due to Pansu [35] (see Theorem 2.2 below) which is concerned with Lipschitz maps between two Carnot groups, but for reasons that we explain in Section 2 such result did not seem to suffice for our purposes. We have thus established two versions of the Rademacher-Stepanov theorem which, besides being instrumental to the present paper, also have an obvious independent interest, see Theorems 2.5 and 2.7, and also Remark 2.8. These results are connected to Pansu Theorem 2.2 below, (notice that in our case the target Carnot group is simply $(\mathbb{R}, +)$). However, the full statement of our Theorem 2.7 is not contained in Pansu’s result, and neither is Theorem 2.5 since Pansu does not deal with $L^p$ integrability.
Having mentioned Hörmander’s result, the experts might naturally wonder why we are focusing on the however geometrically important case of sub-Laplacians on a Carnot group, rather than attacking directly the study of the more general Hörmander type operators $L = \sum_{j=1}^{m} X_j^2$. The motivation is twofold. On one hand, the structure of such groups plays a crucial role in the development of the theory of stratified Taylor polynomials, carried by Folland and Stein [20], which we heavily use to establish the interior regularity. A counterpart of such theory for the general Hörmander case presently constitutes, to the best of our knowledge, an interesting open question. Deeply connected to this, is another basic open problem: that of the best polynomial approximation of a harmonic function (a solution to the given sub-Laplacian). Again, thanks to the stratified polynomials we are able to nicely deal with this delicate point in the group setting, but there is at the moment no known analogue for Hörmander type operators. For both aspects, one will presumably have to look deeper into the Rothschild-Stein lifting theorem [36], but this endeavor will entail a non-trivial amount of work. Also, in view of the lifting theorem, it is natural to first develop a theory in the Carnot group setting. One should also take into account that the analysis of this setting is quite technically involved, and contains most of the difficulties of the general case.

We close this introduction with a description of the organization of the paper. Section 2 is devoted to establishing the above mentioned results of Rademacher-Stepanov type, see Theorems 2.5 and 2.7. In Section 3 we prove that if the obstacle is in $\Gamma^{0,\alpha}$, $0 < \alpha \leq 1$, then so is the solution to the relative variational inequality, see Theorem 3.7. In Section 4 we study the optimal regularity of the solution. We show that when the obstacle belongs to the class $\Gamma^{1,1}$, then so does the solution, see Theorem 4.3. Finally, in Section 5 we prove further basic properties of a normalized solution of the obstacle problem. We should mention that perhaps it came as a surprise to us that such properties are valid in the degenerate setting of this paper. Theorem 5.3 provides an optimal bound for the degenerate gradient of the solution. In Theorem 5.4 we obtain an estimate which controls the maximum growth of the solution away from the free boundary. Finally, Theorem 5.6 states that the set where the solution is above the obstacle has uniform positive density with respect to the intrinsic metric at every free boundary point. As a corollary of the latter property, we show that the free boundary has measure zero, see Corollary 5.7, therefore at least in a measure theoretic sense it is well-behaved. In the Appendix at the end of the paper we have collected some basic known results which are used in the course of the proofs.
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2. THEOREMS OF RADEMACHER-STEPANOV TYPE

To understand the fine properties of the solution $u$ to a variational inequality such as (1.1), but with lack of ellipticity, it is crucial to have a theorem of Rademacher-Stepanov type for the horizontal derivatives $X_1u, \ldots, X_mu$ (see (2.2) for the appropriate definition). The objective of this section is to establish such result. We will in fact obtain a stronger $L^p$ version of the latter. The main results are Theorems 2.5 and 2.7.

We begin introducing the relevant ambients and their many properties. A Carnot group $G$ is a simply connected Lie group whose Lie algebra $g$ admits a nilpotent stratification of step $r$, i.e., there exist vector subspaces $V_1, \ldots, V_r$ of $g$, such that $g = V_1 \oplus \cdots \oplus V_r$, with $[V_i, V_j] = V_{j+1}$ for $1 \leq j \leq r - 1$, and $[V_1, V_r] = \{0\}$. By definition, the order of an element in $V_j$ is $j$. Every Carnot group is naturally equipped with a family of non-isotropic dilations defined by

$$\delta_\lambda(g) = \exp \circ \Delta_\lambda \circ \exp^{-1}(g), \quad g \in G,$$

where $\exp : g \rightarrow G$ is the exponential map and $\Delta_\lambda : g \rightarrow g$ is defined by

$$\Delta_\lambda(X_1 + \cdots + X_r) = \lambda X_1 + \cdots + \lambda^r X_r.$$

We assume that a scalar product $\langle \cdot, \cdot \rangle$ is given on $g$ for which the $V_j$'s are mutually orthogonal. If $m = \dim(V_1)$, we fix an orthonormal basis $X = \{X_1, \ldots, X_m\}$ of $V_1$, and continue to indicate with $X$ the corresponding system of left-invariant vector fields on $G$. In a Carnot group the exponential map $\exp : g \rightarrow G$ is a global analytic diffeomorphism. For a given function $f : G \rightarrow \mathbb{R}$ the action of $X_j$ on $f$ is specified by the equation

$$X_j f(g) = \lim_{t \rightarrow 0} \frac{f(\exp(tX_j)) - f(g)}{t} = \frac{d}{dt} f(g \exp(tX_j)) \bigg|_{t=0}.$$

We now recall the important Baker-Campbell-Hausdorff formula, see, e.g., [42]

$$\exp Z \exp Z' = \exp \left( Z + Z' + \frac{1}{2} [Z, Z'] + \cdots \right), \quad Z, Z' \in g,$$

where the dots indicate a finite linear combination of terms containing commutators of order two and higher. For $Z \in g$ consider the map $\partial_Z : g \rightarrow g$ given by

$$\partial_Z(Z') = Z + Z' + \frac{1}{2} [Z, Z'] + \cdots.$$
where the right-hand side is given by the Baker-Campbell-Hausdorff sum in (2.3).
If we endow the Lie algebra \( g \) with the polynomial group law
\[
Z \circ Z = \theta_Z(Z'),
\]
then we can identify the group \( G \) with \( g \) via the exponential map.

The sub-Laplacian associated with \( X \) is the second-order partial differential operator on \( G \) given by
\[
\mathcal{L} = \sum_{j=1}^{m} X_j^2.
\]

By the assumption on the Lie algebra one immediately sees that the system \( X \) satisfies the previously recalled finite rank condition, therefore thanks to Hörmander's theorem [28] the operator \( \mathcal{L} \) is hypoelliptic. However, when \( r > 1 \) it fails to be elliptic, and the loss of regularity is measured by the step \( r \) of the stratification of \( g \). For a function \( u \) on \( G \) let \( Xu = (X_1 u, \ldots, X_m u) \), and set \( |Xu| = \left( \sum_{j=1}^{m} (X_j u)^2 \right)^{1/2} \). We denote by \( dH \) the push-forward of Lebesgue measure on \( g \) via the exponential map. Such \( dH \) defines a bi-invariant Haar measure on \( G \). One has \( dH(\delta_\lambda(g)) = \lambda^Q dH(g) \), so that the number \( Q = \sum_{j=1}^{r} j \dim V_j \) plays the role of a dimension with respect to the group dilations. For this reason \( Q \) is called the homogeneous dimension of \( G \). The topological dimension of \( G \) is instead the smaller number \( N = \sum_{j=1}^{r} \dim V_j \). If we denote by \( X_j^* \) the adjoint of \( X_j \) in \( L^2(G) \), then it is easy to see that \( X_j^* = -X_j \). This shows that
\[
\mathcal{L} = \sum_{j=1}^{m} X_j^* X_j,
\]
and therefore \( \mathcal{L} \) is a divergence form operator on the Riemannian manifold \( G \) whose quadratic form is globally defined, non-elliptic when \( r > 1 \), symmetric and positive semi-definite.

We recall that a piecewise \( C^1 \) curve \( \gamma : [0, T] \to G \) is called horizontal if, whenever it exists, the tangent vector \( \gamma'(t) \) in \( \gamma(t) \) satisfies the following constraint
\[
(\gamma'(t), \xi)^2 \leq \sum_{j=1}^{m} (X_j(\gamma(t)), \xi)^2,
\]
for every cotangent vector \( \xi \) in \( \gamma(t) \). The horizontal length of \( \gamma \) is by definition \( \ell_h(\gamma) = T \). Thanks to the fundamental accessibility theorem of Chow [13], the stratification assumption on the Lie algebra \( g \) implies that, given any two points \( g, g' \in G \), there exists a horizontal curve \( \gamma : [0, T] \to G \), such that \( \gamma(0) = g, \gamma(T) = g' \). Thereby, if we denote by \( \mathcal{H}(g, g') \) the collection of all horizontal curves joining \( g \) to \( g' \), then we have \( \mathcal{H}(g, g') \neq \emptyset \). The Carnot-Carathéodory distance between \( g \) and \( g' \) is defined by
\[
\rho(g, g') = \inf \{ \ell_h(\gamma) \mid \gamma \in \mathcal{H}(g, g') \}.
\]
One easily checks, see e.g. [24], the similarity relation
\[
\rho(\delta_\lambda(g), \delta_\lambda(g')) = \lambda \rho(g, g'), \quad g, g' \in G, \lambda > 0.
\]
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The Euclidean distance to the origin $| \cdot |$ on $g$ induces a homogeneous pseudo-norm $| \cdot |_g$ on $g$ and (via the exponential map) one on the group $G$ in the following way (see [18], [20]). For $\xi \in g$, with $\xi = \xi_1 + \cdots + \xi_r$, $\xi_i \in V_i$, we let

$$|\xi|_g = \left( \sum_{i=1}^r |\xi_i|^{2 r_i} \right)^{2 r_i},$$

and then define $|g|_G = |\xi|_g$ if $g = \exp \xi$. The pseudo-norm defines a pseudo-distance on $G$

$$d(g, g') = |g^{-1} g'|_G.$$

The pseudo-distance (2.6) is equivalent to the Carnot-Carathéodory distance $\rho(\cdot, \cdot)$ generated by the system $X$, i.e., there exists a constant $C = C(G) > 0$ such that

$$C \rho(g, g') \leq d(g, g') \leq C^{-1} \rho(g, g'), \quad g, g' \in G,$$

see [43]. If $B(g, R) = \{g' \in G \mid d(g, g') < R\}$, then by left-translation and dilation it is easy to see that the Haar measure of $B(g, R)$ is

$$|B(g, R)| = \omega R^Q,$$

where $\omega = |B(e, 1)|$, with $e$ indicating the group identity. A similar translation invariance holds for the metric balls $B_g(g, R)$. The number $Q = \sum_i r_i \dim V_i$ is the homogeneous dimension of $G$ related to the non-isotropic dilations, see [18].

As we mentioned in the introduction, the regularity results in this paper will be formulated in terms of some anisotropic Lipschitz classes, introduced by Folland and Stein [19], [20]. We next give the relevant definition.

**Definition 2.1.** Let $D \subset G$ be a bounded open set and $0 < \alpha \leq 1$. A bounded function $f : D \to \mathbb{R}$ is said to belong to the class $\Gamma^{0, \alpha}(D)$ if there exists a positive constant $L_\alpha > 0$ such that

$$|f(g) - f(g')| \leq L_\alpha d(g, g')^\alpha, \quad g, g' \in D.$$

Here, $d(g, g')$ represents the non-isotropic pseudo-distance on $G$ generated by the natural gauge, see (2.6). The norm on the space $\Gamma^{0, \alpha}(D)$ is given by

$$\|f\|_{\Gamma^{0, \alpha}(D)} = \|f\|_{L^\infty(D)} + \sup_{g, g' \in D} \frac{|f(g) - f(g')|}{d(g, g')^\alpha}.$$

A function $f \in \Gamma^{0,1}(D)$ is said to belong to the class $\Gamma^{1, \alpha}(D)$ if for every $j = 1, \ldots, m$ the derivative $X_j f$ exists in $D$ and moreover $X_j f \in \Gamma^{0, \alpha}(D)$. 

The meaning of the symbols \( u_{\text{loc}}^0 \), \( u_{\text{loc}}^1 \) is the obvious one. Thus, e.g., \( u \in \Gamma_{\text{loc}}^{0,\alpha} (D) \) if for every \( \omega \subset D \) one has \( u \in \Gamma^{0,\alpha}(\omega) \). If \( F \subset G \) denotes a bounded closed set, by \( f \in \Gamma^{1,\alpha}(F) \) we mean that \( f \) coincides on the set \( F \) with a function \( g \in \Gamma^{1,\alpha} (D) \), where \( D \) is a bounded open set containing \( F \). The condition (2.9) in the Definition 2.1 measures the smoothness of \( f \) in the intrinsic pseudo-metric \( d_{g^0,g^1} \) on \( G \) associated with the system \( X = \{X_1, \ldots, X_m\} \) (of course, using the distance \( \rho(g,g') \), instead of \( d(g,g') \), in view of (2.7) would produce the same functional classes). The corresponding regularity of \( f \) with respect to the underlying Riemannian metric \( d_{R^0,R^1} \) of \( G \) is much lower (depending on the step \( r \) of the group), since one has locally for some constant \( C = C(G) > 0 \)

\[
C d_{R^0,R^1}(g,g') \leq d(g,g') \leq C^{-1} d_{R^0,R^1}(g,g')^{1/r}.
\]

After these preliminaries we turn to the main concern of this section. In his foundational paper [35] Pansu proved the following remarkable theorem for maps \( f : G \to G' \) between two Carnot groups.

**Theorem 2.2** (Pansu’s theorem of Rademacher-Stepanov type). Let \( G, G' \) be two Carnot groups, and consider open sets \( \Omega \subset G, \Omega' \subset G' \). If \( f : \Omega \to \Omega' \) is a Lipschitz map with respect to the relative intrinsic metrics, i.e., there exists a constant \( L > 0 \) such that

\[
d'(f(g_1),f(g_2)) \leq L \, d(g_1,g_2), \quad g_1, g_2 \in \Omega,
\]

then the differential of \( f, Df(g) \), exists for \( dH \)-a.e. point \( g \in \Omega \).

The notion of differential of a map between Carnot groups was introduced by Pansu himself. One says that \( f \) is Pansu differentiable at \( g \in G \) if the maps

\[
f_\lambda = \delta_{\lambda^{-1}}^* \circ L_{f(g)}^1 \circ f \circ L_{g^0} \circ \delta_{\lambda}
\]

(2.10)

converge locally uniformly to a homomorphism \( Df(g) : G \to G' \), as \( \lambda \to 0 \). Here, \( L_{g^0} (h) = gh \) denotes the operator of left-translation on \( G \), whereas we have denoted by \( L_{g^0}' = g' h' \) the analogous operator on \( G' \). Similarly, \( \delta_{\lambda} \) and \( \delta_{\lambda}' \) respectively denote the dilations on \( G \) and \( G' \).

For our purposes, besides the existence \( dH \)-a.e. of the differential, we also need to know that the latter belong to \( L^\infty \), but Theorem 2.2 does not contain such quantitative information. Our first approach was to try to extract it directly from the original proof in [35]. However, on one hand it is not always easy for the analyst to translate geometric arguments into the more familiar language of estimates. On the other hand, an explicit discussion of the case in which the target group be \( G' = (\mathbb{R}, +) \) does not appear in [35]. These considerations prompted us to look for an “analyst” proof. In a classical 1941 note, L. Cesari [10] showed that for functions \( f : \mathbb{R}^2 \to \mathbb{R} \) the requirement that the (weak) derivatives belong
to $L^p$ for some $p > 2$ suffices to guarantee the existence of the differential of $f$ at a.e. point. Subsequently, A. P. Calderón [6] extended this result to any dimension, and established a sharp version of the latter in terms of Young functions and Orlicz spaces. This result, combined with a duality argument, gives a different proof, and in fact a stronger quantitative version, of the Rademacher-Stepanov theorem. For additional references the reader should see Theorem 1, ch. 8 of [38], or the more elementary approach in Theorem 1, ch. 6.2 of [16], and also the classical book [17].

In Theorem 2.5 we establish a generalization of the results in [10], [6], to maps from a Carnot group $G$ to $(\mathbb{R}, +)$. We then combine Theorem 2.5 with the following Theorem 2.3, to obtain the full quantitative version of the Rademacher-Stepanov theorem, see Theorem 2.7. We mention that Theorem 2.3 was obtained independently in [25] and [22].

**Theorem 2.3.** Let $\Omega \subset \mathbb{R}^n$ be an open set, bounded in the Carnot-Carathéodory metric $d(x, y)$ associated with a system $X = \{X_1, \ldots, X_m\}$ of Lipschitz vector fields in $\mathbb{R}^n$. If for $x, y \in \Omega$ one has for a constant $L > 0$

$$|f(x) - f(y)| \leq L d(x, y),$$

then the weak derivatives of $f$ along the vector fields $X_1, \ldots, X_m$ belong to $L^\infty(\Omega)$.

We recall that, given $f \in L^1_{loc}(\mathbb{R}^n)$, we say that a function $F_j \in L^1_{loc}(\mathbb{R}^n)$ is the weak derivative of $f$ along the vector field $X_j$ if for every $\psi \in C_0^\infty(\mathbb{R}^n)$ one has

$$\int_{\mathbb{R}^n} F_j(x) \psi(x) \, dx = \int_{\mathbb{R}^n} f(x) X_j^* \psi(x) \, dx.$$

Here, if $X_j = \sum_{k=1}^n b_{kj}(x) \partial / \partial x_k$, we have denoted by $X_j^*$ the formal adjoint in $L^2(\mathbb{R}^n)$ of $X_j$, i.e., $X_j^* = -\sum_{k=1}^n \partial / \partial x_k (b_{kj}(x) \cdot)$. In a Carnot group one has $X_j^* = -X_j$, whenever $X = \{X_1, \ldots, X_m\}$ is a system of generators of the Lie algebra, thereby $F_j$ is the weak derivative of $f$ if

$$\int_{\Omega} F_j(g) \psi(g) \, dH(g) = -\int_{\Omega} f(g) X_j \psi(g) \, dH(g),$$

for any $\psi \in C_0^\infty(\Omega)$. In the remaining part of this section, in order to distinguish the weak from the strong derivatives, we will adopt the notation $\nabla f$ for the weak derivative of $f$ with respect to $X_j$, and use $X_j f$ for the strong derivatives defined by (2.2). Given an open set $\Omega \subset G$ we denote with $L^{1,p}(\Omega)$, $1 \leq p \leq \infty$, the space of those distributions $f \in L^p(\Omega)$ such that $\nabla f \in L^p(\Omega)$. Such space is endowed with the natural norm

$$\|f\|_{L^{1,p}(\Omega)} = \|f\|_{L^p(\Omega)} + \|\nabla f\|_{L^p(\Omega)}.$$
We now use the exponential map $\exp : g \rightarrow G$ to define analytic functions $\xi_i : G \rightarrow V_i$, $i = 1, \ldots, r$, through the equation
\[ g = \exp(\xi_1(g) + \xi_2(g) + \cdots + \xi_r(g)), \]
where $\xi(g) = \xi_1(g) + \cdots + \xi_r(g)$ is such that $g = \exp(\xi(g))$. The coordinates of the first-component $\xi_1(g)$ in the basis $X_1, \ldots, X_m$ will be denoted by $x_1 = x_1(g), \ldots, x_m = x_m(g)$, i.e.,
\[ (2.12) \quad x_j(g) = (\xi_1(g), X_j) \quad j = 1, \ldots, m, \]
and we set $x(g) = (x_1(g), \ldots, x_m(g)) \in \mathbb{R}^m$. We will need the following simple, yet crucial, proposition.

**Proposition 2.4.** Let $G$ be a Carnot group. One has
\[ X_i(x_j) = \delta_{ij}, \quad \mathcal{L} x_j = 0, \quad i, j = 1, \ldots, m. \]

**Proof.** Let $g = \exp(\xi(g))$, with $\xi(g) = \xi_1(g) + \cdots + \xi_r(g)$. From (2.3) we obtain for $t \in \mathbb{R}$
\[ x_j(\exp tX_i) = x_j(g) + t \delta_{ij}. \]
From the latter equation and from (2.2) the conclusion follows immediately.  \[ \square \]

In the next theorem the role of the Euclidean dimension in the results in [10] and [6] is played by the exponent $Q$ of volume growth of the intrinsic balls. We emphasize that it would be very interesting for the applications to have a version of Theorem 2.5 below for more general vector fields of Hörmander type, but for the latter one has to develop a substitute of the Folland-Stein stratified Taylor formula [20]. We plan to come back to this question in a future study.

**Theorem 2.5** (L$^p$-Rademacher-Stepanov type theorem). Let $G$ be a Carnot group of step $r$ with homogeneous dimension $Q = \sum_{j=1}^r j \dim V_j$. If $f \in L^p_{\text{loc}}(G)$ for some $Q < p \leq \infty$, then the horizontal gradient $X f = (X_1 f, \ldots, X_m f)$ exists $dH$-a.e. (and of course it coincides with the weak horizontal gradient of $f$). Furthermore, one has for $dH$-a.e. $g_0 \in G$
\[ \lim_{g \to g_0} \frac{f(g) - f(g_0) - \sum_{j=1}^m (x_j(g) - x_j(g_0)) X_j f(g_0)}{d(g, g_0)} = 0. \]

**Proof.** We can assume without restriction that $Q < p < \infty$. By assumption, the weak derivatives of $f$, $X_j f$, belong to $L^p_{\text{loc}}(G)$, hence
\[ \overline{X} f(g) = (\overline{X}_1 f(g), \ldots, \overline{X}_m f(g)) \]
is finite at $dH$-a.e. $g \in G$. By this observation, and by the Lebesgue differentiation theorem in a space of homogeneous type (see [40]), we infer the existence of $a \in G$ of $dH$-measure zero, such that for every $g_o \in G \setminus E$

$$\lim_{r \to 0} \frac{1}{|B(g_o, r)|} \int_{B(g_o, r)} |\nabla_j f(g') - \nabla_j f(g_o)|^p \, dH(g') = 0, \quad j = 1, \ldots, m.$$  

We next fix $g_o \in G \setminus E$, and use the following basic representation theorem (see [33], or also [8] and [21] for general Hörmander vector fields)

$$|F(g) - F_B| \leq C \int_{B(g_o, 3r)} \frac{|XF(g')|}{d(g, g')^q} \, dH(g')$$

valid for any function $F \in L^{1,p}_{\text{loc}}(G)$, for $dH$-a.e. $g \in B = B(g_o, r)$. From the latter we obtain when $Q < p < \infty$, and therefore $1 < p' = Q/(Q - 1)$,

$$|F(g) - F(g_o)| \leq C \left( \int_{B(g_o, 3r)} |XF(g')|^p \, dH(g') \right)^{1/p} \times \left( \int_{B(g_o, 3r)} \frac{1}{d(g, g')^{(Q-1)p}} \, dH(g') \right)^{1/p'}.$$  

A calculation gives

$$\left( \int_{B(g_o, 3r)} \frac{1}{d(g, g')^{(Q-1)p}} \, dH(g') \right)^{1/p'} \leq C \frac{r}{|B(g_o, 3r)|^{1/p}},$$

hence

$$(2.14) \quad |F(g) - F(g_o)| \leq C \frac{r}{|B(g_o, 3r)|^{1/p}} \int_{B(g_o, 3r)} |XF(g')|^p \, dH(g') \right)^{1/p}.$$  

At this point we take $F(g) = f(g) - f(g_o) - \sum_{j=1}^m (x_j(g) - x_j(g_o)) \nabla_j f(g_o)$. Clearly, $F(g_o) = 0$, whereas from the proof of Proposition 2.4 we have $\nabla_i F(g) = \nabla_i f(g) - \nabla_i f(g_o)$. Inserting such $F$ in (2.14) we find

$$f(g) - f(g_o) - \sum_{j=1}^m (x_j(g) - x_j(g_o)) \nabla_j f(g_o) \leq C \frac{r}{|B(g_o, 3r)|^{1/p}} \int_{B(g_o, 3r)} |\nabla f(g') - \nabla f(g_o)|^p \, dH(g') \right)^{1/p}.$$
In (2.15) we now choose $g = g_t = g_o \exp(t \, X_t)$, where $t \in \{1, \ldots, m\}$ is fixed. Since $x_j(g_t) = x_j(g_o) + t \delta_{ij}$, we conclude that

$$f(g_t) - f(g_o) - \sum_{j=1}^m (x_j(g_t) - x_j(g_o)) \overline{X}_j f(g_o) = f(g_t) - f(g_o) - t \overline{X}_t f(g_o).$$

Noting that $d(g_t, g_o) \leq t$, one obtains from (2.14)

$$|f(g_t) - f(g_o) - t \overline{X}_t f(g_o)| \leq Ct \left( \frac{1}{|B(g_o, 3t)|} \int_{B(g_o, 3t)} |\overline{X} f(g') - \overline{X} f(g_o)|^p \, dH(g') \right)^{1/p}.$$

Dividing by $t$, letting $t \to 0$ in the latter inequality, and keeping in mind (2.2), we conclude that $X_i f(g_o)$ exists and equals $\overline{X}_t f(g_o)$. Repeating this argument for each $i = 1, \ldots, m$, we infer the first part of the theorem. Once this has been established we return to (2.15), in which we can now substitute $\overline{X}_t f(g_o)$ with $X_i f(g_o)$. Choosing $r = d(g, g_o)$ in (2.15), we obtain

$$\left| f(g) - f(g_o) - \sum_{j=1}^m (x_j(g) - x_j(g_o)) X_j f(g_o) \right| \leq C \left( \frac{1}{|B(g_o, 3d(g, g_o))|} \int_{B(g_o, 3d(g, g_o))} |X f(g') - X f(g_o)|^p \, dH(g') \right)^{1/p}.$$

Since the limit of the right-hand side as $d(g, g_o) \to 0$ is zero, we see that (2.13) holds. This completes the proof.

We note explicitly that when $G' = (\mathbb{R}, +)$, then the definition (2.10) of Pansu differential of a function $f : G \to \mathbb{R}$ becomes

$$Df(g)(h) = \lim_{\lambda \to 0} \frac{f(g \delta \lambda(h)) - f(g)}{\lambda},$$

the limit being locally uniform in $h \in G$. In the next proposition we give a characterization of formula (2.17) in the case in which $f$ is sufficiently smooth.

**Proposition 2.6.** Let $G$ be a Carnot group of step $r$, and $f \in C^1_o(G)$. The Pansu differential of $f$ is given by the formula

$$Df(g)(h) = \sum_{j=1}^m x_j(h) X_j f(g) = \langle x(h), X f(g) \rangle, \quad g, h \in G.$$
Proof. We prove Proposition 2.6 in the case in which $G$ is a Carnot group of step 2, and then indicate the changes which are necessary to cover the case of arbitrary step. If $G$ is of step 2, then $g = V_1 \oplus V_2$. Denote with $Y_1, \ldots, Y_k$ an orthonormal basis of the second layer $V_2$. We will indicate with $\gamma(g) = (\gamma_1(g), \ldots, \gamma_k(g))$ the projection onto $V_2$ of the exponential coordinates of $g$, i.e.,

$$
\gamma_\ell(g) = \langle \xi_\ell(g), Y_\ell \rangle \quad \ell = 1, \ldots, k.
$$

The exponential coordinates of a point $g \in G$ are thus given by

$$(x_1(g), \ldots, x_m(g), \gamma_1(g), \ldots, \gamma_k(g)).$$

For $i, j = 1, \ldots, m, \ell = 1, \ldots, k$, let $b^j_{ij}$ denote the group constants, i.e.,

$$
[X_i, X_j] = \sum_{\ell=1}^k b^j_{ij} Y_\ell.
$$

If $f : G \to \mathbb{R}$, then the following useful formula for the derivative $X_j f(g)$ in exponential coordinates holds

$$
X_j f(g) = \frac{\partial f}{\partial x_j}(g) + \frac{1}{2} \sum_{\ell=1}^k \left( \sum_{i=1}^m b^j_{ij} x_i(g) \right) \frac{\partial f}{\partial \gamma_\ell}(g).
$$

To prove (2.20) we recall the definition (2.2) of $X_j f(g)$. Let $g = \exp \xi(g)$, with $\xi(g) = \xi_1(g) + \xi_2(g)$. Using (2.3) one obtains

$$
g \exp (tX_j) = \exp \left( \xi_1(g) + tX_j + \xi_2(g) + \frac{t}{2} [\xi_1(g), X_j] \right).
$$

From (2.19) we find

$$
[\xi_1(g), X_j] = \sum_{\ell=1}^k \left( \sum_{i=1}^m b^j_{ij} x_i(g) \right) Y_\ell,
$$

and therefore

$$
f(g \exp (tX_j)) = f \left( x_1(g), \ldots, x_j(g) + t, \ldots, x_m(g), \gamma_1(g) \right.
$$

$$
+ \frac{t}{2} \sum_{i=1}^m b^j_{ij} x_i(g), \ldots, \gamma_k(g), \gamma_{j_1}(g) + \frac{t}{2} \sum_{i=1}^m b^j_{ij} x_i(g) \bigg) .
$$
Differentiating the latter equation with respect to \( t \), and setting \( t = 0 \), we obtain (2.20).

We next compute the Pansu differential of \( f \). From the definition (2.1), using (2.3) we obtain

\[
(2.21) \quad f(g \delta_{\lambda} h) = f\left( \exp \left( \left( \xi_1(g) + \lambda \xi_1(h) + \xi_2(g) + \lambda^2 \xi_2(h) + \frac{\lambda}{2} \right) \right) \right)
\]

\[
= f\left( x_1(g) + \lambda x_1(h), \ldots, x_m(g) + \lambda x_m(h), y_1(g)
\right.
\]

\[
+ \lambda y_1(h) + \frac{\lambda}{2} \sum_{i,j=1}^{m} b_{ij}(g)x_i(h)x_j(h), \ldots, y_k(g)
\]

\[
+ \frac{\lambda}{2} \sum_{i,j=1}^{m} b_{ij}^k(x_i(g)x_j(h) \right).
\]

Differentiating (2.21) with respect to \( \lambda \), and setting \( \lambda = 0 \), gives in view of (2.17)

\[
Df(g)(h) = \sum_{j=1}^{m} x_j(h) X_jf(g),
\]

where in the last equality we have used (2.20). This proves the proposition for a Carnot group of step 2.

In the case of arbitrary step one has to replace formula (2.20) with a slightly more complicated one. Let \( m_s = \dim V_s \), \( s = 1, \ldots, r \), and continue to indicate with \( X_1, \ldots, X_m \) an orthonormal basis of \( V_1 \). We denote by \( \xi_s(g) \), \( s = 1, \ldots, r \) the exponential coordinates of \( g = \exp (\xi_s(g) + \cdots + \xi_r(g)) \), where for each \( s = 1, \ldots, r \) we have presently let \( x_s(g) = (x_{s,1}(g), \ldots, x_{s,m_s}(g)) \) for the components of \( \xi_s(g) \) with respect to a fixed orthonormal basis of \( V_s \). The following formula holds

\[
(2.22) \quad X_jf(g) = \frac{\partial f}{\partial x_1,j} + \sum_{s=2}^{r} \sum_{\ell=1}^{m_s} b_{s,\ell}^j(x_1, \ldots, x_{s-1}) \frac{\partial f}{\partial x_{s,\ell}, j = 1, \ldots, m_1},
\]

where each \( b_{s,\ell}^j \) is a homogeneous polynomial of weighted degree \( s - 1 \). By weighted degree we mean that, as previously mentioned, the layer \( V_s \), \( s = 1, \ldots, r \),
in the stratification of $g$ is assigned the formal degree $s$. Correspondingly, each homogeneous monomial $x_1^s x_2^{s_2} \cdots x_r^{s_r}$, with multi-indices $\alpha_i = (\alpha_{i,s}, \ldots, \alpha_{m_i,s})$, $s = 1, \ldots, r$, is said to have weighted degree $p$ if \( \sum_{s=1}^r s (\sum_{t=1}^{m_i} \alpha_{i,t}) = p \). Formula (2.22) is proved using (2.3), analogously to (2.20), and we leave the details to the interested reader. The remainder of the proof of the proposition proceeds now as for the case $r = 2$.

As a consequence of Theorems 2.5 and 2.3 we obtain the following result which will play a crucial role in the subsequent part of this paper.

**Theorem 2.7** (Horizontal Rademacher-Stepanov Theorem). Let $\Omega$ be an open subset of a Carnot group $G$, and consider $f : \Omega \to \mathbb{R}$, with $f \in \Gamma^{0,1}(\Omega)$. There exists a set $E \subset \Omega$ of $dH$–measure zero such that the Pansu differential $Df(g)$ and the horizontal gradient $Xf(g) = (X_1 f(g), \ldots, X_m f(g))$ exist for every $g \in \Omega \setminus E$, and

\[
(2.23) \quad Df(g)(h) = \sum_{j=1}^m x_j(h) X_j f(g) = \langle x(h), Xf(g) \rangle, \quad \text{for every } h \in G.
\]

Furthermore, $Xf \in L^\infty(\Omega)$.

**Proof.** In view of Theorem 2.3, the assumption $f \in \Gamma^{0,1}(\Omega)$ implies that $f \in L^{1,\infty}(\Omega)$. In particular, the weak horizontal gradient $\overline{X}f = (\overline{X}_1 f, \ldots, \overline{X}_m f)$ belongs to $L^\infty(G)$, hence, in particular, it exists $dH$–a.e. Thanks to Theorem 2.5 there exists $E \subset \Omega$ of $dH$–measure zero such that the ordinary horizontal gradient $Xf(g) = (X_1 f(g), \ldots, X_m f(g))$ exists for every $g \in \Omega \setminus E$. A standard argument shows that $Xf = \overline{X}f$ $dH$–a.e. To complete the proof we are left with showing that (2.23) holds. Fix an open set $\omega \subset \Omega$ and let $\psi \in C^1_0(\omega)$. The translation invariance of $dH$ implies for $\lambda > 0$ small enough

\[
(2.24) \quad \int_{\Omega} \frac{f(g \delta_\lambda(h)) - f(g)}{\lambda} \psi(g) \, dH(g)
= \int_{\Omega} f(g) \frac{\psi(g(\delta_\lambda(h))^{-1}) - \psi(g)}{\lambda} \, dH(g)
= \int_{\Omega} f(g) \frac{\psi(g(\delta_\lambda(h)^{-1}))) - \psi(g)}{\lambda} \, dH(g),
\]

where in the second equality we have used the fact $(\delta_\lambda(h))^{-1} = \delta_\lambda(h^{-1})$, which follows easily from (2.3). Thanks to (2.3), one has $x(h^{-1}) = -x(h)$. Inserting
this information in (2.24), and passing to the limit we obtain

\[
\lim_{\lambda \to 0^+} \int_{\Omega} \frac{f(g\delta\lambda(h)) - f(g)}{\lambda} \psi(g) \, dH(g) = \int_{\Omega} f(g) D\psi(g)(h^{-1}) \, dH(g) = -\int_{\Omega} f(g) \langle x(h), X\psi(g) \rangle \, dH(g),
\]

where in the last equality we have used Proposition 2.6. Recalling now (2.11), and integrating by parts in the right-hand side of (2.25), we conclude

\[
\lim_{\lambda \to 0^+} \int_{\Omega} \frac{f(g\delta\lambda(h)) - f(g)}{\lambda} \psi(g) \, dH(g) = \int_{\Omega} \langle x(h), Xf(g) \rangle \psi(g) \, dH(g) = \int_{\Omega} \langle x(h), Xf(g) \rangle \psi(g) \, dH(g).
\]

Suppose now that \( |f(g) - f(g')| \leq Ld(g, g') \), for every \( g, g' \in \Omega \), then

\[
|f(g\delta\lambda(h)) - f(g)| \leq Ld(g\delta\lambda(h), g) = Ld(\delta\lambda(h), e) = L\lambda d(h, e),
\]

where we have denoted with \( e \) the identity in \( G \). This shows that the difference quotient in the integral in the left-hand side of the latter equality is bounded uniformly in \( \lambda \). From Lebesgue dominated convergence theorem we finally infer

\[
\int_{\Omega} \langle x(h), Xf(g) \rangle \psi(g) \, dH(g) = \lim_{\lambda \to 0^+} \int_{\Omega} \frac{f(g\delta\lambda(h)) - f(g)}{\lambda} \psi(g) \, dH(g) = \int_{\Omega} \lim_{\lambda \to 0^+} \frac{f(g\delta\lambda(h)) - f(g)}{\lambda} \psi(g) \, dH(g) = \int_{\Omega} Df(g) \psi(g) \, dH(g).
\]

The latter equality proves (2.23) for \( dH \)-a.e. \( g \in \omega \). The arbitrariness of \( \omega \) implies the conclusion. \( \square \)

**Remark 2.8.** We mention that, after this paper was submitted, we received an interesting preprint from R. Monti and F. Serra Cassano [34] in which the authors, with completely different objectives than those in this paper, have obtained results similar to Theorems 2.5 and 2.7. Subsequently, it was brought to our attention by P. Pansu that analogous results were also obtained by S. Vodop’yanov in his interesting paper [45].
Next, we state an important converse to Theorem 2.7 which was established in [25]. This result will be used in Sections 3 and 4. The general setting will be the same of Theorem 2.3.

**Theorem 2.9 (L∞ Poincaré inequality).** Assume that the Carnot-Carathéodory balls are open in the topology of \( \mathbb{R}^n \). Given a bounded open set \( U \subset \mathbb{R}^n \) there exist \( R_0 = R_0(U) > 0 \), and \( C = C(U) > 0 \), such that if \( f \in L^{1,\infty}(B(x_0, 3R)) \), with \( x_0 \in U \) and \( 0 < R < R_0 \), then \( f \) can be modified on a set of \( dx \)-measure zero in \( \overline{B} = \overline{B}(x_0, R) \), so as to satisfy for every \( x, y \in \overline{B}(x_0, R) \)

\[
|f(x) - f(y)| \leq Cd(x, y)\|f\|_{L^{1,\infty}(B(x_0,3R))}.
\]

If, furthermore, \( f \in C^\infty(B(x_0, 3R)) \), then in the right hand side of the previous inequality one can replace the term \( \|f\|_{L^{1,\infty}(B(x_0,3R))} \) with \( \|Xf\|_{L^{1,\infty}(B(x_0,3R))} \).

We note explicitly that the theorem asserts that every function \( f \in L^{1,\infty}(B(x_0, 3R)) \) has a representative which is Lipschitz continuous in \( B(g_0, R) \) with respect to the metric \( d \), i.e., continuing to denote with \( f \) such representative, one has \( f \in \Gamma^{0,1}(B(g_0, R)) \). We also observe that the limitation on the radius \( R_0(U) \) in the statement of the theorem is merely dictated by a similar limitation on the validity of the doubling condition \( |B(x_0, 2r)| \leq C_1|B(x_0, r)| \). When the ambient space is a Carnot group \( G \), then thanks to (2.8) the doubling condition holds globally in a trivial way, and one can thus take \( U = G \) and \( R_0 = \infty \).

Theorems 2.3 and 2.9 together, completely characterize, in the general setting of Carnot-Carathéodory metrics for Lipschitz vector fields, the degenerate Sobolev space \( L^{1,\infty}(\Omega) \) as the space of metric Lipschitz functions.

### 3. Regularity of the Solution in the Folland-Stein Lipschitz Classes

The purpose of this section is to prove Theorem 3.7. The latter states that the solution to a general class of variational inequalities with non-elliptic integrands modelled on (1.3) belongs to the Folland-Stein Lipschitz class \( \Gamma^{0,\alpha}_{\text{loc}} \) with \( 0 < \alpha \leq 1 \), if so does the obstacle. Before doing this we need to state the relevant problem. For those known results which will be needed in the sequel the reader is referred to the Appendix in Section 6.

We fix a bounded domain \( D \subset G \) and a continuous function \( \varphi : \overline{D} \rightarrow \mathbb{R} \), an obstacle, satisfying

\[
\max_{\overline{D}} \varphi > 0, \quad \varphi \leq 0 \quad \text{on } \partial D.
\]

Consider the closed convex set

\[
K_\varphi = \{ v \in L^{0, 1,2}(D) \mid v \geq \varphi \quad \text{a.e. in } D \},
\]

where \( L^{0, 1,2}(D) = C_0^\infty(D) L^{0, 1,2}(D) \). Our purpose is to study the variational inequality.
**Problem.** Find \( u \in K_\varphi \) such that

\[
\int_D (Xv, X(v - u)) \, dH \geq 0
\]

for \( v \in K_\varphi \).

Since the quadratic form in (3.1) is coercive in the \( m \)-dimensional vector \( \zeta = Xu \), following the classical ideas in [32], [37], [29], one proves the existence of a unique solution to this problem in the degenerate Sobolev space \( L^{1,2}(D) \).

A function \( w \in L^{1,2}_{\text{loc}}(D) \) will be called \( L \)-superharmonic in \( D \) if for any \( \zeta \in C^\infty_0(D), \zeta \geq 0 \), one has

\[
\int_D (Xw, X\zeta) \, dH \geq 0.
\]

It is easy to see that the solution \( u \) to the obstacle problem is \( L \)-superharmonic in \( D \). We have in fact the following.

**Lemma 3.1.** Let \( u \) be the solution to the sub-elliptic obstacle problem in \( D \), then \( u \) is \( L \)-superharmonic in \( D \).

**Proof.** Consider the solution \( u \) to problem (3.1). For any \( \zeta \in C^\infty_0(D), \zeta \geq 0 \) the function \( v = u + \zeta \) belongs to the closed convex set \( K_\varphi \), thereby

\[
\int_D (Xu, X\zeta) \, dH \geq 0.
\]

This shows that \( u \) is \( L \)-superharmonic in \( D \). \( \square \)

Next, we consider the set in which \( u \) is above the obstacle

\[
\Omega = \Omega(u, \varphi) = \{ g \in D \mid u(g) > \varphi(g) \},
\]

and the coincidence set

\[
\Lambda = \Lambda(u, \varphi) = \{ g \in D \mid u(g) = \varphi(g) \}.
\]

We would like to know that the former is open, whereas the latter is closed relatively to \( D \). This information does follow in fact from the following basic result, which can be derived from the weak Harnack inequality in the Appendix, see Theorem 6.3. Since the arguments are similar to those in the classical elliptic case (see for instance the excellent monograph [26]), we omit the proof. The reader should also consult the paper by Hervé and Hervé [27].

**Theorem 3.2.** Let \( u \in L^{1,2}(D) \) be a \( L \)-superharmonic function in \( D \), then \( u \) is locally essentially bounded from below and there exists a lower semi-continuous representative of \( u \), which we continue to denote with the same letter, such that

\[
\liminf_{g \to g_0} u(g) = \text{ess liminf}_{g \to g_0} u(g).
\]
for every $g_o \in D$.

Since the obstacle $\varphi$ in (3.1) is locally bounded we also have the following property.

**Theorem 3.3.** Let $u$ be the solution to the obstacle problem (3.1), then $u$ is locally bounded in $D$.

We say that $u$ is $\mathcal{L}$-harmonic in $D$ if both $u$ and $-u$ are $\mathcal{L}$-superharmonic. The following result shows that the solution to the obstacle problem is $\mathcal{L}$-harmonic in the set $\Omega(u, \varphi)$ where $u$ is above the obstacle.

**Lemma 3.4.** For the solution to (3.1) one has the inclusion

$$\text{supp } \mathcal{L}u \subset \Lambda(u, \varphi).$$

In particular, we have $\mathcal{L}u = 0$ in $\Omega(u, \varphi)$, and therefore by the hypoellipticity of $\mathcal{L}$ we conclude that $u \in C^\infty(\Omega(u, \varphi))$.

**Proof:** By Theorem 3.2 we know that the set $\Omega(u, \varphi)$ is open, therefore given $g_o \in \Omega(u, \varphi)$ there exists $B(g_o, r) \subset \Omega(u, \varphi)$. Fix $\eta \in C^\infty_0(B(g_o, r/2))$ and let $\varepsilon > 0$ be such that $v \equiv u + \varepsilon \eta \geq \varphi$.

With this choice we have $v \in K_\varphi$, therefore

$$0 \leq \int_D \langle Xu, X(v - u) \rangle \, dH = \varepsilon \int_D \langle Xu, X\eta \rangle \, dH.$$

The arbitrariness of $\eta$ shows that

$$\int_D \langle Xu, X\eta \rangle \, dH = 0,$$

hence $\mathcal{L}u = 0$ in $B(g_o, r/2)$. This proves the desired inclusion. $\square$

Finally, we have the following generalization of a classical result due to Evans [15] and Vasilescu [44]. Again, its proof is based on Theorem 6.3, and thus we omit it referring the reader to that of Theorem 3.67 in [26].

**Theorem 3.5.** The solution $u$ to the sub-elliptic obstacle problem is continuous in $D$.

In a sense to be made precise subsequently, on the set $\Lambda$ the function $u$ inherits the same smoothness properties of the obstacle $\varphi$. Our concern is the regularity of $u$ across the support of its sub-Laplacian. The answer is contained in the two Theorems 3.7 and 4.3. The remainder of this section is devoted to proving Theorem 3.7. We begin with a key lemma.
Lemma 3.6. Suppose that for some $0 < \alpha \leq 1$ one has $\varphi \in \Gamma^{0,\alpha}(\overline{D})$. Let $g_0 \in \Lambda$ and denote by $\omega(r)$ the modulus of continuity of $\varphi$ in a pseudo-ball $B(g_0, r) \subset \overline{B(g_0, r)} \subset D$. There exist a constant $C > 0$, depending on $G$, such that

$$\sup_{B(g_0, r)} (u - \varphi) \leq C \omega(r).$$

Proof. By definition one has for every $g \in B(g_0, r)$

$$|\varphi(g) - \varphi(g_0)| \leq \omega(r).$$

Consider the function

$$w(g) = u(g) - \varphi(g_0) + \omega(r),$$

Thanks to Lemma 3.1, $w$ is $\mathcal{L}$-superharmonic in $D$. Moreover, (3.2) implies $w \geq 0$ in $B(g_0, r)$. We write $w = w_1 + w_2$, where $w_1$ is the generalized solution to the Dirichlet problem

$$\begin{cases}
\mathcal{L}w_1 = 0 & \text{in } B(g_0, r) \\
w_1 = w & \text{on } \partial B(g_0, r).
\end{cases}$$

From Theorem 3.5 we know $u \in C(D)$, therefore also $w \in C(D)$. By Bony’s maximum principle we have $0 \leq w_1 \leq w$ in $B(g_0, r)$. Moreover, $w \geq w_2 = w - w_1 \geq 0$. This implies

$$w_1(g_0) \leq w(g_0) = u(g_0) - \varphi(g_0) + \omega(r) = \omega(r),$$

since, by the hypothesis, $g_0 \in \Lambda$. This inequality and Theorem 6.4 give for some $C = C(G) > 0$

$$\sup_{B(g_0, r/2)} w_1 \leq C \omega(r).$$

Since

$$\begin{cases}
\mathcal{L}w_2 \leq 0 & \text{in } B(g_0, r) \\
w_2 = 0 & \text{on } \partial B(g_0, r),
\end{cases}$$

by Theorem 6.2 we infer

$$\sup_{B(g_0, r)} w_2 = \sup \supp \mathcal{L}w_2 = \sup \supp \mathcal{L}u,$$
Variational Inequalities with Lack of Ellipticity

which implies that

$$\sup_{B(g_0, r)} w_2 = w_2(g_1)$$  \hspace{1cm} (3.6)$$

for some $g_1 \in \text{supp} \, L u$. By Lemma 3.4 we know $\text{supp} \, L u \subset \Lambda$, so that in $g_1$ one has $u(g_1) = \varphi(g_1)$. This gives for $g \in B(g_0, r)$

$$w_2(g) \leq w(g_1) = u(g_1) - \varphi(g_1) + \omega(r) \leq \omega(r).$$  \hspace{1cm} (3.7)$$

From (3.4), (3.6) and (3.7) we conclude

$$\sup_{B(g_0, r)} w \leq C \omega(r).$$  \hspace{1cm} (3.8)$$

To finish the proof we observe that $w(g) = u(g) - \varphi(g) + \varphi(g_0) - \varphi(g_0) + \omega(r)$, so that

$$u(g) - \varphi(g) = w(g) - [\varphi(g) - \varphi(g_0)] - \omega(r).$$

From this observation and from (3.8) the conclusion readily follows.  \hspace{1cm} $\square$

**Theorem 3.7.** Suppose that the obstacle $\varphi$ belong to $\Gamma^0, \alpha(\Omega)$ for some $0 < \alpha \leq 1$, then the solution $u$ to the sub-elliptic obstacle problem can be modified on a set of $dH$-measure zero in $D$ in such a way that the resulting function (which we still denote by $u$) is in $\Gamma^0, \alpha_{\text{loc}}(D)$.

**Proof:** We fix $h_0 \in \partial \Omega$ and $\delta > 0$ in such a way that $B(h_0, \delta) \subset D$. Our aim is to prove the existence of a constant $C > 0$ such that

$$|u(g) - u(g')| \leq Cd(g, g')^{\alpha}, \quad g, g' \in B(h_0, \delta).$$  \hspace{1cm} (3.9)$$

Let $g, g' \in B(h_0, \delta)$. If both points belong to the coincidence set $\Lambda$, then there is nothing to prove. We assume next that $g, g' \in \Omega$ and let $g_0, g'_0 \in \partial \Omega = \partial \Lambda \subset \Lambda$ be such that

$$d(g, g_0) = d(g, \partial \Omega) = \rho, \quad d(g', g'_0) = d(g', \partial \Omega) = \rho'.

We distinguish two cases.

**Case 1:** $d(g, g') < \frac{1}{2} \max(\rho, \rho')$. Without loss of generality we assume $\max(\rho, \rho') = \rho$ and consider the function $w = u - \varphi(g_0) + C\omega(\rho)$, where $\omega(\rho)$ represents the modulus of continuity of $\varphi$ in $B(g_0, \rho)$. We notice that

$$B(g, 3d(g, g')) \subset B \left( g, \frac{\rho}{2} \right) \subset \Omega.$$

$$w_2(g) \leq w_2(g_1) = u(g_1) - \varphi(g_1) + \omega(r) \leq \omega(r).$$  \hspace{1cm} (3.7)$$

From (3.4), (3.6) and (3.7) we conclude

$$\sup_{B(g_0, r)} w \leq C \omega(r).$$  \hspace{1cm} (3.8)$$

To finish the proof we observe that $w(g) = u(g) - \varphi(g) + \varphi(g_0) - \varphi(g_0) + \omega(r)$, so that

$$u(g) - \varphi(g) = w(g) - [\varphi(g) - \varphi(g_0)] - \omega(r).$$

From this observation and from (3.8) the conclusion readily follows.  \hspace{1cm} $\square$

**Theorem 3.7.** Suppose that the obstacle $\varphi$ belong to $\Gamma^0, \alpha(\Omega)$ for some $0 < \alpha \leq 1$, then the solution $u$ to the sub-elliptic obstacle problem can be modified on a set of $dH$-measure zero in $D$ in such a way that the resulting function (which we still denote by $u$) is in $\Gamma^0, \alpha_{\text{loc}}(D)$.

**Proof:** We fix $h_0 \in \partial \Omega$ and $\delta > 0$ in such a way that $B(h_0, \delta) \subset D$. Our aim is to prove the existence of a constant $C > 0$ such that

$$|u(g) - u(g')| \leq Cd(g, g')^{\alpha}, \quad g, g' \in B(h_0, \delta).$$  \hspace{1cm} (3.9)$$

Let $g, g' \in B(h_0, \delta)$. If both points belong to the coincidence set $\Lambda$, then there is nothing to prove. We assume next that $g, g' \in \Omega$ and let $g_0, g'_0 \in \partial \Omega = \partial \Lambda \subset \Lambda$ be such that

$$d(g, g_0) = d(g, \partial \Omega) = \rho, \quad d(g', g'_0) = d(g', \partial \Omega) = \rho'.

We distinguish two cases.

**Case 1:** $d(g, g') < \frac{1}{2} \max(\rho, \rho')$. Without loss of generality we assume $\max(\rho, \rho') = \rho$ and consider the function $w = u - \varphi(g_0) + C\omega(\rho)$, where $\omega(\rho)$ represents the modulus of continuity of $\varphi$ in $B(g_0, \rho)$. We notice that

$$B(g, 3d(g, g')) \subset B \left( g, \frac{\rho}{2} \right) \subset \Omega.$$
and therefore \( w \) is \( L \)-harmonic in \( B(g, (\rho/2)) \). Applying Theorems 2.9 and 6.5 we find

\[
|u(g) - u(g')| = |w(g) - w(g')| 
\leq d(g, g') \|Xw\|_{L^\infty(B(g, 3d(g, g')))} 
\leq d(g, g') \frac{C}{\rho} \sup_{B(g, 3\rho/4)} |w| 
\leq d(g, g') \frac{C}{\rho} \sup_{B(g, 2\rho)} w \leq C \frac{d(g, g')}{\rho^{1-\alpha}} \leq C d(g, g')^\alpha,
\]

where in the second to the last inequality we have used (3.8).

**Case 2:** \( d(g, g') \geq \frac{1}{5} \max(\rho, \rho') \). Again we suppose without restriction that \( \max(\rho, \rho') = \rho \). One has

\[
|u(g) - u(g')| \leq |u(g) - u(g_o)| + |u(g_o) - u(g_o')| + |u(g_o') - u(g')|. 
\]

The term \( |u(g_o) - u(g_o')| = |\varphi(g_o) - \varphi(g_o')| \) is estimated trivially by \( d(g_o, g_o')^\alpha \). Since

\[
d(g_o, g_o') \leq d(g_o, g) + d(g, g') + d(g', g_o') \leq 13 d(g, g'),
\]

we conclude

\[
|u(g_o) - u(g_o')| \leq C d(g, g')^\alpha.
\]

To estimate \( |u(g) - u(g_o)| \) we consider the function \( h = u - u(g_o) \), which is \( L \)-harmonic in \( \Omega \). Applying Theorems 2.9 and 6.5 to the function \( h \) in the ball \( B(g, \rho) \) we obtain

\[
|u(g) - u(g_o)| \leq d(g, g_o) \sup_{B(g, \rho/2)} |Xh| 
\leq d(g, g_o) \frac{C}{\rho} \sup_{B(g, 5\rho/4)} |h| 
\leq d(g, g_o) \frac{C}{\rho} \sup_{B(g_o, 2\rho)} |h| 
\leq d(g, g_o) \frac{C}{\rho} \left[ \sup_{B(g_o, 2\rho)} |u - \varphi| + \sup_{B(g_o, 2\rho)} |\varphi - \varphi(g_o)| \right] 
\leq C \rho^\alpha \leq C d(g, g')^\alpha.
\]

Similarly, one obtains

\[
|u(g) - u(g_o)| \leq C d(g, g')^\alpha.
\]
Combining the above estimates we conclude
\[ |u(g) - u(g')| \leq C d(g, g')^\alpha. \]

Finally, the case in which \( g \in \Omega \) and \( g' \in \Lambda \) is treated analogously to the previous ones. This completes the proof of (3.9) and thereby of the theorem. \( \square \)

The next theorem will play a crucial role in the remaining part of this paper.

**Theorem 3.8.** Assume that \( \varphi \in \Gamma^{0,1}(\Omega) \), then the solution of the sub-elliptic obstacle problem \( u \) belongs to \( L_{\text{loc}}^{1,1}(\Omega) \). Furthermore, there exists a set \( E \subset D \) of \( dH \)-measure zero such that the horizontal gradient \( Xu = (X_1u, \ldots, X_mu) \) exists in every \( g \in D \setminus E \) and it coincides with the weak horizontal gradient.

**Proof.** The fact that \( u \in L_{\text{loc}}^{1,1}(\Omega) \) follows from Theorem 2.3. The second part of the theorem follows from Theorem 2.7. \( \square \)

The following remark is an important consequence of Theorem 3.8

**Remark 3.9.** Suppose that the obstacle \( \varphi \in \Gamma^{0,1}(\Omega) \). By Theorem 3.8 we know that the continuous function \( f = u - \varphi \) admits horizontal gradient \( Xf \) in \( dH \)-a.e. \( g \in D \). Since on the other hand \( f \geq 0 \) in \( D \) and \( f(g) = 0 \) at every \( g \in \Lambda \), we infer that must be \( Xu(g) = X\varphi(g) \) at \( dH \)-a.e. \( g \in \Lambda \).

4. INTERIOR OPTIMAL REGULARITY OF THE SOLUTION

With the results from Sections 2 and 3 in our hands, we now return to the study of the higher regularity of the solution of the obstacle problem. The following consequence of Theorem 1.42 in [20] will play a pervasive role in the sequel. As we mentioned in the introduction, the generalization of this result to a general system of Hörmander type presently constitutes a basic open question.

**Theorem 4.1.** Let \( f \in \Gamma_{\text{loc}}^{1,1}(G) \). There exist constants \( C, b > 0 \), depending only on \( G \), such that for every \( g \in B(g_0, r) \)
\[ |f(g) - T_f(g; g_0)| \leq Cr \sup_{g' \in B(g_0, br)} |Xf(g') - Xf(g_0)|. \]

Here, we have denoted by
\[ T_f(g; g_0) = f(g_0) + \sum_{j=1}^m (x_j(g) - x_j(g_0)) X_jf(g_0) \]
the stratified Taylor polynomial of \( f \), of homogeneous degree one, centered at \( g_0 \).
Lemma 4.2. We assume that the obstacle $\varphi$ belongs to $\Gamma^{1,1}(\Omega)$. Let $g_0 \in \Lambda$ and denote by $\omega(r)$ the modulus of continuity of $X\varphi$ in a pseudo-ball $B(g_0, r)$. There exist constants $C, b > 0$, depending on $G$, such that if $\overline{B}(g_0, br) \subset D$

$$\sup_{B(g_0, r)} (u - \varphi) \leq Cr\omega(br).$$

Proof. We introduce the function

$$T(g) = T_\varphi(g; g_0) = \varphi(g_0) + \sum_{j=1}^{m} (x_j(g) - x_j(g_0)) X_j\varphi(g_0).$$

Thanks to Proposition 2.4, the following two basic properties hold

$$L T = 0, \quad XT \equiv X\varphi(g_0), \quad \text{in } G.$$ 

Furthermore, Theorem 4.1 guarantees for every $r > 0$ such that $B(g_0, r) \subset \overline{B}(g_0, br) \subset D$

$$|\varphi(g) - T(g)| \leq Cr\omega(br).$$

From (4.3) we obtain for every $g \in B(g_0, r)$

$$u(g) \geq \varphi(g) \geq T(g) - C r \omega(br).$$

Define

$$w(g) = u(g) - T(g) + C r \omega(br).$$

From (4.4), (4.2), and from the $L$-superharmonicity of $u$, one infers

$$w \geq 0, \quad L w \leq 0 \text{ in } B(g_0, r).$$

Following the proof of Lemma 3.6 we write $w = w_1 + w_2$, where $w_1$ is the generalized solution to the Dirichlet problem

$$\begin{aligned}
L w_1 &= 0 \quad \text{in } B(g_0, r) \\
w_1 &= w \quad \text{on } \partial B(g_0, r).
\end{aligned}$$

One presently obtains

$$\sup_{B(g_0, r/2)} w_1 \leq C r \omega(br),$$
whereas, similarly to (3.6), we have

\[
(4.6) \quad \sup_{B(g_0, r)} w_2 = w_2(g_1)
\]

for some \( g_1 \) such that \( u(g_1) = \varphi(g_1) \). Recalling that \( w_2 \leq w \), we find

\[
(4.7) \quad w_2(g_1) \leq w(g_1) = u(g_1) - T(g_1) + Cr\omega(br) \\
= \varphi(g_1) - T(g_1) + Cr\omega(br) \\
\leq Cr\omega(br).
\]

From (4.5), (4.6) and (4.7) we conclude

\[
(4.8) \quad \sup_{B(g_0, r/2)} w \leq Cr\omega(br).
\]

To finish the proof we observe that \( w(g) = u(g) - \varphi(g) + \varphi(g) - T(g) + Cr\omega(br) \), so that

\[
u(g) - \varphi(g) = w(g) - [\varphi(g) - T(g)] - Cr\omega(br).
\]

From this observation, and from (4.3), (4.8), the conclusion follows.

\[\Box\]

**Theorem 4.3.** Suppose that \( \varphi \in \Gamma^{1,1}(\overline{\Omega}) \), then the solution \( u \) to the obstacle problem can be modified on a set of \( dH \)-measure zero in \( D \) so that the resulting function is in \( \Gamma^{0,1}_{\text{loc}}(D) \). From this property, and from Theorem 2.3, we conclude that for every \( \omega \subset D \) one has \( u \in L^2,\infty(\omega) = \{ f \in L^\infty(\omega) \mid X_i X_j f \in L^\infty(\omega), i, j = 1, \ldots, m \} \).

**Proof.** The proof is similar to that of Theorem 3.7 so we only give few details. One thing that we need to observe preliminarily is that by assumption the horizontal gradient of the obstacle \( X\varphi \) exists everywhere in \( \overline{\Omega} \) and defines a function in \( \Gamma^{0,1}(\overline{\Omega}) \). Now, according to Remark 3.9 there exists a set \( E \subset D \) of \( dH \) measure zero such that \( X\varphi(g) = X\varphi(g) \) for every \( g \in \Lambda \setminus E \). On the intersection of the exceptional set \( E \) with the coincidence set \( \Lambda \) we define \( X\varphi \) to be equal to \( X\varphi \). In this way we have defined \( X\varphi \) everywhere on \( \Lambda \), and hence on \( D \). We cannot stress enough the importance of this step, which is made possible by Theorem 2.7. Our aim is to now prove that such extended function is in \( \Gamma^{0,1}_{\text{loc}}(D) \). We proceed exactly as in the proof of Theorem 3.7 and distinguish the two cases considered there.

In case 1 we consider the function

\[
w = u - T + C_1 \rho \omega(4b \rho),
\]

where \( T = T(g) \) is as in (4.1), \( C_1 \) and \( b \) are the absolute constants in Theorem 4.1, and \( \omega(\rho) \) represents the modulus of continuity of \( X\varphi \) on \( B(g_0, \rho) \). By (4.1)
and (4.2) we know that

\[ Lu = 0 \quad \text{in} \quad B(g, \rho), \quad Xw(g) = Xu(g) - X\varphi(g_o), \]

so that, applying Theorems 2.9 and 6.5, we find

\[
\left| Xu(g) - Xu(g') \right| = \left| Xw(g) - Xw(g') \right| \\
C \leq d(g,g') \sup_{i,j=1,\ldots,m} \| X_i X_j w \|_{L^\infty(B(g,3d(g,g')))} \\
\leq \frac{C}{\rho^2} d(g,g') \sup_{B(g_o,2 \rho)} |w| \\
\leq \frac{C}{\rho} d(g,g') \rho \leq C d(g,g'),
\]

where in the second to the last inequality we have used Lemma 4.2.

In case 2 we again proceed as in the proof of Theorem 3.7 except that we now consider the function \( h = u - T \). The details are left to the reader.

Remark 4.4. Theorem 4.3 provides the optimal regularity of the solution \( u \) to the sub-elliptic obstacle problem. In fact, across the free boundary \( \partial \Omega \) the horizontal derivatives of order two \( X_i X_j u \) cannot be continuous. To see this consider in the pseudo-ball of radius one centered at the group identity \( B = B(e,1) \subset G \) the solution \( \varphi \) to the Dirichlet problem \( Lu = -1, \varphi = 0 \) on \( \partial B \). Let \( \Phi \) be the solution to the obstacle problem with obstacle \( \varphi \). We know from Theorem 3.5 that \( Lu = 0 \) in \( \Omega = \Omega(u, \varphi) \), whereas on \( B \setminus \Omega \) one has \( Lu = L\varphi = -1 \). This proves that at least one of the second order derivatives \( X_i X_j u \) must be discontinuous.

The Heisenberg group. It is interesting to see the implications of Theorem 4.3 in the basic example of the Heisenberg group \( H^1 \) discussed in the introduction. It is well-known that the \( t \)-direction is the bad one, since one has a priori no control of the derivative \( \partial / \partial t \). However, if we consider the solution \( u \) to the obstacle problem associated with the quadratic form (1.3), then Theorem 4.3 states, in particular, that the mixed derivatives \( X_1 X_2 u \) and \( X_2 X_1 u \) belong to \( L^\infty_{\text{loc}} \) across the free boundary. Thanks to the commutation relation \( [X_1, X_2] = -4 \partial / \partial t \), this implies that \( \partial u / \partial t \in L^\infty_{\text{loc}} \). This highly non-trivial information will play an important role in the further understanding of the regularity of the free boundary.

5. NON-DEGENERACY PROPERTIES OF THE SOLUTION AND OF THE FREE BOUNDARY

After having established Theorems 3.7 and 4.3, we continue the study of the fine properties of the solution \( u \) to the sub-elliptic obstacle problem (3.1), and prove some basic non-degeneracy of the latter and of its free boundary. The main results are Theorems 5.3, 5.4 and 5.6. These results, along with Theorem 4.3, constitute
essential ingredients for the development of a theory of free boundaries. We start
with the solution $u$ to (3.1), and normalize it by letting

$$w = u - \varphi.$$  

Since $Lu \leq 0$ in $D$, then by Bony’s strong maximum principle Theorem 6.2, $u$
 cannot touch $\varphi$ at a point where $L\varphi \geq 0$, so near the free boundary $\partial \Omega$ we
should expect $L\varphi < 0$. This shows that in $\Omega$ one has

$$Lw = L(u - \varphi) = -L\varphi > 0.$$  

Following [4], we normalize the problem by assuming $L\varphi \equiv -1$. The advantage
is that now the study of the regularity properties of the solution $w$, and of the
free boundary $\partial \Omega$, is reduced to a local problem by looking at the so-called normalized solution. By this we mean a function $w$ which in the unit gauge pseudo-ball $B = B(e, 1) \subset \mathbb{G}$ satisfies the following properties:

(i) $w \geq 0$ in $B$.
(ii) $Lw = 1$ on the set $\Omega(w) = \{ g \in B \mid w(g) > 0 \}$.

We propose to study some properties of $w$ and the free boundary $\partial \Omega(w)$. An
important remark is that if $w$ is a normalized solution of the sub-elliptic obstacle
problem in the unit ball $B$, then the function

$$w_{\lambda} = \frac{1}{\lambda^2} w \circ \delta_{\lambda}$$  

is a normalized solution in $B_{\lambda} = B(e, \lambda)$.

**Proposition 5.1.** There exists a constant $C > 0$, depending on $\mathbb{G}$, such that the
function $w$ and its $C^{1,1}$ norm in $B_{1/2}$ are bounded by $C$.

**Proof.** Consider the solution $\psi$ to the problem $L\psi = 1$ in $B$, $\psi = 0$ on $\partial B$.
By the hypoellipticity of $L$, see [28], we have $\psi \in C^\infty(B)$. Let $u$ be the solution
to the obstacle problem with obstacle $\psi$, then $u = w - \psi$. The conclusion follows
by applying Theorem 4.3 to the function $u$. \hfill $\square$

Before proceeding with the study of the properties of the function $w$ we pause
to establish some preliminary estimates which will be a first substitute for the
explicit global solutions (quadratic polynomials) from the classical theory.

**Lemma 5.2.** Let $g_0 \in \mathbb{G}$ and in the pseudo-ball $B(g_0, R)$ consider the Green
function $G(g, g')$ for $L$, and the solution

$$\psi(g) = \int_{B(g_0, R)} G(g, g') dH(g')$$
to the problem $L \psi = -1$ in $B(g_o, R)$, $\psi = 0$ on $\partial B(g_o, R)$. By Theorem 6.2 one has $\psi > 0$ in $B(g_o, R)$. Moreover, there exists a constant $C > 0$, depending only on $G$, such that for every $g \in B(g_o, R)$

$$\psi(g) \leq C R^2,$$

and also

$$|X \psi(g_o)| \leq C R.$$

Proof: By left translation it is enough to establish the lemma in the case $g_o = e$, the group identity. By Theorem 6.2 one has for every $g, g' \in B(g_o, R)$

$$G(g, g') \leq \Gamma(g, g'),$$

where $\Gamma(g, g') = \Gamma(g', g)$ denotes the global fundamental solution of $-L$ in $G$ constructed by Folland in [18]. We recall that if let $\Gamma^*(g) = \Gamma(g, e)$, then $\Gamma(g, g') = \Gamma^*(g^{-1} g')$. Furthermore, it was proved in [18] that, if $Q$ denotes the homogeneous dimension of $G$, then the distribution $\Gamma^*$ is homogeneous of degree $2 - Q$ with respect to the one-parameter group of non-isotropic dilations $\{\delta_\lambda\}_{\lambda > 0}$. Therefore, the following estimates hold

$$(5.1) \quad \frac{\alpha}{d(g, g')^{Q-2}} \leq \Gamma(g, g') \leq \frac{\beta}{d(g, g')^{Q-2}}, \quad g, g' \in G, \ g \neq g',$$

where we have let

$$\alpha = \min_{g \in \partial B(e, 1)} \Gamma^*(g), \quad \beta = \max_{g \in \partial B(e, 1)} \Gamma^*(g).$$

Theorem 6.2 implies that $\alpha > 0$. Using (5.1) we obtain

$$\psi(g) \leq \int_{B(g, 2R)} \Gamma(g, g') dH(g')$$

$$\leq \sum_{k=0}^{\infty} \int_{2^{-k} R \leq d(g, g') \leq 2^{-k} R} \frac{\beta}{d(g, g')^{Q-2}} dH(g')$$

$$\leq \beta \sum_{k=0}^{\infty} \left( \frac{2^{k+1}}{R} \right)^{Q-2} |B(g, 2^{-k} R)| \leq CR^2,$$

where in the last inequality we have used (2.8). This proves the first part of the lemma. To prove the second part we consider now the solution to the problem $L f = -1$ in $B = B(e, 1)$, $f = 0$ on $\partial B$. by the hypoellipticity of $L$ we have $f \in C^\infty(B)$, and therefore $C = |X f(e)| < \infty$. The function $\psi_R(g) = R^{-2} \psi(\delta_R(g))$ is also a solution to the same problem, therefore by Theorem 6.2 we must have $\psi_R \equiv f$ in $\overline{B}$. In particular, we have $|X \psi_R(e)| = |X f(e)| = C$. Since $|X \psi(e)| = R |X \psi_R(e)|$, the conclusion follows. \[\square\]
The following two theorems constitute a somewhat unexpected generalization of corresponding classical results.

**Theorem 5.3** (Optimal bound for the horizontal gradient). Consider a normalized solution $w$ in $B$. There exists a constant $C_1 > 0$, depending on $G$, such that for every $g_o \in B$ one has

$$|Xw(g_o)| \leq C_1 \sqrt{w(g_o)}.$$  

*Proof.* Thanks to Theorem 4.3, we have $w \in \Gamma^{1,1}$, hence in particular $Xw$ is continuous in $B$. We begin by proving (5.2) when $g_o \in \Omega(w)$. Observe first that there exists a constant $C^* > 0$ such that if $r = w(g_o)$, then

$$B(g_o, \sqrt{C^* r}) \subset \Omega(w).$$

To see this let $\rho = d(g_o, \Lambda(w))$ and $g_1 \in \Lambda(w)$ be such that $\rho = d(g_o, g_1)$. Thanks to Lemma 4.2 one has for some constant $C$

$$\sup_{B(g_1, \rho)} w \leq C \rho^2.$$  

This gives in particular $r = w(g_o) \leq C d(g_o, \Lambda(w))^2$. It is then clear that the choice $C^* = (4C)^{-1}$ implies (5.3). With $R = \sqrt{C^* r}$ consider in $B(g_o, R)$ the function $v = w + \psi$, where $\psi$ is the solution to $L\psi = -1$ in $B(g_o, R)$, with zero boundary values. Clearly, $v$ is $L$-harmonic and non-negative in $B(g_o, R)$. By Theorems 6.5 and 6.4 and Lemma 5.2 one obtains

$$|Xv(g_o)| \leq \frac{C}{R} v(g_o) \leq \frac{C}{R} [w(g_o) + \psi(g_o)] \leq \frac{C}{R} [r + CR^2] \leq C \sqrt{r}.$$  

Finally, using Lemma 5.2 again we conclude

$$|Xw(g_o)| \leq |Xv(g_o)| + |X\psi(g_o)| \leq C \sqrt{r}.$$  

This establishes (5.2) when $g_o \in \Omega(w)$. By the continuity of $w$ and $Xw$, this estimate can now be extended to $\partial \Omega(w)$. On the other hand, (5.2) is trivially true in the interior of the coincidence set, therefore the theorem is fully proved. \[\square\]

**Theorem 5.4** (Maximum growth). Let $w$ be a normalized solution to the obstacle problem in $B$. There exists $C_2 > 0$, depending only on $G$, such that for $g_o \in \Omega(w)$

$$\sup_{B(g_o, r)} w \geq C_2 r^2.$$
Before we can prove Theorem 5.4 we need to recall a symmetry result discovered in [12] which will play an important role.

**Theorem 5.5.** Let \( f \in L^1(0, \infty) \) be a function with bounded support and such that

\[
M = \int_0^\infty f(s) \frac{ds}{s} < +\infty.
\]

For a fixed \( g_o \in \mathbf{G} \) consider the function

\[
v(g) = \int_{\mathbf{G}} f \left( \frac{1}{\Gamma(g', g_o)} \right) \frac{|X\Gamma(g', g_o)|^2}{\Gamma(g', g_o)^2} \, \Gamma(g, g') \, dH(g'), \quad g \in \mathbf{G}
\]

which satisfies the equation

\[
\mathcal{L}v = -f \left( \frac{1}{\Gamma(\cdot, g_o)} \right) \frac{|X\Gamma(\cdot, g_o)|^2}{\Gamma(\cdot, g_o)^2}.
\]

Under such assumptions \( v \) is constant on the level sets of \( \Gamma(\cdot, g_o) \), i.e., there exists an absolutely continuous function \( v^* : (0, \infty) \to \mathbb{R} \) such that

\[
v(g) = v^* \left( \frac{1}{\Gamma(g, g_o)} \right).
\]

Moreover, if \( f \geq 0 \), then \( v \) attains its maximum value \( M \) in \( g_o \).

The crucial aspect of Theorem 5.5 for us is that, for a suitable choice of \( f \), the function \( v \) will serve as an ad hoc replacement of the quadratic polynomials in Caffarelli’s original proof for Laplace equation. Moreover, \( v \) has symmetry, in the sense that it is constant on the level sets of the fundamental solution of the sub-Laplacian, and this property will enable us to locate its maximum values. This is not possible, instead, with the apparently more natural choice of the solution \( u \) to \( Lu = -1 \).

**Proof of Theorem 5.4.** By continuity it is enough to assume \( g_o \in \Omega(u) \). We will use as a barrier the function \( v \) in Theorem 5.5 with the choice \( f(s) = s^{2/(Q-2)} \chi_{(0, r^{Q-2})}(s) \), where \( Q \) is the homogeneous dimension of \( \mathbf{G} \) and \( \chi_{(0, r^{Q-2})} \) denotes the indicator function of the interval \((0, r^{Q-2})\). We note explicitly that, since \( f \geq 0 \), then according to Theorem 5.5 the maximum value of \( v \) is attained at the “center” \( g_o \) of the level set of \( \Gamma \)

\[
\mathcal{E}(g_0, r) = \{ g \in \mathbf{G} \mid \Gamma(g, g_o) > r^{2-Q} \}.
\]

In view of (5.5), such maximum is given by

\[
v(g_o) = M = \int_0^{r^{Q-2}} s^{2/(Q-2)} \frac{ds}{s} = \frac{Q - 2}{2} r^2.
\]
By the homogeneity properties of $\Gamma$ recalled in the proof of Lemma 5.2, and the fact that the vector fields $X_1,\ldots,X_m$ are homogeneous of degree one with respect to the group dilations, we obtain

$$
|\mathcal{X}_\Gamma(g,g')| \leq \frac{C}{d(g,g')^{q-1}}, \quad g,g' \in G, g \neq g',
$$

where $C = C(G) > 0$. We note also that, thanks to (5.1) the level sets $E(g_o,r)$ are trapped between two pseudo-balls of radii proportional to $r$, and therefore the Haar measure of $E(g_o,r)$ is itself proportional to $r^Q$. Combining (5.1) with (5.10), we obtain from (5.7) for every $g \neq g_o$

$$
|\mathcal{L}v(g)| = \left(\frac{1}{\Gamma(g,g_o)}\right)^{2/(Q-2)} \frac{|\mathcal{X}_\Gamma(g,g_o)|^2}{\Gamma(g,g_o)^2} \leq K,
$$

for some $K = K(G) > 0$. We consider next the function $\zeta = K w + v - v(g_o)$, which satisfies $\mathcal{L} \zeta \geq 0$ in $A = \Omega(w) \cap E(g_o,r)$. Since $\zeta(g_o) > 0$, by Bony's maximum principle $\zeta$ must attain a strictly positive maximum on $\partial A$. However, we have $\zeta \leq 0$ on $\partial \Omega(w) \cap \{g \in G \mid \Gamma(g,g_o) > r^{2-Q}\}$, hence the maximum occurs at some point $g_1 \in \Omega(w) \cap \partial \{g \in G \mid \Gamma(g,g_o) > r^{2-Q}\}$. One concludes

$$
0 < \zeta(g_1) = K w(g_1) + v(g_1) - v(g_o).
$$

From the proof of Theorem 5.5 in [12] we deduce that in the present case the symmetric part of $v$ is given by

$$
v^*(t) = \frac{1}{t} \int_0^t s^{2/(Q-2)} \, ds = \frac{Q-2}{Q} t^{2/(Q-2)}.
$$

By the remarkable property (5.8) we now infer the crucial information

$$
v(g_1) = v^*\left(\frac{1}{\Gamma(g_1,g_o)}\right) = v^*(r^{Q-2}) = \frac{Q-2}{Q} r^2.
$$

The latter equation and (5.9) allow to conclude

$$
v(g_1) - v(g_o) = -\frac{(Q-2)^2}{2Q} r^2.
$$

Substituting this information in (5.11) we conclude

$$
w(g_1) \geq \frac{(Q-2)^2}{2QK} r^2.
$$

This completes the proof of the theorem. $\square$
In the statement of the next theorem we adopt the notation $|E|$ to indicate the Haar measure $H(E)$ of a measurable set $E \subset G$.

**Theorem 5.6** (Uniform positive density of $\Omega(w)$ along the free boundary). There exists a universal constant $A > 0$ such that for every $g_0 \in \partial \Omega(w)$ and any $r > 0$\[ |B(g_0, r) \cap \Omega(w)| \geq A |B(g_0, r)|.\]

In particular, the lower density\[ D(\Omega(w), g_0) = \liminf_{r \to 0} \frac{|B(g_0, r) \cap \Omega(w)|}{|B(g_0, r)|}\]
of $\Omega(w)$ at $g_0$ satisfies $D(\Omega(w), g_0) \geq A$.

**Proof.** Consider $g_1 \in B(g_0, r/2) \cap \Omega(w)$ such that $w(g_1) = \sup_{B(g_0, r/2)} w$. By Theorem 5.4 one has $w(g_1) \geq C^* r^2$. On the other hand Theorem 5.3 and Lemma 4.2 give $\sup_{B(g_0, r)} |Xw| \leq C^* r$. By Theorem 4.1 we infer for any $g \in B(g_1, \delta r)$\[ w(g_1) - w(g) \leq \delta C \cdot r^2.\]

These estimates guarantee that\[ w(g) \geq [C^* - \delta C] \cdot r^2 \geq \frac{1}{2} r^2\]
provided that $\delta$ is sufficiently small. This implies that $B(g_1, \delta r) \subset B(g_0, r) \cap \Omega(w)$ and therefore\[ |B(g_0, r) \cap \Omega(w)| \geq |B(g_1, \delta r)| = C(G, \delta) \cdot r^2 = A |B(g_0, r)|.\]

**Corollary 5.7.** The free boundary has zero Haar measure, i.e.,\[ |\partial \Omega(w)| = 0.\]

**Proof.** Consider the indicator function $\chi_{\Omega}$ of the positivity set $\Omega = \Omega(w)$. Since $\chi_{\Omega} \in L^1_{\text{loc}}(G)$, by Lebesgue differentiation theorem for spaces of homogeneous type (see [40]) we know that $dH$-a.e. point of $G$ is a Lebesgue point. Therefore, the set\[ S = \left\{ g \in G \mid \frac{|B(g, r) \cap \Omega|}{|B(g, r)|} = \frac{1}{|B(g, r)|} \int_{B(g, r)} \chi_{\Omega} \neq \chi_{\Omega} \quad \text{as} \quad r \to 0 \right\}\]
has zero $dH$ measure. On the other hand, Theorem 5.6 proves that $\partial \Omega \subset S$, therefore the conclusion follows.\[ \square \]
6. APPENDIX: SOME KNOWN RESULTS FROM
PARTIAL DIFFERENTIAL EQUATIONS AND POTENTIAL THEORY

In this appendix we collect various known results that are needed in the proofs of
the main theorems in Sections 3 and 5.

**Theorem 6.1** (Bony’s strong maximum principle [2]). Let $\Omega$ be a connected
open set in a Carnot group $G$. Assume that $c \leq 0$ in $\Omega$ and that $c \in C(\overline{\Omega})$. If
$u \in C^2(\Omega)$ satisfies

$$Lu + Yu + cu \leq 0 \quad \text{in} \, \Omega,$$

then $u$ cannot achieve a non-positive infimum at an interior point, unless $u \equiv \text{const}$
in $\Omega$. Here, $Y$ denotes a smooth vector field on $G$.

The following result is an important consequence of the work [2].

**Theorem 6.2.** Let $D \subset G$ be a connected, bounded open set, and $\varphi \in C(\partial D)$. There
exists a unique $L$-harmonic function $H_D^\varphi$ which solves (DP) in the sense of
Perron-Wiener-Brelot. Moreover, $H_D^\varphi$ satisfies

$$\sup_D |H_D^\varphi| \leq \sup_{\partial D} |\varphi|.$$

**Theorem 6.3** (Weak Harnack inequality [7]). Consider an open set $D \subset G$
and let $u \in L^{1,2}(D)$ be a non-negative $L$-superharmonic function in $D$. There exists
$q_0 = q_0(G) > 0$ such that for every $B(g_0, R) \subset B(g_0, 2R) \subset D$ and $0 < q < q_0$
one has

$$\left( \frac{1}{|B(g_0, R)|} \int_{B(g_0, R)} u^q \, dH \right)^{1/q} \leq C \inf_{B(g_0, R)} u,$$

for every $0 < s < 1$. Here, $C = C(G, s, q)$.

**Theorem 6.4** (Harnack inequality [2], see also [12] and [7]). There exists a positive constant $C = C(G)$ such that if $u$ is a non-negative $L$-harmonic function in $B(g_0, 4R) \subset G$, then

$$\sup_{B(g_0, R)} u \leq C \inf_{B(g_0, R)} u.$$

**Theorem 6.5** (Schauder type interior estimates, see [43] or also [14]). Let $D \subset G$
be an open set and suppose that $w$ is $L$-harmonic in $D$. For every $g \in D$ and $r > 0$
for which $\overline{B}(g, r) \subset D$, one has for $s \in \mathbb{N}$

$$|X_{j_1}X_{j_2} \cdots X_{j_s}w(g)| \leq \frac{C}{r^s} \max_{\overline{B}(g, r)} |w|,$$

for $j_i \in \{1, \ldots, m\}, i = 1, \ldots, s$, and for some constant $C = C(G, s) > 0$. 
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