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Abstract We report on our recent results from a mathematical study of wire net-
work graphs that are complements to triply periodic CMC surfaces and can be syn-
thesized in the lab on the nanoscale. Here, we studied all three cases in which the
graphs corresponding to the networks are symmetric and self-dual. These are the
cubic, diamond and gyroid surfaces. The gyroid is the most interesting case in its
geometry and properties as it exhibits Dirac points (in 3d). It can be seen as a gen-
eralization of the honeycomb lattice in 2d that models graphene. Indeed, our theory
works in a more general cases, such as periodic networks in any dimension and even
more abstract settings. After presenting our theoretical results, we aim to invite an
experimental study of these Dirac points and a possible quantum Hall effect. The
general theory also allows to find local symmetry groups which force degeneracies
aka. level crossings from a finite graph encoding the elementary cell structure. Vice-
versa one could hope to start with graphs and then construct matching materials that
will then exhibit the properties dictated by such graphs.

1 Introduction

We will first start to review the main motivating examples for our analysis and our
methods. These are the triply periodic CMC surfaces which are very intriguing ob-
jects due to their highly symmetric nature. By a classification result, the only triply
periodic minimal surfaces whose complements are given by symmetric and self-
dual graphs are the P (cubic), D (diamond) and G (gyroid) surfaces (see e.g. [1]).
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While the cubic and diamond surfaces have been known for almost two centuries
(they were already discovered by Schwarz in 1830 [2]), the gyroid was an omission
in Schwarz’s classification and was only discovered about 50 years ago in 1970 by
Alan Schoen [3]. As any naturally occurring surface, a physical version will not be
a true 2d object, but will have some, albeit small thickness, which makes it 3d. Such
a thick surface has two sides, each a true 2d surface. Thus, the interface actually
consists of two disconnected surfaces, where each of them is a surface of the given
type. The double gyroid (DG) for instance is such a configuration of two mutually
non–intersecting embedded gyroids which form the boundaries of the thick gyroid
surface.

A single gyroid has symmetry group I4132 while the double gyroid has the sym-
metry group Ia3̄d where the extra symmetry comes from interchanging the two
gyroids 1.

The actual equations of the gyroid are very complicated and initially only locally
known by a differential equation since it is a CMC surface. To get the true shape
mathematically one can use a computer program, the Brakke Surface Evolver [5].
However, in a good approximation, the surfaces can be visualized by using the level
surfaces [6]. An example of a level surface approximation for the double gyroid is
given by the following formula:

Lt : sin(x)cos(y)+ sin(y)cos(z)+ sin(z)cos(x) = t

which we use in the visualizations. The double gyroid surface is then modeled by
Lt and L−t for 0 < t <

√
2. It is pictured in Figure 1.

Recently, it was demonstrated that the gyroid can be synthesized in the lab [7].
Both the surface and its complement, which forms a two-channel network (see Fig-

Fig. 1 The double gyroid surface (left) and its complement, the two non–intersecting channel
systems C+ and C− (right)

1 Here I4132 and Ia3̄d are given in the international or Hermann–Mauguin notation for symmetry
groups, see e.g.[4].
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ure 1), can be realized by using nano-porous silica film. It is interesting to note
that the gyroid structure appears spontaneously in nature on the wings of certain
butterflies or beetles to give them their brilliant color [8].

Several variations of these structures have been synthesized, i.e. semiconductor
quantum-wire arrays of PbSe, PbS, and CdSe. The synthesization process involves
several steps. First, the actual surface nanostructure is formed by self-assembly
in some carefully prepared surfactant or block copolymer systems. The nanopores
(channels) are then filled with a semiconductor and the original silica surface is dis-
solved to yield the nanowire network. A second semiconductor material may poten-
tially be grown in the void space to yield a bulk heterojunction semiconductor. The
typical lattice constant of these structures is of the order of 18 nm. This means that
they are “supercrystals”, with lattice constants far exceeding atomic length scales.
However, a quantum mechanical treatment is still applicable and the typical length
scale is comparable with graphene (where the length scale is of the order of 10 nm).
We will focus on the wire structure in this article.

We performed a theoretical study to predict properties of these materials. Our
approach is comprised of an analysis of the symmetries, the singularities and a non-
commutative model all of which we will briefly explain. This treatment is not re-
stricted to the particular example of the gyroid and can be used to study any periodic
wire network and even further generalizations. We have applied it to the cases of the
wire networks derived from the cubic, the diamond and the gyroid triply periodic
CMC surfaces as well as other periodic structures such as Bravais lattices and the
honeycomb lattice underlying graphene.

1.1 Classical geometry of the gyroid and graph approximation for
the channels

Let us first describe in more detail the classical geometry of the gyroid. Details can
be found in [9]. The complement R3 \G of a single gyroid G has two components.
These components will be called the gyroid wire systems or channels.

There are two distinct channels, one left and one right handed. Each of these 3d
channels can be contracted onto an embedded graph, called skeletal graph [3, 10].
We will call these graphs Γ+ and Γ−. Each graph is periodic and trivalent. We fix Γ+

to be the graph which has the node v0 = ( 5
8 ,

5
8 ,

5
8 ) in the above approximation. We

will give more details on the graph Γ+ below.
The channel containing Γ+ is shown in Figure 2 a). A (crystal) unit cell of the

channel together with the embedded graph Γ+ is shown in Figure 2 b) and just the
skeletal graph is contained in Figure 2 c). The unit cell is obtained by using the
simple lattice translations along the x, y and z axes. Such a cell contains 8 vertices
which are trivalent. The actual symmetry group is bcc and hence higher. If one mods
out by the full symmetry group then an elementary cell will only have 4 points which
are trivalent. This is captured by a graph with 4 vertices where each vertex is linked
to all other vertices. This graph, which is called the full square or the tetrahedral



4 Ralph M. Kaufmann and Birgit Wehefritz-Kaufmann

graph, is abstract. This means that it is not embedded in any real space, but just a
combinatorial object, see Figure 3.
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Fig. 2 a) 3d periodic structure of the gyroid wire network b) skeletal graph inside the channel c)
skeletal graph with labeled vertices

Stating things in a more precise fashion: The graph Γ+ is the graph made up of
the following vertices in the unit cell
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,
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8
), (1)

and all their translations along the lattice directions and the edges between them
according to the incidences that can be read off Figure 2.

By combinatorial arguments, we have obtained results about the classical geom-
etry of the infinite graph Γ+ [9]. Namely, there are closed loops on the graph Γ+.
Each minimal loop goes through 10 sites and at each point there are 30 oriented
minimal loops or 15 such undirected loops.

As mentioned, the translational symmetry group for both the gyroid and the dou-
ble gyroid is actually the body-centered cubic (bcc) lattice. In our theoretical calcu-
lations, we will deal with a finite graph that is obtained as a quotient graph from Γ+.
We can use the bcc symmetry of the lattice to construct this abstract quotient graph.
A set of generators of the bcc symmetry is

g1 =
1
2
(1,−1,1), g2 =

1
2
(−1,1,1), g3 =

1
2
(1,1,−1) (2)

The passage from the graph of the unit cell with 8 vertices is given by identifying
the vertices. v0 ↔ v6,v1 ↔ v7,v2 ↔ v4 and v3 ↔ v5. The 6 edge vectors are then
represented by the 6 vectors



Materials formed as wire network graphs 5

e1 =
1
4

−1
1
0

 , e2 =
1
4

 0
−1
1

 , e3 =
1
4

 1
0
−1

 (3)

e4 =
1
4

1
1
0

 , e5 =
1
4

 0
−1
−1

 , e6 =
1
4

−1
0
−1

 (4)

Now, the translates of the points vi, i = 1, . . . ,4 along integer linear combinations
of the g j, j = 1,2,3 and the translates of the edge vectors ek,k = 1, . . . ,6 form the
graph Γ+. Taking the quotient by the free Abelian subgroup L that is generated by
the vectors gi, we arrive at the abstract quotient graph Γ̄ =Γ+/L. It is the graph with
4 vertices and 6 edges, where all pairs of distinct vertices are connected by exactly
one edge shown in Figure 3. It turns out that this graph basically suffices to capture
the essential information about the geometry.

Fig. 3 Abstract quotient graph used in our calculation. The bold edges are a spanning tree and the
vertex 1 is a root of this spanning tree.

The passage from the channel systems to the graphs retains all homotopical in-
formation as does the passage from the thick surface to just one copy of the gyroid,
by shrinking the thickness to zero. Any topological information which is homotopy
invariant (that is basically the information that is invariant under continuous defor-
mations) is encoded in the gyroid surface and the two skeletal graphs. Furthermore,
since the level surface approximation is a deformation of the original gyroid, one
can use this simplification for the study. Notice that not all geometric information
is retained by such a deformation, for instance being a CMC surface is not. Also,
as we have seen, dimensions are not preserved either, what is preserved, however,
are topological charges, singularities, homology, K-theory etc. These deformation
independent quantities are of course very desirable as a physically realized version
of the gyroid will not be perfect. Indeed the result of the gyroid the self-assembly is
actually a gyroid that is a bit squished, see Figure 4.

The fact that the skeletal graph approximation is valid for the electronic proper-
ties has been shown by a different physical argument: namely, numerical simulations
of a simple wave equation [11] have shown that the lowest-energy wavefunctions are
supported primarily on the junctions. Thus, one may expect to reproduce the low-
energy end of the spectrum by using the tight-binding approximation, in which the
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Fig. 4 Fabricated gyroid structure squished by gravity

junctions are replaced by the vertices, and the segments connecting them by the
edges of a graph.

We can and will thus continue the study of the wire system by using the graph
approximation.

1.2 P and D surfaces

There are two other triply periodic self–dual and symmetric CMC surfaces- the
cubic (P) and the diamond (D) network. They are shown in Figure 5 together with
their wire networks obtained in the same way as for the gyroid. Here we summarize
the results from [12].

Fig. 5 The cubic (P) (left) and the diamond (D) wire network (right)

The P surface has a complement which has two connected components each of
which can be retracted to the simple cubical graph whose vertices are the integer
lattice Z3 ⊂R3. The translational group is Z3 in this embedding, so it reduces to the
case of a Bravais lattice. Its abstract quotient graph is shown in Figure 6 on the left.

The D surface has a complement consisting of two channels each of which can
be retracted to the diamond lattice Γ�. The diamond lattice is given by two copies
of the fcc lattice, where the second fcc is the shift by 1

4 (1,1,1) of the standard fcc



Materials formed as wire network graphs 7

lattice, see Figure 5. The edges are nearest neighbor edges. The symmetry group is
Fd3̄m. The quotient graph for the D surface is shown in figure 6 on the right.

GP D

Fig. 6 Abstract quotient graphs for the P and D surfaces

2 Theory

2.1 Overview

Our method is two–pronged depending on whether or not a background magnetic
field is present. In the absence of a magnetic field, we use singularity theory and
classical geometry to classify topological features such as Dirac points and topo-
logical charges. In the presence of a magnetic field, the classical geometry becomes
non-commutative. Some of the topological invariants carry over, such as a gap clas-
sification, and topological charges aka. Chern classes, which could give rise to a
quantum Hall effect. Some other new phenomena appear, which could potentially
lead to new properties as described below.

2.2 Summary of the methods

To model the electronic properties of the physical systems, we used a Harper Hamil-
tonian [13, 14] for the graphs described above. Physically, this corresponds to using
the tight-binding approximation and Peierls substitution [15]. The system is this
modeled by the Hilbert space H = l2(Λ), where Λ are the vertices of the graph
together with the Harper Hamiltonian acting on H that is given by

H =
6

∑
i=1

Uei +U?
ei
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where the sum is over all edges ei given above. For later generalization, we note
that these edges correspond to the 6 edges of the quotient graph given in Figure 2.
We recall that l2(Λ) are the square summable series on Λ . A typical element/state
is given by φ = (φ)λ∈Λ with φλ ∈ C as complex number that can be imagined to
sit at the site λ and ∑λ∈Λ |φλ |2 < ∞. In the case without magnetic field Ue is the
translation operator with Ue(φ)λ = φλ−e. Its conjugate U∗e is the translation along
−e. In the case with magnetic field the Ue are replaced with so–called magnetic
translation operators as explained in section 3.

At this point, we wish to remark that the traditional translation operators used in
absence of a magnetic field a) commute with each other and b) are symmetries and
hence commute with the Hamiltonian, whence we call it the commutative case. In
contrast, if there is a magnetic field, translations cease to commute with each other
as their commutator introduces a phase. Likewise they cease to commute with the
Hamiltonian. This is the origin of the non–commutative geometry.

Going back to the commutative case, using Fourier transform the operators can
alternatively be considered as depending on quasi-momenta of the Brillouin zone.
It is this Brillouin zone geometry that the non–commutative version also captures.

In order to present the Harper Hamiltonian as a matrix, we rewrite the Hilbert
space as a direct sum H =

⊕
v Hv where the sum is over the vertices v in an ele-

mentary cell, that is the vertices of the abstract quotient graphs. For instance for the
gyroid Hv0 has as elements square summable sequences (φ)λ where now λ is in the
sub–lattice generaterated by v0 which are all the vertices v of Γ+ that are translates
of v0 by integer linear combinations of the gi, i = 1,2,3. Now translation along a
directed edge between starting at v and ending at w will map Hw to Hv, by our
convention.

After Fourier transform the Harper Hamiltonian becomes dependent on the
quasi–momenta of the Brillouin zone. This means that we have a family of Hamil-
tonians depending on parameters which parameterize the Brillouin zone. For the 3d
skeletal graphs this is T 3 = S1×S1×S1, which we can visualize as a cube [0,2π]3

where opposite sides are identified.
We will describe the results separately for the three surfaces P, D and G.

2.3 The gyroid without magnetic field

There are 4 vertices in the elementary cell and accordingly in quotient graph. Hence
the Hamiltonian will be a 4×4 matrix with translation operators as entries.

HΓ+ =


0 U∗1 U∗2 U∗3

U1 0 U∗6 U5
U2 U6 0 U4
U3 U∗5 U∗4 0

 (5)

Here we use the short hand Ui =Uei and U∗i =U−ei .
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Using a normalization, essentially a change of basis for the lattice generators and
singling out v0 as a special vertex, by conjugation, the Harper Hamiltonian can be
taken to the form [9]

H =


0 1 1 1
1 0 A B∗

1 A∗ 0 C
1 B C∗ 0

 (6)

where A, B and C are combinations of translational operators of the form Ue. We re-
fer to [9] for the details. Using Fourier transform, that is looking at states with fixed
quasi–momenta, we can rewrite them as A= exp(ia), B= exp(ib),C = exp(ic), with
a,b,c∈ [0,2π] taken periodically. Alternatively, we can think of exp(ia),exp(ib) and
exp(ic) as a set of generators for the functions on the 3–torus T 3. This point of view
will be generalized later.

The eigenvalues of H(a,b,c), that is the energies Ei of the different bands de-
pending on the quasi–momentum k = (a,b,c) are given by the roots of the charac-
teristic polynomial:

P(a,b,c,z) = z4−6z2 +a1(a,b,c)z+a0(a,b,c) (7)

where

a1 = −2cos(a)−2cos(b)−2cos(c)−2cos(a+b+ c)

a0 = 3−2cos(a+b)−2cos(b+ c)−2cos(a+ c)

The geometry of the dispersion relation, i.e. the set of the Ei as a function of the
quasi-momenta k = (a,b,c), is that one can view the energy spectrum as a cover of
the Brillouin zone. Here over each point k of the Brillouin zone T 3, we have the
Eigenvalues of H(k). Moving around k, we get a cover of T 3 which generically,
i.e. when there is no degenerate Eigenvalue, has 4 sheets. There are degeneracies,
however, when there are less than 4 distinct Eigenvalues and the sheets are glued
together giving ramifications.

This geometry is amenable to study via singularity theory [16]. Indeed mathemat-
ically the geometry is a pull-back of a miniversal unfolding of an A-type singularity.
This allowed us to analytically calculate the singular points in the gyroid spectrum
and to classify them using results of Grothendieck [17].

Let us briefly highlight some of the construction. The first step is the realiza-
tion that in the characteristic polynomial, the coefficients depend on the parame-
ters (a,b,c). Since H is traceless, there is no term of z3 in the characteristic poly-
nomial and we are left with the coefficients ai(a,b,c) of zi for i = 0,1,2 with
a2(a,b,c) = −6 being constant. The latter fact is no coincidence, but is a conse-
quence of the type of the graph (it is simply laced) and the fact that it has 6 edges.
The miniversal unfolding of the A3 singularity is given by the cover of the roots
of the polynomial z4 + a2z2 + a1z1 + a0z0, where now the ai can take any complex
value and are regarded as parameters. The base space of the cover is then just the
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parameter space of the ai, that is C3. Again the cover generically has 4 sheets and
is ramified over the locus where some roots coincide. This locus is called the dis-
criminant locus or the swallowtail. The second crucial observation is then that the
ai as depending on (a,b,c) define a map from the Brillouin zone to the base of
the miniversal unfolding, i.e. Ξ : T 3→ C3 which we called the characteristic map.
Since all the values ai(a,b,c) are real, we can restrict to the real locus R3 of C3.
The spectrum of H is singular at (a,b,c) if and only if Ξ(a,b,c) lies in the discrimi-
nant locus. We call these points the singular points, although, of course they are not
singular in T 3, but the cover is singular over them.

The characteristic region is the image of Ξ , that is the region that can be reached
when a,b,c are varied between 0 and 2π . Since a2(a,b,c) =−6, the information is
captured in the a0,a1 plane, which should be considered as the slice at a2 =−6, that
is the plane parallel to the a0,a1 plane in R3 through (0,0,−6). This is depicted in
Figure 7.

0 10 20 30

-30

-20

-10

0

10

20

30

a0

a1

Fig. 7 The −6 slice of the swallowtail of A3 and the region occupied by the gyroid

The curve shown in the figure is the discriminant locus which is explicitly given
by

20736 a0−4608 a2
0 +256 a3

0 +864 a2
1−864 a0 a2

1−27 a4
1 = 0 (8)

As we showed, the boundaries of the characteristic region are obtained as the
collection of points (a0,a1) for a = b = c and a = b =−c.

The characteristic region is contained in the slice a2 = −6 of the A3 singularity
(the swallowtail, shown in Figure 8) and intersects the discriminant in exactly three
isolated points, the two cusps and the double point of that slice of the swallowtail.
This result was derived analytically.

The two cusps are in the stratum of type A2 (where three roots coincide) and the
double point is in the stratum of type (A1,A1) (where two pairs of roots coincide).
As can be shown the fibers of Ξ over all these point are discrete giving rise to
finitely many points in T 3 at which there are level crossings for the energies. For
the A2 singularities, this is just one point each at each cusp, giving rise to two triple
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Fig. 8 The A3 singularity (the swallowtail)

crossings, while the fiber over (A1,A1) consists of two points. Over each of these
points there are two double crossings and as each single crossing is of type A1, these
are Dirac points, see below.

The dispersion relation (band structure) for the gyroid Harper Hamiltonian,
which we calculated analytically, is shown in Figure 9 along the diagonal in the
Brillouin zone, that is points (a,a,a), on which all the singular points lie.

Fig. 9 Dispersion relation for the gyroid Harper Hamiltonian along the diagonal in the Brillouin
zone. Note the time-reversal symmetry (TRS)

Notice that the spectrum is symmetric under k→−k, which can be read off from
the Harper Hamiltonian.

Summarizing our results for the band structure of the gyroid Harper Hamilto-
nian, we find two Dirac points for the gyroid at the points (π

2 ,
π

2 ,
π

2 ),(
3π

2 , 3π

2 , 3π

2 ) in
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the first Brillouin zone. We have shown that at these points, the dispersion relation
becomes linear [18]. They correspond to double crossings in the spectrum. These
points are actually double Dirac points, i.e. there are two double crossings at each
of these points. They can be seen as the 3d- analogue of Dirac points in graphene.
There are further degenerate points in the spectrum at (0,0,0) and (π,π,π), which
are triple crossings. See Figure 9. All these are forced by level sticking which we
found using an enhanced symmetry group of a quantum graph [19].

For a general periodic graph with n vertices in an elementary cell one again
obtains a characteristic map, but now to the miniversal unfolding of An−1 singularity.
By a theorem of Grothendieck [17] one knows that there is a stratification of the
discriminant locus obtained by deleting vertices from the An−1 graphs and at also
deleting any edge incident to the vertex.

For instance, in the A3 case (see Figure 8), deleting the left or right vertex leaves
one with the A2 graph and deleting the middle vertex leaves one with two copies of
the A1 graph. Hence the singularity type (A1,A1), the smooth part of the swallowtail,
corresponds to deleting two vertices, which gives the 3 parts of the swallowtail as
strata over which there are A1 singularities. The smallest stratum is obtained by not
deleting any vertex and this is the A3 singularity at the origin, see Figure 10.

In general the singularities are then determined by the strata and the fibers of the
characteristic map Ξ over the swallowtail.

)

A3

A2

A2

( A1, A1

Fig. 10 Stratification of the A3 singularity

2.4 Enhanced symmetries from a re-gauging groupoid

Another reason that singular points have to be present is given by symmetries, which
lead to level sticking. As we will argue, the momentum space geometry is basically
encoded in the quotient graph with certain decorations. In this setting local symme-
tries for the geometry can be induced by so–called quantum enhanced symmetries
of the underlying graph. The procedure for this is not straightforward, though, and
proceeds via re–gauging groupoid and a “lift” of its action to the momentum space
[16]. The result of this rather elaborate process is the existence of projective repre-
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sentations of subgroups of the symmetry group of the graph that appear as stabilizers
in the geometric action on the momentum space [20].

We will give a cursory overview of the calculus and refer to [16, 20] for the
details. A sample graphical calculation which we now discuss is given in Figure 11.
This is a generalization of the methods of [21].

The main new tool we introduced are enhanced graph symmetries, which arise
from certain re-gaugings of the Harper Hamiltonian [19]. The gauge expresses a
choice of basis in which the Hamiltonian becomes a matrix whose entries lie in the
same space of operators. The choice in terms of combinatorial data is given by a
spanning tree and a root r for this spanning tree. The operators are then all operators
on Hr. We used such a gauge with r = v0 to obtain the form (6) for the Hamiltonian.
The Hamiltonian is then a decoration on the abstract graph. Basically the edge is
decorated by the corresponding operator. The coefficient hvw in the matrix of the
Hamiltonian are then the sum over all edge decorations of the edges connecting the
two vertices v and w. The gauge is reflected in the fact that the edges of the spanning
tree are decorated by the identity operator 1. The first entry in Figure 11 illustrates
this nicely. Accordingly the entries in the first row and column of (6) say that the
diagonal entry is 1. Acting by a symmetry of the graph moves the spanning tree and
the root. This consequently breaks the gauge. For instance exchanging the vertices
v0 and v1 of the graph yields the second entry in Figure 11. In order to reestablish the
gauge condition of decoration by units on the spanning tree, that is to re–gauge, one
employs a decoration on the vertices, this is the third part of the figure. The vertex
decorations are again by the same type of operators, which in the commutative case
can be seen as phases. This decoration gives the quantum enhancement. Up to the
initial condition that the root vertex is decorated by the identity, the decoration is
entirely determined by the two different gaugeings and satisfies the requirement that
when the decorations on the vertices act on the edge decoration, by multiplication
from the left by the decoration of the target vertex and on the right by the conjugate
of the source decoration, the decoration of the spanning tree vertices is again just by
identity operators, see part four of the Figure.

This type of calculation produces several bits of data. The permutation matrix, a
diagonal matrix which contains the vertex factors and finally a transformation of the
decorations of the edges, which in the example above is (A,B,C) 7→ (A∗,B∗,ACB).
This reading off is facilitated by rewriting the abstract graph with the decorations in
parallel to the original graph as shown in the last part of the figure. Regarding the
A,B,C as providing coordinates (a,b,c) of T 3 the latter information gives an auto-
morphism of T 3. This means that to each element of the symmetry group of the finite
graph, we obtain a transformation of T 3 and we can look at the stabilizer subgroups
of points on T 3. The product of the two matrices, permutation and re-gauging, then
gives a projective representation of the stabilizer groups, which are subgroups of
the symmetry group of the graph. The fact that these representations are projective
is essential and this is due to the fact that we used the quantum enhanced version,
which allows for re–gauging by vertex decorations.

Table 1 provides a nice summary of our results [19]. It shows the enhanced sym-
metry groups for each of the level crossings. This explains the degeneracy of each
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Fig. 11 Sample calculation of re-gauging with edge and vertex factors, see [19]

eigenvalue which is also listed in the table. It would not be possible to explain these
degeneracies by the group S4 acting on the graph alone. Indeed the double DIrac
point corresponds to 2-dim irreducible projective representations. A classical action
of S4 does not have any 2-dim irreps. The projective representations can be further
characterized by the group extension for which they form a genuine representation,
see e.g. [22].

a,b,c Group Iso class of type Dim of Eigenvalues λ

of extension Irreps
(0,0,0) S4 S4 trivial 1,3 λ =−1 three times

λ = 3 once
(π,π,π) S4 S4 trivializable 1,3 λ = 1 three times

cocycle λ =−3 once
( π

2 ,
π

2 ,
π

2 ) A4 2A4 isomorphic 2,2 λ =±
√

3 twice each
( 3π

2 , 3π

2 , 3π

2 ) extension

Table 1 Possible choices of parameters (a,b,c) leading to non–Abelian enhanced symmetry
groups and degenerate eigenvalues of H. Here A4 is the alternating group and 2A4 its double cover
which is also known as the binary tetrahedral group.

2.5 Slicing, Chern classes and stability under perturbations

In order to find topological charges in 3d, we used Chern classes and a slicing
method. We furthermore started to study deformations of the effective geometry
and could show that the Dirac points remain effectively stable as they carry a mini-
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mal topological charge, which can be detected as jumps in the first Chern classes or
the Berry phase on 2-torus slices of the 3-torus at a given height. This is shown in
Figure 12. The double points give jumps of 1 unit while the triple points give jumps
of 2 units. Furthermore, the triple points do carry a charge, but they can split, and do
so, under deformations as a numerical study shows [23]. The type of splitting can
be explained if the time reversal symmetry is preserved.

Fig. 12 A) Topological charges as functions of the height of a 2-torus slice of the Brillouin zone.
The jumps are step functions and the sloped transition is merely a guide. B) The Brillouin torus
as a cube with periodic boundaries, the position of the Dirac points and triple crossings along the
diagonal and two 2-torus slices.

The idea behind this is the following. Going back to [24] and [25], we know that
the integers in the integer quantum Hall effect (QHE) can be viewed as Chern num-
bers. Chern classes can be written as differential forms using Chern-Weil theory
[26]. In particular the i–th Chern class has a degree 2i differential form represen-
tative. Integrating the form over a 2i–dimensional manifold gives a number. The
relevant classes here are just the first Chern classes. Here the 2–form can be thought
of as the Berry curvature [27, 25]. Since the QHE is on a 2d torus, one can simply
integrate over the torus. Now if we are on the 3–torus, we cannot just integrate over
it. The first Chern class is a 2–form and the second Chern class would be a 4–form.
On the other hand, we can look at a slice 2–torus at fixed height c and integrate the
Berry curvature over just this slice. We will get one Chern number for each band.
That is all the points of the form (a,b,c) say fixed c and a,b ∈ S1×S1. In order to
have the correct notion of a Berry phase, we should however have a non–degenerate
Eigenvalue. So this will only work for values of c where no (a,b,c) is singular. In
the gyroid example this means that c 6= 0, π

4 ,
π

2 ,
3π

4 . In this way, we get the Chern
number of the i–th band as a function of c as a well defined integer outside these
special values of c. Since the Chern number is a topological invariant, it is locally
constant. It does, however, jump when c crosses one of the bad points above. This
jump depends on the local structure of the singularity. It is by ±1 for Dirac points,
but can be more complicated for more complicated singularities. We determined
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the local structure over the A2 singular triple crossing points, which told us that the
jumps where by −2,0,2 for the three crossing bands. The numerical check is de-
picted in the first part of Figure 12, while the second part of the figure shows the
slices in four regions of constant Chern classes.

That is special in 3-d is that these charges are now protected in the sense that
under perturbations, more singular points may appear, but the net jump over these
points is conserved. Numerically we found that the double Dirac points drift apart,
while the triple crossings decay into four double crossings under deformations that
preserve the time reversal symmetry that is present in the original context [23].

We showed [16] that slicing in all three directions actually totally fixes the ho-
mological information obtainable from Berry phases and curvature.

2.6 Possible experimental verification

It would be intriguing to measure the Dirac cones in this particularly rich 3d ge-
ometry experimentally. There are two hurdles that have to be overcome. First, one
has to find a material with the right Fermi surface, but this should be possible. The
second is that these Dirac points are buried in the continuum, since cutting at this
particular energy will form actual Femi surfaces away from the Dirac points. This
type of investigation has been done, however, in topological semimetals [28, 29]
using angle-resolved photoemission spectroscopy. The Dirac points for the gyroid
lie along the diagonal slice of the Brillouin zone and it should be possible to find a
curve through them that has a pseudo-gap.

A similar study has been performed in photonics [30] using angle resolved trans-
mission measurement.

Moreover, the Dirac points are stable under symmetry breaking deformations
[16, 23] and hence give affirmation of the applicability of the theory to real materi-
als. Perhaps these effects, including the decay of the higher order singularity, can be
used advantageously. Mathematically there are associated topological charges stem-
ming from first Chern classes. These manifest themselves as jumps in the first Chern
classes or the integral over the Berry curvature on 2-torus slices. It would also be
very interesting to measure the decay of the triple points that is predicted by global
constraints. Finding the triple points in the 3d material experimentally would be a
great step in realizing properties forced by interesting topology.

Let us now briefly mention the results for the other geometries:

2.7 The P wire network without magnetic field

It can be shown that the characteristic polynomial is simply a polynomial of degree
1 [18], P(t,z) = z−∑i ti, so that after shifting z we are left with just z = 0, which
is not critical. Not surprisingly, there are no singularities. That means that the cover
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itself is just the trivial cover of T 3 by itself. Nevertheless the slice geometry is that
of T 2 which supports the quantum Hall effect. Accordingly this example becomes
interesting in the presence of a magnetic field.

In terms of representations, there is only the root of the spanning tree which is
unique. The S3 action permutes the edges and their weights. This yields the per-
mutation action on the T 3. There is no nontrivial cover and the eigenvalues remain
invariant.

2.8 The D wire network and the honeycomb lattice without
magnetic field

We treat the diamond and the honeycomb case in parallel since they have similar
quotient graphs. The graphs Γ̄ are given in Figure 13. The honeycomb lattice is
used to model graphene, and indeed we reproduce the known results about Dirac
points in graphene with our theory. This is a nice cross–check.

A

B

Fig. 13 The graphs Γ̄ for the diamond (left) and the honeycomb case (right)

After gauging, the Hamiltonians are

Hhon =

(
0 1+U +V

1+U∗+V ∗

)
(9)

and

HD =

(
0 1+U +V +W

1+U∗+V ∗+W ∗

)
(10)

We use U = exp(iu),V = exp(iv),W = exp(iw) with u,v,w real. The fact that there
are sums in the entries is due to the fact that there are multiple edges connecting the
two vertices.

The polynomials are P(u,v,z) = z2− 3− 2cos(u)− 2cos(v)− 2cos(u− v) and
P(u,v,w,z) = z2−4−2cos(u)−2cos(v)−2cos(w)−2cos(u−v)−2cos(u−w)−
2cos(v− w). The characteristic regions in R are just the intervals [−9,0] and
[−16,0]. The discriminant is the point 0. From this we see that in both cases we
have to have a0 = 0 and the singular locus is simply this fiber.
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2.8.1 The honeycomb case

For the honeycomb, the standard calculation shows that if a0 = 0 then U = V ∗ and
U ∈ {ρ3 := exp(2πi/3), ρ̄3}, which means that the fiber consists of 2 points. These
are the well known Dirac points (ρ3, ρ̄3),(ρ̄3,ρ3).

In terms of representations, we can look at the graph symmetries which are com-
binations of the interchange of the two vertices or the three edges (see Figure 13).
The vertex interchange renders the fixed points u = ±1,v = ±1 which have eigen-
vectors v1 = (1,1) and v2 = (−1,1) and eigenvalues 1+ u+ v and −(1+ u+ v),
respectively. The irreps of the C3 action are triv⊕ω where ω = exp( 2iπ

3 ).
As far as the edge permutations are concerned the interesting one is the cyclic

permutation (123) which yields the equations

u = v̄,v = v̄u

for fixed points. Hence u3 = 1. We get non–trivial matrices at the two points (ω, ω̄)
and (ω̄,ω). At these points e1,e2 are eigenvectors with eigenvalue 0 and H = 0,
since 1+u+ v = 1+ω + ω̄ = 0.

Denoting the elements of Z/2Z again by +,−, there is an embedding of S3 →
Z/2Z× S3 given by (12) 7→ (−,(12)),(23) 7→ (−,(23)). Notice that (123) 7→
(+,(123)). It is then and easy check that the equations for the fixed points are satis-
fied exactly by (ω, ω̄) and (ω̄,ω). The representation is a projective representation
of S3 cohomologous to the 2–dim irreducible representation of S3.

The fixed points are exactly the Dirac points of graphene and the symmetry above
forces the degeneracies.

2.8.2 The diamond case

The equation for the fiber over 0,

−4−2cos(u)−2cos(v)−2cos(w)−2cos(u−v)−2cos(u−w)−2cos(v−w) = 0

has been solved in [18] and the solutions are given by (u,v,w) = (φi,φ j,φk) with
φi = π,φ j ≡ φk +π mod 2π with {i, j,k}= {1,2,3}. So in this case the fiber of the
characteristic map is 1–dimensional and the pull–back has singularities along a lo-
cus of dimension 1, which also implies that there are no Dirac points. Geometrically
the singular locus are three circles pairwise intersecting in a point. This is shown in
Figure 14.

Looking at representations, things again become interesting. Permuting the two
vertices, we obtain eight fixed points if u,v,w ∈ {1,−1}. The matrix for this

transposition is
(

0 1
1 0

)
. This gives super–selection rules and we know that v1 =

(1,1) and v2 = (−1,1) are eigenvectors. The eigenvalues being 1+ u+ v+w and
−(1+u+ v+w) at these eight points.
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Fig. 14 The 3-torus as a cube with opposite sides identified and the singular locus of the diamond
case consisting of three circles pairwise intersecting in a point

We can also permute the edges with the S4 action. In this case the S3 action leav-
ing the spanning tree edge invariant acts as a permutation on (u,v,w). The relevant
matrices however are just the identity matrices and the representation is trivial. The
transposition (12), however, results in the action (u,v,w) 7→ (ū, ūv, ūw) on T 3, see
Figure 11. So to be invariant we have u = 1, but this implies that ρ12 is the identity
matrix. Invariance for (13) and (14) and the three cycles containing 1 are similar.
But, if we look at invariance under the element (12)(34) we are lead to the equations
u = ū,v = ūw,w = ūv. This has solutions u = 1,v = w, for these fixed points again
we find only a trivial action. But for u =−1,v =−w these give rise to the diagonal
matrix diag(1,−1) and hence eigenvectors e1 = (1,0) and e2 = (0,1), but looking at
the Hamiltonian, these are only eigenvectors if it is the zero matrix H(u,v,w) = 0.
Indeed the conditions above imply 1+ u+ v+w = 0. Similarly, we find a Z/2Z
group for (13)(24) and (14)(23) yielding the symmetric equations v =−1, u =−w
and w =−1,u =−v. These are exactly the three circles found in [12].

Going to bigger subgroups of S4 we only get something interesting if the stabi-
lizer group Gt contains precisely two of the double transposition above. That is the
Klein four group Z/2Z×Z/2Z. The invariants are precisely the intersection points
of the three circles given by u = v =−1 and w = 1 and its cyclic permutations.

To find the 2–dimensional irreducible representations, we look at different Klein
four groups embedded into Z/2Z× S4. If we denote the elements of Z/2Z by
+,−, then we first look at (+, id), (+,(12)(34)), (−,(13)(24)), (−,(14)(23)). The
element (−,(13)(24)) is the composition of edge permutation (13)(24) together
with the switching of the vertices. It gives the equation u = vw̄ for fixed points,
while the fixed points of (−,(14)(23)) satisfy u = v̄w. Combining these equations
with the ones for (12)(23) above, we find again the solutions u = 1,v = w and
u=−1,v=−w. The difference however is that the representation in the case u=−1
is the irreducible projective representation of the Klein group corresponding to the
irreducible 2–dim representation of its 2–fold cover given by the quaternion group
±1,±i,± j,±k. For u = 1 the irreps are one–dimensional and give no new informa-
tion. Using the different embeddings of the Klein group we find the 2–dim irreps on
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the three circles above responsible for the degeneration of the eigenvalues. These
are three lines of double degenerate eigenvalue 0. They are not Dirac points since
there is one free parameter accordingly the fibers of the characteristic map of [18]
are one dimensional which implies that the singular point is not isolated.

Additional cases of planar graphs that do not correspond directly to CMC sur-
faces are discussed in [18]. We do not find any Dirac points, either. So the gyroid
remains the only object in this family of 3-d wire networks from CMC surfaces that
exhibits 3-d Dirac points.

3 Noncommutative approach in the presence of a magnetic field

In the case with magnetic field, we used an approach from non-commutative geom-
etry [31, 32, 33]. Here the geometry is modeled by a C∗–algebra BΘ , which is the
smallest algebra containing the Hamiltonian and the translational symmetries. The
standard choice of the Hamiltonian is again the Harper Hamiltonian [9] above, but
where now the Ue are replaced by so called magnetic translation operators, which
do not commute, but satisfy

Ue1Ue2 = exp(
∫

R
BdS)Ue2Ue1 ,

where R is the rectangle spanned by the two vectors e1 and e2. The aim is then to
classify the algebras BΘ that appear when the magnetic field is varied. There Θ

is the magnetic field parameter. The magnetic fields we considered were constant
magnetic fields, so that there are three real parameters for the coefficients of the
field. We often use the quadratic form Θ̂ corresponding to the B–field B = 2πΘ̂ .

The basic ingredients are like in the commutative case. We can gauge by pick-
ing a vertex and a spanning tree, so that the decorations along the spanning tree and
hence the entries in the Hamiltonian are 1. The other decorations are now some com-
binations of magnetic translation operators. It turns out, as we showed, that these
operators satisfy the relations of a non-commutative torus, so that the Hamiltonian
becomes a matrix with coefficients in the non–commutative torus.

In particular for the gyroid, we are dealing with the non–commutative 3–torus.
By definition the non-commutative 3- torus T3

Θ
is the C∗ algebra spanned by 3

linearly independent unitary operators Oi that satisfy the commutation relations
OiO j = exp(2πiθi j)O jOi for i, j,k = 1,2,3, where θi j is a skew-symmetric matrix
determined by the magnetic field. The operators in question are the A,B,C of (6),
which now just do not commute anymore. The relation to the classic commutative
geometry is given by the fact that the commutative unital C∗ algebra of continuous
complex valued functions on T3

Θ
, that is C∗(T3

Θ
) =C(T3

Θ
,C) is the C∗ algebra gen-

erated by the three functions exp(ia),exp(ib),exp(ic). The lattice translations can
also be written as matrices with entries in the non–commutative 3–torus. Thus the
algebra BΘ is isomorphic to a subalgebra of the C∗ algebra of 4×4 matrices with
coefficients in the non–commutative (nc) 3–torus.
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The inclusion of the nc 3–torus into the algebra BΘ as the lattice translations is
by definition the nc geometry based on the gyroid in a magnetic field. It captures
the non–commutative deformation of the Eigenvalue cover of the Brillouin zone in
the previous discussion. To make the connection, we recall that in genral a covering
map is a special type of surjection π : E→ B which when we regard functions yields
a pull–back map going the other way around: π∗ : C∗(B)→ C∗(E) which sends a
function f on B to the function f ◦π on E. In our case B = T3

Θ
the Brillouin zone

and E is the cover by the Eigenvalues aka. energies.
An upshot of this theory is that some of the methods, like Chern–classes and K-

theory, that is the theory of bundles with addition and formal difference, carry over
to this setting.

3.1 Gyroid in the presence of a magnetic field

There are two series of results. Based on a rather abstract K-theoretic argument
following [32], our study predicts a distribution of energy gaps in the gyroid spec-
trum in terms of the magnetic field that is a 3-d analogue of Hofstadter’s butterfly
[34], which results in the 2d setting for the Bravais lattice Z2, see Figure 15. To be
more precise, if the magnetic field is a fixed 3-dim vector, for rational values of the
magnetic field, there are finitely many gaps, for irrational values there are possibly
infinitely many gaps. This is a very interesting result that has not yet been checked
experimentally to our knowledge.

Fig. 15 Hofstadter’s butterfly; the image shows the distribution of energy levels E of Bloch elec-
trons in a magnetic field in 2 dimensions [35].
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The second series of results characterizes the abstract algebra BΘ . Our calcu-
lations lead to the following conclusions: The algebra BΘ is generically the full
matrix algebra and hence Morita equivalent to the non–commutative 3–torus. Is is a
true sub –algebra only at finitely many rational points in the parameter space given
by the three parameters of the magnetic field, which we listed explicitly [9]. We will
express the results here in terms of the bcc lattice vectors given in equ. (2). B repre-
sents the 3–dimensional vector of a constant magnetic field. We define the following
parameters:

θ12 =
1

2π
B · (g1×g2), θ13 =

1
2π

B · (g1×g3), θ23 =
1

2π
B · (g2×g3)

α1 := e2πiθ12 ᾱ2 := e2πiθ13 α3 := e2πiθ23

φ1 = e
π
2 iθ12 , φ2 = e

π
2 iθ31 , φ3 = e

π
2 iθ23 , Φ = φ1φ2φ3

Our results can then be summarized as follows:

1. If Φ 6= 1 or not all αi are real then BΘ = M4(T3
Θ
).

2. If Φ = 1, all αi = ±1, at least one αi 6= 1 and all φi are different then BΘ =
M4(T3

Θ
).

3. If φi = 1 for all i then the algebra is the same as in the commutative case.
4. In all other cases (this is a finite list) B is non–commutative and BΘ ( M4(T3

Θ
).

It would be very interesting to find and measure special properties of a corre-
sponding material at these values of the magnetic field. There should be a hidden
symmetry or charge associated to the reduction of the algebra to a proper sub–
algebra.

3.2 P wire network in a magnetic field

For the simple cubic lattice (and also any other Bravais lattice of rank k, the simple
cubic lattice has k = 3): if Θ 6= 0 then BΘ is simply the noncommutative torus Tk

Θ

and if Θ = 0 then this B0 is the C∗ algebra of T k. There are no degenerate points.
The analysis of [13] of the quantum Hall effect, however, suggests that there is

a non–trivial noncommutative line bundle in the case of k = 2 for non–zero B–field.
Furthermore, in this case there is a non–trivial bundle, not using the noncommutative
geometry, but rather the Eigenfunctions constructed in [24] for the full Hilbert space
H . This is what is also considered in [25].
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3.3 D wire network in a magnetic field

We express our results in terms of parameters qi and ξi defined as follows: Set
e1 =

1
4 (1,1,1),e2 =

1
4 (−1,−1,1),e3 =

1
4 (−1,1,−1). For B = 2πΘ let

Θ(−e1,e2) = ϕ1 Θ(−e1,e3) = ϕ2 Θ(e2,e3) = ϕ3 and χi = eiϕi for i = 1,2,3
(11)

There are three operators U,V,W , given explicitly in [12], which span T3
Θ

and
have commutation relations

UV = q1VU UW = q2WU VW = q3WV (12)

where the qi expressed in terms of the χi are:

q1 = χ̄1
2
χ

2
2 χ

2
3 q2 = χ̄1

6
χ̄2

2
χ̄3

2 q3 = χ̄1
2
χ̄2

6
χ

2
3 (13)

Vice versa, fixing the values of the qi fixes the χi up to eighth roots of unity:

χ
8
1 = q̄1q̄2 χ

8
2 = q1q̄3 χ

8
3 = q2

1q̄2q3 (14)

Other useful relations are q2q̄3 = χ̄4
1 χ4

2 χ̄4
3 and q2q3 = χ̄8

1 χ̄8
2 . the algebra BΘ is the

full matrix algebra except in the following cases in which it is a proper subalgebra.

1. q1 = q2 = q3 = 1 (the special bosonic cases) and one of the following is true:

a. All χ2
i = 1 then BΘ is isomorphic to the commutative algebra in the case of

no magnetic field above.
b. Two of the χ4

i =−1, the third one necessarily being equal to 1.

2. If qi =−1 (special fermionic cases) and χ4
i = 1. This means that either

a. all χ2
i =−1 or

b. only one of the χ2
i =−1 the other two being 1.

3. q̄1 = q2 = q3 = χ̄4
2 and χ2

1 = 1 it follows that χ4
2 = χ4

3 . This is a one parameter
family.

4. q1 = q2 = q3 = χ̄4
1 and χ2

2 = 1 it follows that χ4
1 = χ̄4

3 . This is a one parameter
family.

5. q1 = q2 = q̄3 = χ̄4
1 and χ2

1 = χ̄2
2 . It follows that χ4

3 = 1. This is a one parameter
family.

The same remark as made above for the gyroid geometry applies. In this case
there is an even more interesting structure that appears in the phase diagram of
algebras.
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3.4 Honeycomb in a magentic field

Generically BΘ =T2
Θ

. In order to give the degenerate points, let−e1 := (1,0),e2 =
1
2 (1,
√

3),e3 := 1
2 (1,−

√
3) be the lattice vectors and f2 := e2− e1 = 1

2 (−3,
√

3),
f3 := e3− e1 =

1
2 (3,
√

3) the period vectors of the honeycomb. The parameters we
need are

θ := Θ̂( f2, f3), q := e2πiθ and φ = Θ̂(−e1,e2), χ := eiπφ , thus q = χ̄
6

(15)
where Θ̂ is the quadratic from corresponding to the B–field B = 2πΘ̂ .

Our results can be summarized as follows:
The algebra BΘ is the full matrix algebra of M2(T2

θ
) except in the following finite

list of cases [9]

1. q = 1.
2. q =−1 and χ4 = 1.

The precise algebras are given in [9]. We wish to point out that q = χ = 1 is the
commutative case and q =−χ = 1 is isomorphic to the commutative case, while the
other cases give non–commutative proper subalgebras of M2(T2

θ
).

3.5 Possible 3d quantum hall effect

Another consequence is that with a suitable material the gyroid channels should
exhibit a 3-d quantum Hall effect. The 3-d quantum Hall effect has been predicted
in different materials from isotropic 3-d crystals to layered structures like graphite.
The gyroid system will be particularly well suited to experimental access given that
it is a super-lattice and has a large lattice constant. With the lattice constant being
this large, the magnetic field required to observe the quantum Hall effect will be in
a normal range (see the discussion in [36]). Indeed the quantum Hall effect for the
graphene type lattice was realized at 13-14nm [37].

Another interesting research direction is provided by the nc geometry of the gy-
roid in a constant magnetic field which manifests itself in a type of phase diagram.
For generic values of the magnetic field, the effective non-commutative geometry
(nc) is that of the nc 3-torus. However, there are certain families parameterized by
special values of the magnetic field such that the unit fluxes are particularly tuned,
which correspond to different geometries. It would be exciting to find special be-
havior of the materials at these values. The different geometries could entail further
topological quantum numbers, such as those corresponding to the QHE.
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4 General theory and possible material design

So far, we have discussed how to start from a real world structure such as a periodic
wire network and obtain properties from its topology via the use of graphs. In the
end, everything devolved to having a finite graph with decorations. We can reverse
this question. Can one construct materials from the finite graph and what proper-
ties are then forced by this? First, one will have to find a periodic graph Γ in real
space Rd , which is a cover of the finite graph Γ̄ . This means that Γ̄ = Γ /Zd where
Zd is the translational symmetry group. By covering theory [38], we can construct
such a cover for each normal subgroup of the fundamental group of Γ . Since Γ is
connected, the fundamental group is the free group Fb where b is the Betti number
of the graph Γ̄ . This is the number of independent loops, which has the follow-
ing two interpretations. If we take a spanning tree of Γ̄ and contract it, we are left
with a graph with one vertex and b loops. More technically b is the rank of the first
homology group H1(Γ̄ ). By general covering theory [38] there is a cover ΓN of Γ̄

for each normal subgroup N ⊂ Fb, such that Γ̄ = ΓN/(G/N). In our case, we are
thus looking for normal subgroups N of Fb such that Fb/N ' Zb. One choice for
N, which yields the so called maximal Abelian cover is the commutator subgroup
[Fb,Fb] ⊂ Fb. Modding out by the commutators makes the free group Fb into the
free Abelian group Zb. There are other smaller covers with the desired property as
well.

Following [39, 40] the abstract maximal Abelian cove Γ can actually be embed-
ded as a graph Γ ⊂Rb1 'H1(Γ̄ ,R) with Zb1 acting on the ambient Rb1 inducing the
covering action on Γ . This graph is called canonical placement and has an energy
minimizing property.

With certain assumptions that are called fully commutative toric non–degenerate
case in [19], we can reconstruct all the data from the finite graph using the maximal
Abelian cover. This is the case for our examples. For the smaller covers one also
needs an embedding N ⊂ Fb which has to satisfy certain conditions. One can go one
step further to the nc case as well by adding abstract operators along the edges, and
then generating a C∗ algebra with them by forcing certain commutation relations.
E.g. use a spanning tree, then each edge in the graph not is the spanning tree is
decorated with an operator Oe and these operators are chosen to generate the b–dim
non–commutative torus (this is essentially the toric non–degenrate case). There are
more possibilities here as well.

A systematic study of such decorated graphs and their quantum enhanced sym-
metry groups could be used for material design. The cover will tell one which struc-
ture to construct in real space and the quantum symmetry groups will then force
degeneracies such as Dirac cones.
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5 Discussion and Conclusion

We have treated three cases of wire networks stemming from minimal CMC surfaces
as well as the honeycomb lattice underlying graphene in the context of a Harper
Hamiltonian on an abstract quotient graph. We were able to derive level crossings
in the band structure analytically and characterize them completely using methods
from singularity theory and representation theory. This leads to a complete theoreti-
cal understanding of all degeneracies in the spectra. Among other results, we showed
that the gyroid wire network is the only geometry exhibiting isolated Dirac points
in 3d. In the presence of a magnetic field, we proposed a new approach from non–
commutative geometry that characterizes the spectrum for the gyroid wire network
as 3d analogue of Hofstadter’s butterfly and leads to a classification of the abstract
algebra BΘ . Combined with specific material dependent properties and knowledge
about the Fermi level, we expect that this leads to new results and predictions about
a possible phase diagram. Let us briefly discuss the series of results that may be
relevant for an experimentalist. The gyroid wire network is a new, complex system
that could exhibit a 3-d quantum Hall effect and provide a fractal Hofstadter butter-
fly, much like a 3d analog of graphene. Furthermore it has a modified behavior at
special parameters of the magnetic field. Without magnetic field, again parallel to
graphene, the gyroid has a linear dispersion relation at its Dirac points, which are
additionally protected by topological charges. The feasibility of these speculations
comes from the synthesis of this material at the 18nm scale, which constitutes a
super-lattice that affords the necessary fluxes.

We furthermore propose to use the present study as the starting point to design
specific materials that have desired properties. We argue that it is sufficient to im-
pose constraint on the abstract finite quotient graph to obtain them in the full lattice
structure. This could be a very powerful method.

More generally our methods apply to a wide range of periodic systems and can
be expanded to other lattices and geometries.
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