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Probability space

Probability space: (!, F , P) with
! set
F a ω-algebra
P probability measure
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Prob space : (R,
F

,
P)

F : r-algebra ,
i-e F is a

collection of subsets of 22 s.
U.
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AboutD : i is a probability measure,
i- 2

P : F < [0, 13 S .
U.

(i) P($1 = 0 P(R) =

(ii) If(Ai ; : 2 1) are disjoint,

Mil=A

(iii) P(A)) = 1-PA) FAEF
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we say that is



Example 1 Tossing 2 dice.Then

- = 51 , . .

., 6) = (b -

y 63 = 41, . ., 632

Since 1 is finite (or countable),
we canrake

F = P(r) = Gall cubsets of 23

=20
,
4(1

, 133 , 64, 233 .... G(1, 1,
(1

,2)3 ...)
Question : 121 = # elements in 1 = 36

1 Fl = 23



On (2 ,
F) = (4). . .. 63, P(21) we

define the uniform probability
by specifying

#(((2,2)]) = 36 Cuniform since
it does not depend

(2;j)E(1,
· -, 632 on (i,j)

+ properties (i) - (ii) - (iii)



Example 2 M = To
,
1

E Borel r-algebra ,
i.e we declare

that any interval (a
,
6) <[0,1

belongs to F

+ properties (i) - (ii) - (iii)

Uniform prob measure : If A = (a
,6)

then

P(A) = 6- a

Then use (i) - (ii)- (iii)



Rmk It is important to consider only
countable unions. Otherwise one

could write

P((ty) = P([t, t]) = 0

Thus disjoint

1 = P([0,1) = P)ERSEY (
WRONG

+ [P((t)) =
0

tEIO,D



Complete probability space

Hypothesis: We assume that P is complete, i.e

A → F such that P(A) = 0, and B ↑ A
=↓

B → F and P(B) = 0.

Remark: A probability can always be completed
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Simple examples (1)

Tossing 2 dice:
! = {1, 2, 3, 4, 5, 6}2

F = P(!)
P(A) = |A|

36

Uniform distribution on [0, 1]:
! = [0, 1]
F = B([0, 1])
P = ω, Lebesgue measure
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