
Reversed Borel-Cantelli lemma

Let

{An; n → 1} sequence in F

We assume

→∑

n=1

P(An) = ↑, and An’s independent

Then we have

P
(

lim sup
n↑→

An

)
= 1

Theorem 8.
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Conclusion: If the An's are #,
then

P) limsupAn)E(0, 1]



Proof Bre
lim(Bn)

A = limcupAn= An

Rmk If the Au's are 1
,
it is

easier to compute P)1Am)
rather than P) UAr)

=> look at A instead of A ,
where

A bu An



A An. Define

Dr = nEnAn .

There nDm is a

Thus

PAS) = P(Dn) = limD



Recall : Dr = En An .
Thus

P(Dn) =(A) exz1-x

-(201 .

e
- x

↓(An) X
= (-(Am)) 1- x x

A HypAr)=
I expAn)

P(limscpAn
= 0 n

M = 1

ThusiP(A)=P(D) =0



Digression on Markov chains

Def A requence [Xn ; n20] with
values in X is a Markov
chain if

P)Xn = j/X = 2
, . ., X = 2i

,
Xot to

= ↑(xn = j /kn = 2) = p(n, u
, j)

If Xn is homogeneous,

P(Xn = j(Xn+ = i) = p(z, j)



Basic question

himXm ? If (n) is "srable"

enough ,
thenn it,

where it is a probability on 1.
This it is an invariant measure :

if Xnut ,
thennow it



crucial step to know if X is stable
enough : do we have "recurrent states"?

Def iEX is recurrent if
#) Xn visits i 2:01Xo = i) = 1

E Plimsup An 1x = i) = 1

With An = (Xn = i)



Zi= 2 Vi -1 with :vB(t)
Example : Take z: did with

P(zi= - 1) = P(Zi = 1) =
Set Xn= Zi

,

with to= 0

An is called random walk in I

Xu

mO

O

↓ P(Acn)
U II (*)

Here An = <Xen =03 = 1P(Bin (2n
,2)= n)



Proof of (* ) . Since Zi = 2V-1,
we have

X==X
=2 - n

Thus

P(kn = 0) = p)2Xzu = 0 (

= P)Y = n)

= (n



Criteria to know if i is recurrent :
we have been

P(limsup An 1xo =i) = 1
-> potential of the Markov Chain

(ii) =
I

where p(2,:) = P(Xn= :/Xn =i)
is seen as a matrix and ph
is the n-th power.



Not reversed B-C ,
because An's are not #

M

Here we can only apply Borel-Cantelli,
which gives

([pr(i) < 8 E> [PlAn)<N)
=> PC limsup An) = 0

=> we never visit i 1. 0

=>I is said to be transient



For random walks : O is transient
if An is a rw on " and

dz3

But we don't get a recurrence

statement for d= 1
,
2

Those can be obtained using
generating functions



Filtrations Consider a sequence
<nin21). It is convenient to

-

define a filtration [Fnin = 1) ,

where En is the +-algebra

En= + (X, . . .,
Xn)

= smallest --algebra which makes
X. -, Xn measurable

= (w ; X, (w)EA , ... AnlWIEAn &

with A
. , ... An EB(R)))



Another point of view :

↑ is En-measurable (YE Fn) it

Y= f(X, . .,
4)

with f : M" - measurable

Interpretation : En carries "all
the information" contained in
X, , ... Xm increasingsequence

Relation : En < Fiat of r-algebras



Next aim : Define a t-algebra of the
future

we ser Fu = v(Xn ; k > n)

ThisEn is in fact a limit. That
i) set finite # of r.

V.

Jin
,j = 5 (Xnr, ... Xnaj

Then nor a r-algebra in general

Fr =+Eni


