
Filtration

Fr = 5 (X, .
.

.,
Xn)

E information up to the
present



Next aim : Define a t-algebra of the
future

we ser Fu = v(Xn ; k > n)

ThisEn is in fact a limit. That
i) set finite # of r.

V.

Jin
,j = 5 (Xnr, ... Xnaj

Then nor a r-algebra in general

Fr =+Eni



Side remark .

F
, Er O-algebras F, UE r-algebra
counter example.Take 2= < a

,
6
,
c)

and

F = 20,
493

,
40

,
c)

,
23 = r(a))

F2 = 40,
463

,
Ga,c), 2)

Then 1 = [EUFz

Guf = 40
,
(ab

,
463

,
Sa

,
3

,
(6,c) , 2)



Tail ω-field

We consider

{Xn; n → 1} sequence of random variables

F →
n = ω (Xk ; k → n)

We set

T =
⋂

n↑1

F →
n

The ω-field T is called Tail ω-field

Definition 9.

Interpretation: We have

A ↑ T if changing a finite number of Xn’s

does not change the occurence of A.
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Examples of events in T

General setting: We consider

{Xn; n → 1} sequence of random variables

Sn =
∑n

k=1
Xi

Then we have

1 (Xn > 0 i.o) ↑ T
2 (limn↓↔ Sn exists) ↑ T
3 (lim supn↓↔ Xn > 0) ↑ T
4 (lim supn↓↔ Sn > 0) ↓↑ T
5 (lim supn↓↔

1

an
Sn > 0) ↑ T if limn↓↔ an = ↔
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x
= linsup An

,
with An = (xn >0



claim : Set A = ClimsupXn >0).
Then AE %

Proof

A = Um , limsupX

= Umzi nen(u =n)
EFh

%



claim : Jet B = ClimsupSn >0).
Thes B %

Setting : X, ~B(k) ,
then

An = 0 for u 22

Then if Sn= X* ( = X, ),

(limsupSu 70) = (X, 20) E
& %

Note
:For , (limsup >0)%



Kolmogorov’s 0-1 law

We consider

{Xn; n → 1} sequence of independent random variables

The tail ω-field T

Then T is trivial, that is:

1 If A ↑ T we have

P(A) ↑ {0, 1}

2 If Y ↑ T , there exists k ↑ [↓↔, ↔] such that

P(Y = k) = 1

Theorem 10.
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Rmk : Reversed B-C is

a special case ,with A= limsupAn



Strategy : Based on the 1 of the
Sequence Xn .

claim : If A E ,
when

A A

Then

P(A) = P(A1A) = P(A)

= P(A) = (P(A))
-

=> IP(A) E 40, 13



Step 1 : Prove that Fir Fir>

that is if AEFr ,
BE Fr

,
when

P(A1B) = P(A)P(B) .

Easy preliminary step.

If AE Fr = +(X , , . ., Xd)

BE Jrg = 5Xer
, ... Xeri)

then since Xn's are I we have

P(A)(B) = P(A1B)



AE Fr = +(X, . ., Xk)
=> AlB

BE Jrg = 5Xer
, ... Xeri)

limits ?

We have ALB If BERig

Recall

i-system O : If A ,
BEP

,
AlBED

↓- system2 : MEL
,
AELAEL

AiE2 , If Ailti = % when its then

Uti EL
i2I



AE Fr = +(X, . ., Xk)
=> AlB

BE Jrg = 5Xer
, ... Xeri)

limits ?

We have ALB If BERio
Take P= Viz , Kris

If AE Ki ,
A
, Eric ,
>:

when
EJK, j2

A , 1AzEkijz

Thus Octable by 1

=> i-system



AE Fr = +(X, . ., Xk)
=> ALB /

BE Jrg = 5( Xer
, ... Xeri)

limits ?

We have ALB If BEUrid

L-system : Take AEE and

2 = (B ; P(A1B) = P(A)(P(B)]
> check that this is a J-system

and (* ) => any BE UTThij is in 2
j21

Dankin 20) = E

Partial conclusion : Er # On



claim 2 : If A E x(X, , . . ..
) = ALB

BE 8

If this is true thenrake AE8.
we have

AEr(X
,, . .,

)
,
AES

=> Al A

=> PLAIE (0, 13



Easy to prove : If AE Fr
BE T=1,

Fr
,

in particular, BEFr ALB
We obtain : AHB if

AE Fr BE %

If we want to have All B with

At /X
,
/

,
. . . ) , BE %

we we it-systems and J-systems



Recalling ω-systems and ε-systems

ω-system: Let P family of subsets of !. P is a ω-system if:

A, B → P =↑ A ↓ B → P

ε-system: Let L family of subsets of !. L is a ε-system if:

1 ! → L
2 If A → L, then Ac → L
3 If for j ↔ 1 we have:

↭ Aj → L
↭ Aj ↓ Ai = ⊋ if j ↗= i

Then ↘j→1Aj → L
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Recalling Dynkin’s ω-ε lemma

Let P et L such that:

P is a ω-system

L is a ε-system

P ≃ L
Then ϑ(P) ≃ L

Proposition 11.
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Proof of Theorem 10 (1)

Strategy: For A → T ,

i We will prove A ⇐⇐ A
ii If A ⇐⇐ A, then

P(A)
2

= P(A), thus P(A) → {0, 1}
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Proof of Theorem 10 (2)

Step 1: We will prove that

A → ϑ(X1, . . . , Xk), B → ϑ(Xk+1, . . .) =↑ A ⇐⇐ B
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Proof of Theorem 10 (3)

Proof of Step 1: We have

Let Kk,j = ϑ(Xk+1, . . . , Xk+j). Then ↘j→0Kk,j is a ω-system

Let A → ϑ(X1, . . . , Xk) and

L = {B; P(A ↓ B) = P(A) P(B)}

Then L is a ε-system such that L ⇒ (↘j→0Kk,j)

Thus

L ⇒ ϑ (↘j→0Kk,j) = ϑ(Xk+1, . . .)
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Proof of Theorem 10 (4)

Step 2: We will prove that

A → ϑ(X1, . . .), and B → T =↑ A ⇐⇐ B

Conclusion: If A → T we have

A → ϑ(X1, . . .), and A → T . Thus A ⇐⇐ A

Samy T. Laws of large numbers Probability Theory 33 / 72



Proof of Theorem 10 (5)
Proof of Step 2: We have

Let Fk = ϑ(X1, . . . , Xk). Then ↘k→1Fk is a ω-system

Let A → T and

L = {B; P(A ↓ B) = P(A) P(B)}

Then L is a ε-system such that L ⇒ (↘k→1Fk)

Thus

L ⇒ ϑ (↘j→0Kj) = ϑ(X1, . . .)

Proof that L ⇒ (↘k→1Fk): If B → Fk and A → T , then

A → Kk+1, and thus A ⇐⇐ B
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Application to law of large numbers

We consider

{Xn; n ↔ 1} sequence of independent random variables

Sn =
∑n

i=1
Xi

Z1 = lim infn↑↓
1

nSn, and Z2 = lim supn↑↓
1

nSn

Then the following holds true:

1 There exists k1, k2 → [⇑⇓, ⇓] such that

Z1 = k1, and Z2 = k2 a.s

2 If A ⇔ (limn↑↓
1

nSn exists), we have

P(A) → {0, 1}

Theorem 12.
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=In -measurable



Outline

1 Ancillary results

1.1 Reviewing results on random variables

1.2 0-1 laws

2 Laws of large numbers

3 The strong law

4 Law of iterated logarithm
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Statement of the problem

General problem: We consider

{Xn; n ↔ 1} sequence of random variables

Sn =
∑n

i=1
Xi

Then we wish to investigate a convergence of the form

Sn
n ⇑ an ⇑↖ S

To be specified:

1 Constants an, bn
2 Random variable S
3 Mode of convergence
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Reviewing old results

We consider

{Xn; n ↔ 1} sequence of i.i.d random variables

E[X1] = µ and Var(X1) = ϑ2

Sn =
∑n

i=1
Xi and X̄n =

1

nSn

Then

X̄n
(d)⇑↖ µ, and

↙
n (X̄n ⇑ µ)

ϑ
(d)⇑↖ N (0, 1)

Proposition 13.
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Proof of CLT : With characteristic
functions .

LIN can also be obtained using char.

functions

compute

qu(t) = EleitEn] = (P())
= El eixi] with

#Elexi] & (u)= ET eiuxy

id ETeixig
m

> Taylor
expansion


