
Aimer < tin21) be vid v. r.

Assume X, E ('(m)
· Jet M = E[X]

Then En"> M

strategy n-dependent runcation

That is

(i) Assume Xn =0 a. ).

(ii) Set Yn = Xn 11)



We have seen

#) Xn = Yn except for a finite
number ofhs ( = 1

claim We just need to prove that
-

Y > M

Proof of the claim

En-En= -Ye)



Proof of claim (ctal

En-En= -Ye)
=O if

In-Fnl _xx -Yuk

Now ser A = <k21 ; ** Ye)

We have proved that

1A) = 1AIw) <0 a . ).

n [Kn-Yel * O
REA n->

fixed V. V.



Next step : Construct a concrete
subsequence for Yn.

Recall : For LLN with YEL"(MI ,
we had consideredYou with

Uk = ↳2

Here we will consider Un = Br = LaPL
with <7 1.

Note:Forthe fillingthegapa



Elementary inequality If a >

and Br = LLR) ,
then

-I
z
n=m B2 Am
Rmk If En = ah

,
when

= Im i
& A

B



claim We consider Br = L*).
Then

E SBn-ElSin]
a; 0

+ Bu
where Sin=Xk
Rmk This claim is close to

n->D

FBr > M



E SBn-ElSi] "O

Method : Through B-C . We set

Bn(2)= (B/Sin-ElCn31 > 2)
It is enough to prove that

D

(Bn(es) F

Advantage : Now every YhEL?
We can apply Chevychel



Bn(2)= (B/Sin-ElCn31 > 2)

IP(Bu(g)) =P) /Spm-E[Spn]1 <2)
Cherychel In/
S EllEnk]

E
=

I El /S in -E[JinT 12]
Big

= Var(['Bn)
I

Bish Var(



P(Bn(2)) -pign Var(
Question : we had Xns H and

Y = Xm 1 In) Do we have

Y's I ? Y= Yn(Xn)

Rule : If z, z2
with 4n(x1: x 1)(n)

and 4, 42 are 2 meas functions,
when

Y , (2) # Yz(t2)

This can be extended to a countable
family (z)k= 1



P(Bn(2)) =pign Var(
= var (v)

Br

=>B(2))= Var(n

Fubni

= Var() Brak Bi
elementary ineg

↓> Var(Y)E
[E[X]



Yh= An Luck) => XL R Y =Xk
Summary We have seen if YE 10, k]

EIX soP(Bu(l)
h2

Brj

IEE
-

18-k
= jp(i+x = j)

idLEXLS



EX
-
Fini(,j) cus

P(j -X, = j)

-(jP(x, =j-1)

Prob 3 XEL'(r)

- C (1+ E[X,]) <O



Proof of Theorem 16 (2)

Proof of claim (4): We have

→∑

n=1

P(An) =

→∑

n=1

P(Xn → n)

↑ E[X1] < ↓

Thus (4) holds thanks to Borel-Cantelli
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Proof of Theorem 16 (3)

Reduction of the proof: According to (4), we have

1

n
n∑

k=1

(Xk ↔ Yk)
a.s↔↗ 0

Hence we just need to show

Ȳn
a.s↔↗ µ
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Proof of Theorem 16 (4)

Elementary relation: Let ω > 1 and εk = ↘ωk≃.

Then there exists A > 0 such that

→∑

k=m

1

ε2

k
↑ A

ε2
m

(5)

Brief proof of (5): Stems from

εk ⇐ ωk , for large k ’s

Samy T. Laws of large numbers Probability Theory 61 / 72



Proof of Theorem 16 (5)

Claim 2 about the truncation: Write S ↑
n =

∑n
k=1

Yk . Then

1

εn

(
S ↑

ωn ↔ E
[
S ↑

ωn

])
a.s↔↗ 0 (6)
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Proof of Theorem 16 (6)
Proof of (6): For ϑ > 0, set

Bn(ϑ) =

(
1

εn

∣∣∣S ↑
ωn ↔ E

[
S ↑

ωn

]∣∣∣ > ϑ

)

Then the following yields (6) by Borel-Cantelli:

→∑

n=1

P (Bn(ϑ)) ↑ 1

ϑ2

→∑

n=1

1

ε2
n
Var

(
S ↑

ωn

)

↑ 1

ϑ2

→∑

n=1

1

ε2
n

ωn∑

k=1

Var (Yk)

↑ A
ϑ2

→∑

k=1

1

k2
E

[
Y 2

k
]

Claim 3

< ↓
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Proof of Theorem 16 (7)
Proof of Claim 3: This is where we use the truncation,

→∑

k=1

1

k2
E

[
Y 2

k
]

=

→∑

k=1

1

k2

k∑

j=1

E
[
Y 2

k 1Bkj

]
(Bkj =(j↓1↔Xk<j))

↑
→∑

k=1

1

k2

k∑

j=1

j2P (Bkj)

=

→∑

k=1

1

k2

k∑

j=1

j2P (B1j)

=

→∑

j=1

j2P (B1j)
→∑

k=j

1

k2

↭
→∑

j=1

jP (B1j) ↭ 1 +

→∑

j=1

(j ↔ 1)P (B1j)

↭ 1 + E[X1] < ↓
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Proof of Theorem 16 (8)
From (6) to the theorem: The missing steps are

1 We have E[Yn] ↗ µ
ϖ↗ by monotone convergence

2 Fill the gaps between εn’s

ϖ↗ Similar to Proposition 15

3 Signed sequence, also like in Proposition 15:

i Write Xn = X+
n ↔ X↓

n
ii Apply positive sequence case to both X+

n and X↓
n

iii This is allowed since X±
n i.i.d with E[X±

1
] < ↓

Conclusion: We have

X1 ⇒ L1
=⇑ X̄n

a.s↔↗ µ
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-E[J](0

EIX
> M

Bn = (*)
,
with a+ 1



Proof of Theorem 16 (9)

Converse result: We have

X̄n
a.s↔↗ µ

results on series
=⇑ Xn

n
a.s↔↗ 0

reversed Borel-C
=⇑

→∑

n=1

P (|Xn| → n) < ↓

i.i.d Hyp

=⇑
→∑

n=1

P (|X1| → n) < ↓

Hence

E[|X1|]
Problem 4.14.3

↑ 1 +

→∑

n=1

P (|X1| → n) < ↓

Samy T. Laws of large numbers Probability Theory 66 / 72

Aim En-n => X& L'(r)

IP(limcup(n 1) = 0
1


