
Borel-Cantelli lemma

Let
{An; n → 1} sequence in F

We assume →∑

n=1
P(An) < ↑

Then we have
P

(
lim sup

n↑→
An

)
= 0

Theorem 20.
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limsup An=n
An =Br

Proof of B-C

We have that nrBn isa

Recall :1)Ifnre In is X ,
then

P) (n) = lim PCC

(ii) If noDr is is
,
then

IP(Dn) = Sin N(Dn)
n +0

Here limscep An = Br



limsup An=n
An =Br

computation

PlimspAn) = PBn) nrBrY

= lim (B

n= 0

=him Put rough on
Ok

Recall : If I an< ,
then

ImZak



Emile Borel

Emile Borel’s life:
Lifespan: 1872-1956, → Paris
# 1 student in France
ω↑ for his academic year
Contributions in analysis and probability
Active in politics
Minister of Navy in 1924-25
Resistance against nazi occupation
Introduced the ↓ monkey theorem

Fact: "Only" 14 mathematical objects named after Borel . . .
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Proof of Theorem 20 (1)

A non-increasing sequence: For N ↔ 1 define

BN =
→⋃

k=N
Ak

Then
1 N ↗↑ BN is non-increasing

2 lim supn↑→ An = ⋂→
N=1 BN
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Proof of Theorem 20 (2)

Computing the probability: We have

P
(

lim sup
n↑→

An

)
= P

( →⋂

N=1
BN

)

= lim
N↑→

P (BN)

= lim
N↑→

P
( →⋃

k=N
Ak

)

↘ lim
N↑→

→∑

k=N
P (Ak)

= 0
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A.s convergence and limsup

Consider
{Xn; n ↔ 1} sequence of random variables
For ε > 0 set An(ε) = {|Xn ≃ X | > ε}

Then
1 We have

Xn
a.s≃↑ X ⇐⇒ P

(
lim sup

n↑→
An(ε)

)
= 0 for all ε > 0

2 It holds:
→∑

n=1
P (An(ε)) < ↓ for all ε > 0 =⇒ Xn

a.s≃↑ X

Proposition 21.
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Notatio Consider Q: JEF ?

C = SWEm ; limnoX(w) = X(w))

An(E) = <WER ; (x(w)-Xn(w)1 >2)

A (2) = limup An(2)(
the difference IX-X2 I willbeE forClaim

n2 no (w)

x+21th

= (A(z))a
whe= m((m))) +2



= 2 (A(2))+= m((m))) +2

Look now at c. Then

XXE) P(c) = 0

P(A(m)) =0
Rmk mre An is
T

Es himp(A(m) = O

conclusion : Xnx limP)Atm=



conclusion : Xnx limP)Atm=
Rmk am = P)Atm)) is a

If am, am 20 and
him am = o

,
we get

Osam < limam = O

=> am =O for all m's

Conclusion 2 : XnX

= N(A(m)) =0 f mzl



2nc item of the prop : Assume

An(a)) so E

B iClimsup An(e)) = 0

itemi
=> Xn- > Xa . )

.



Proof of Proposition 21 (1)

Claim: Let

C =
{

ω → !; limn→↑
Xn(ω) = X (ω)

}

A(ε) = lim sup
n→↑

An(ε)

Then we have

C =
⋂

ω>0
(A(ε))c =

⋂

m↓1

(
A

( 1
m

))c
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Proof of Proposition 21 (2)

Application for almost sure convergence: We have

P (C c) = 0 ↑↓ P



⋃

m↓1
A

( 1
m

)

 = 0

↑↓ limn→↑
P

(
A

( 1
m

))
= 0

↑↓ P
(

A
( 1

m
))

= 0, for all m ↔ 1

This proves item 1
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Proof of Proposition 21 (3)

Proof of item 2: We write
↑∑

n=1
P (An(ε)) < ↗ for all ε > 0

=↓ P
(

lim sup
n→↑

An(ε)
)

= 0 for all ε > 0

=↓ P
(

limn→↑
Xn = X

)
= 1
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A.s convergence and convergence in probability

Consider
{Xn; n ↔ 1} sequence of random variables

Then we have:

Xn
a.s↘≃ X =↓ Xn

P↘≃ X

Proposition 22.

Samy T. Convergence of r.v Probability Theory 80 / 118



Recall : If An(e) = (lX-Xn1 >2) then

XnEX iff him P(An(2)) = 0 V

Anx it PlimsupAn(es)=0

Also recall that limsupAn(a)
=Br

with Br(E)=Are) . If

we have seen that lim IP(B(2)) =
Now IP(Bn(e)) = P(UnAr(2)) = IP(An(z)



Conclusion : If IP(Bulel) -> 0

we have IP(An(21) -> 0 FE

=> Xn & X



counter example. Consider An Ins,
with ti' 1

,
such that

Xn v B(p = +)

=> P(Xn = 1) = + ,
P(Xn =0= 1- t

For E30,

P(An(e)) = P(Xn >E)

= P(Xn = 1) = +
n+90

Thus Xn O



A - c . convergence : If we want a..

convergence ,
let

Bn(2) = unAr(2)
We should prove thatlim iP(Bu(e))=0

Here iP(Bn(es) = 1- P(Bn(as)

=1 - P)(bnAn(s(9
=
I- P)nEnAn(2))
= 1 - PP)nm(xx=0)) 1 - (X=0



summary We have

P(Bn(z)) = 1 - P(X=0)

=1--h) (n(t-u)1 -U

= 1 if UE (0
,+)

Brief analysis for the TT :

A) = exp(A)(
= exp)n(+)
< exp() = 0



Conclusion since

P(Bn(21) + 1,

we don't have XnX


