
MA/STAT 538 Spring 2025

Probability Theory

Midterm

• You can use a calculator.

• A 2 pages long handwritten cheat sheet is allowed. It should only contain formulae

and theorems (no example, no solved problem).

• You have 60 minutes.

• Show your work.

• In order to get full credits, you need to give correct and simplified answers and

explain in a comprehensible way how you arrive at them.

• GOOD LUCK!

Name:

Purdue ID:

1

solutions for



Reformulation of the problem set

Zu = g(Xn ,Y

z = g(0 , y)

Since Xn
,
Xe and y are r. v. and

g is measurable
,
we have that

Zn
,
Z are r . V.

Ne set

C : SWER ; limzn(w) = z(w) 3
4--

we have to prove that

CE Fi



Expression with limcup For 270 set

An (2) = <(En-z1 <2)

we have seen in class (see proof
of Prop 21-convergence of r.v) that

C= timsup An in (1)
N

Now An (m) E F
,
due to the fact

that En-z is a rv . From (1)
we thus get

CEF



(i)Since Xn0 and O is

a constant
, we also have

Xn P O
,

due to Prop 24-convergence of r. r.
Hence given00 one can find
H
, J . U. for all nzn , we
have

P((xn) > 01 <

(ii) Along the same lines
,
since

Yn X , One can find he

S . r . for all n 2 mc we have

P)N- Y1 >016

2010672



(iii) Let f be the colf of Y.

Then

P((y1 > k) = 1 - F(k) + F( - k)

Moreover
, any cof verifies

lim (1-F(k)) = 0
k -0

lim F( -k) = 0
k-

Hence one can findNo large
enough such that for K = Ko
we have

(P((Y1 > k) <

Civs Take M = sup3M,c , Kob.
we obtain that for n = M we have

P((n) > 6) < 2

IP(IV-Ynl >d) S

P((X) M) <



(i) our assumption is that g is
continuous at every point ((y)EDM .

Moreover DM Is compact in M.

Hence

g is uniformly continuous on Dis



(ii) Here we consider to norms

On M :

1) @,611 = (a2+62(t

1) (a
,b) 110 = SupSial, 1613

Those2 norms are equivalent on PR?
The usual definition of absolute
continuity for g on DM would be

that for all Exo there exists do
such that for all YE I-M ,MJ we have
1) (5 ,2) - 10,/128
=> 1g(3,2) - g(0,y)1 < E

Since 11 . 11 and 11 . 110 are equivalent,
we also have

, for all ye [-M, MJ,

1) (5 ,2) - 10,/110 O

=> 1g(3,2) - g(0,y)1 < &



Reduction to a single probability we

set

B = (ul(6) 1((Yn -Y11G)1(1X1(M)

We evaluate

P( (g(Xn ,Y) - g(0 ,Y) 122)

=> P((9(Xn ,Yn) - g(0 ,) 172)lB)
+ M)(g(Xn ,Yn) - g(0,Y)1zE n(B))
Furthermore

,
Question 1 . 3 asserts that

On Bo we nave

19(Xn , Yu) - g(0 ,Y) IE

Hence

P) (g) Xn ,Y) - g(0 ,Y) 122) [P((BK)
()



Evaluating P(B01' We have
PCB
= P((n >6) v (lY- X 1 >6) U(N>M (

- P)(n( >5) + P(IYn-Y10)

+ 1P((X1 >M) (3/

Conclusion Gathering (2) and (3)
we get
P( (g(Xn ,Y) - g(0 ,Y) 122)

- P)(n( >5) + P(IYn-Y10)

+ 1P((X1 >M)



According to 1-2, for a given >0
one can find M = Mr

,
2 large enough

so that for 2 M we have

P((Bail) < 3

Thanks to 14 we thus obtain

P( (g) Xn ,Y) - g(0 ,Y) 122) < 32.

Sincea and I are arbitrarily
small

,
we have proved

P

9(n .Ye) g(0, Y)



Density

All exp
Derivative we easily derive

ap
-xf(x) = - x + Ena

=>

f'(x) =- xf(x)



Integral representation we have

1- P()= 1 flu) dr

- f'(r) dr
r

Integration by parts This yields

1- P(x) = - f(r)0_A
1- P(x) = f() - Aras

Bound Since flrl =0 and=z0,
we get
1 - $() < f(x)

x



Applying 2-2 We have

em Chuns) (i) =
Hence one can apply 2-2 in order
to get

P((X, 1 = ((n)) (e) /

~ p(2((r) en(n)(t)
2= (2) (n(n))

=Gln(ns(: (a)
exp-1 +2

*
ME) (r (n)t2

=GenInst (2)
exp-HEPenins

= &Gen(n)):ES rai



Preparing for Borel-Cantelli Let An(E)
be the event defined by

An(2) =
In/ 2 (1+2)
Clncnst

According to 2-3 we have

P(An(E))"dGenIns:ES rai
Thus if so we get

PAn(a))x (1)



Applying Borel-Cantelli Owing to (1) ,
Borel-Cantelli asserts that

PC limsup An(s)) = 0 (2)
n-

This can be transformed into a statement
about limsup An/Cu(ns) · Namely
consider

D(w) = S n ; An/ = (1+2)]
en(n))t

Then according to (2) we have

P(ID((0) = 1

This implies

P limsup In/ -(1+ ) = 0
n- (n(n)(t



case-le < 0 For 210
, along the

same lines as for 2.4 we have

(An(2)) = d

Since the Xh's are 1
,
one can

apply the reversed Borel - Cantelli .
This yields
P) limsupAn()

For 2=0 we get that the set

Poll (121 : N zes
En(ns)'

satisfies
P) (Do(w) =d) = 1

Thus

P timsupine = 1()



conclusion Gathering (1) and 2 . 4,
we get that for all m = /

S

Deslimsup IXr/ It = 1
n Quins It

Taking limits in m >o
,
we end up

with

IXr/
IP limsu En(us)t = E = 1


