
MA 519 Spring 2020

Qualifier

• You can use a calculator.
• This test is closed book and closed notes.
• You have 120 minutes.
• All problems have equal weight [10 points for each].
• Show your work.
• In order to get full credits, you need to give correct and simplified answers and

explain in a comprehensible way how you arrive at them.
• Good luck!
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Problem 1. A pair of dice is rolled until a sum of either 5 or 7 appears. Find the
probability that a 5 occurs first. Be sure to define the sample space S corresponding to
this experiment, as well as the probability P you are using on this sample space.
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Problem 2. Let F = {1, 2, . . . , n} and suppose that A and B are uniformly and inde-
pendently drawn among the 2n subsets of F (including the null set ∅ and F itself) of F .
(a) Show that P(A ⊂ B) = (3

4
)n. Hint: condition on the events N(B) = i, where N(B)

is the number of elements of B. (b) Show that P(AB = ∅) = (3
4
)n.
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Problem 3. An urn initially contains one red and one blue ball. At each stage, a ball is
randomly chosen and then replaced along with another of the same color. Let X denote
the selection number of the first chosen ball that is blue. For instance, if the first selection
is red and the second blue, then X is equal to 2. (a) Find P(X > i) for i ≥ 1 (b) Show
that, with probability 1, a blue ball is eventually chosen. (c) Find E[X].
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Problem 4. An image is partitioned into two regions, one white and the other black.
A reading taken from a randomly chosen point in the white section will be normally
distributed with µ = 4 and σ2 = 4, whereas one taken from a randomly chosen point
in the black region will have a nor- mally distributed reading with parameters (6, 9). A
point is randomly chosen on the image and has a reading of 5. If the fraction of the image
that is black is α, for what value of α would the probability of making an error be the
same, regardless of whether one concluded that the point was in the black region or in
the white region?
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Problem 5. (a) Let Y be a real valued continuous random variable. Prove that

E[Y ] =

∫ ∞
0

P (Y > y) dy −
∫ ∞
0

P (Y < −y) dy.

(b) For a non negative continuous random variable, variable prove that

E [Xn] = n

∫ ∞
0

xn−1P (X > x) dx.
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Problem 6. If X and Y are independent standard normal random variables, determine
the joint density function of the vector (U, V ), where U = XY and V = X

Y
. Use your

result in order to show that X
Y

has a Cauchy distribution.
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Values of Φ(x) for some x ≥ 0


