LECTURE 18

18. C1** REGULARITY OF THE FREE BOUNDARY: PROBLEMS A AND B

In this lecture we give a proof C'%® regularity of the free boundary. We follow
the original idea of Athanasopoulos and Caffarelli based on the Boundary Har-
nack Principle (also known as the local comparison theorem) for the class of NTA
(nontangentially accessible) domains.

18.1. Boundary Harnack Principle. Given a domain 2 C R™ and a constant
M > 0, we say that a ball B,.(z) C Q is M-nontangential, if

M~y < dist(B,(x),09Q) < Mr.

An M-Harnack chain joining two given points x1,z2 € (0, is a finite sequence
of M-nontangential balls such that the first one contains x1, the last one contains
x2, and such that consecutive balls have non-empty intersection. The length of the
chain is the number of balls in the chain.

Definition 18.1 (Corkscrew condition). We say that the domain 2 C R™ satisfies
the (M, rg)-corkscrew condition at x¢ € 9S) for constants M, ro > 0 if:

(1) (Interior corkscrew) For any 0 < r < rg there exists A,(xo) € £ such that
B, jar(Ar(z0)) C €2, and

M~y < d(Aq(x0),z0) < Mr;
(2) (Exterior corkscrew) Q¢ = R™ \ ) satisfies the previous condition.

Definition 18.2 (NTA property). We say that a domain Q C R™ is non-tangentially
accessible (NTA) if there exist M, ro > 0 such that

(1) Q satisfies (M, rg)-corkscrew condition at every point g € 99.

(2) (Harnack chain condition) For every 0 < r < r¢ and 21,22 €  with
dist(z;,00) > €, ¢ = 1,2, and |z — x2| < Ce, there exists an M-Harnack
chain joining x; and z2 with a length depending only on C, M and r¢ (but
independent ¢).

A geometric localization theorem by Peter Jones shows that being NTA is es-
sentially a local property. This theorem says that for an NTA domain €2 in R™ and
xo € 09, for any 0 < r < 1 one can find an NTA domain ,.(z¢) (with constants
independent of r) such that

BT(ZO) N C QT(I’()) C BMT(ZL'(]) N €.

Example 18.3. Let f : R"~! — R be a Lipschitz function. Then Q = {(z/,z,,) :
xn > f(2')} is NTA with a constants depending only on the Lipschitz constant of
f and the dimension n.
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Theorem 18.4 (Boundary Harnack Principle). Let Q2 be NTA with constants M
and ro. Let u and v be two nonnegative harmonic functions in B,.(x9) N, r < 1o,
continuously vanishing on By(xg) N 0. Then

u . u
sup -<C inf -,
BT/K(IO)OQ v BT/K(mo)ﬂQ v

where C, K > 1 depend only on M and n.
Moreover, there exists constants C > 0 and 0 < a < 1, depending only on M

and n, such that
(18.1) OSCB, (20)NQ 2 <C (B) sup ¢
v T/ Bp(zo)nQ U
18.2. 1 Regularity of the Free Boundary: Problems A and B.

Theorem 18.5. For every o > 0 there exists R, = R,(M,n) such that if u €
Pr(M) is a solution of Problem A or B with §;(u) > o then I' N B, , is a C1*
graph with & = a a1 € (0,1) and the CY*-norm C < C(o,n, M).

Proof. Let R, be as in Theorems 17.3 and that the ball B = B,(—se,) is as in
Lemma 17.1 (with p = 0/2n) so that u vanishes on B, /5(—se,). Then, as it follows
from the proof of Theorem 17.3, we have

Oeu >0 in K(p/16,s,1/4)
for any unit vector e € C4/,. Consider now two functions of the type above

up = Ophu
Uy = O.u
with e sufficiently close to e,. Since we already know that Q N K(p/16,s,1/4)
is given as an epigraph z, > f(z') of a Lipschitz function. Then the Boundary
Harnack Principle implies that the ratio
Uz
U
is C* regular in QN K(p/32,s,1/8) up to 99, with 0 < a < 1 and C* norm

depending on p, n, M, the Lipschitz norm of 02, as well as on the bound from
below on

m; =u; (A), A=1((3/16)e,).
We claim that
m; > co(p,n, M) > 0.
It is enough to prove the bound only for mq, since mo can be made as close to my
as we wish. Thus, we have to show that
Opu > ¢ >0

at A. Indeed, if it weren’t so, by compactness we would easily construct a function u
as above with 0,u = 0 at A. Then by the minimum principle 9, u and consequently
u would vanish in K(p/32,s,1/8), a contradiction.
Hence,
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is C“ up to 982 in N B, /35. Then varying e and € we obtain that the ratios
8iu
1
Onu’ !
are C*. This implies that QN K (p/32,s,1/8) is the graph z,, = f(z') with
[fllere < Clp,n, M)
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=— t=1,...,n—1.

ai f anu ) .
([

The rescaled version of the above theorem is as follows

Theorem 18.6. There exists a modulus of continuity o(r) = opn(r) such that
if 0,(u) > o(r) for some r = 1o € (0,1) then I' N\ B, rio(ry) i5 @ CYe _graph with

o= Oérg,l\_Ln € (0,1) and the CY*-norm C < C(rg, M,n).



