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Abstract. In this paper, we study the regularity of the “regular” part of the

free boundary for almost minimizers in the parabolic Signorini problem with
zero thin obstacle. This work is a continuation of our earlier research on the

regularity of almost minimizers. We first establish the Weiss-type monotonicity

formula by comparing almost minimizers with parabolically homogeneous
replacements and utilizing conformal self-similar coordinates. Subsequently, by

deriving the Almgren-type frequency formula and applying the epiperimetric
inequality, we obtain the optimal growth near regular free boundary points
and achieve the regularity of the regular set.
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1. Introduction

1.1. Solutions of parabolic Signorini problem. Let Ω be a domain in Rn, n ≥ 2,
and M be a smooth (n − 1)-dimensional manifold that divides Ω into two parts:
Ω \ M = Ω+ ∪ Ω−. For T > 0, we set ΩT := Ω × (0, T ], MT := M × (0, T ] (the
thin space), and (∂Ω)T := ∂Ω × (0, T ]. Let also φ : MT → R (the thin obstacle),
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φ0 : Ω× {0} → R (the initial value), and g : (∂Ω)T → R (the boundary value) be
prescribed functions satisfying the compatibility conditions: φ0 ≥ φ on M × {0},
g ≥ φ on (M ∩ ∂Ω)× (0, T ], and g = φ0 on ∂Ω× {0}.

We then say that a function u ∈W 1,0
2 (ΩT ) (see Subsection 2.1 for notations) is a

solution of the parabolic thin obstacle (or Signorini) problem in ΩT , if it satisfies
the variational inequality∫

ΩT

∇u∇(v − u) + ∂tu(v − u) ≥ 0 for any v ∈ K,

u ∈ K, ∂tu ∈ L2(ΩT ), u(·, 0) = φ0 on Ω,

where K = {v ∈W 1,0
2 (ΩT ) : v ≥ φ on MT , v = g on (∂Ω)T }. It is known that the

solution u satisfies

∆u− ∂tu = 0 in ΩT \ MT ,

u ≥ φ, ∂ν+u+ ∂ν−u ≥ 0, (u− φ)(∂ν+u+ ∂ν−u) = 0 on MT ,

u = g on (∂Ω)T ,

u(·, 0) = φ0 on Ω× {0},

to be understood in a certain weak sense, where ν± are the outer unit normal to
Ω± on M.

In the study of the above problem, the main interests are

◦ the regularity of the solution u,
◦ the regularity and structure of the free boundary

Γ(u) = ∂MT
{(x, t) ∈ MT : u(x, t) > φ(x, t)}.

A comprehensive examination of both regularity of the solution and the properties
of the free boundary was conducted in [DGPT17] by the second author, Danielli,
Garofalo and To, under the condition that the thin manifold M is flat (cf. refer to
[AS24] for the variable coefficients parabolic Signorini problem). Specifically, they
established a generalized frequency formula, and employed it to achieve the optimal
H3/2,3/4 regularity of the solution and classified the free boundary points according
to their frequency limits. [DGPT17] dealt with two special types of subsets of the
free boundary: the regular set and the singular set.

The regular set is defined as the set of the free boundary points with minimal
frequency 3/2. Similarly to the elliptic Signorini problem [ACS08,CSS08,PSU12],
[DGPT17] showed that there is a cone of spatial direction in which u − φ is
monotone. Combining this with the fact that the blowups at regular points are time
independent, they obtained the Lipschitz regularity of the regular set in the space
variables. Moreover, by applying the parabolic boundary Harnack principles with
thin Lipschitz complement, they proved that the regular set is given locally as a
graph with Hα,α/2 regular gradient.

The singular set corresponds to the free boundary points with frequency 2m,
m ∈ N, which have the characterization that the coincidence set {u = φ} has
zero Hn-density in the thin manifold MT . Following the approach in [GP09] by
the second author and Garofalo, [DGPT17] established Weiss- and Monneau-type
monotonicity formulas and applied the parabolic version of the Whitney’s extension
theorem to achieve the C1 structure of the singular set.
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1.2. Almost minimizers. In this paper we investigate the almost minimizers con-
cerning the parabolic Signori problem described above. It serves as a continuation
of [JP23], where the authors previously explored the regularity of almost minimizers.
For technical reasons, we consider two different notions of almost minimizers: “un-
weighted” almost minimizers and “weighted” almost minimizers. We first introduce
unweighted almost minimizers, which correspond to those studied in [JP23].

We let φ be the thin obstacle on Q′
1. Given r0 > 0, we say that η : [0, r0) → [0,∞)

is a gauge function or a modulus of continuity if η is monotone nondecreasing and
η(0+) = 0. Here and henceforth we use notations from Subsection 2.1.

Definition 1.1 (unweighted version). Let z0 = (x0, t0) ∈ Q1. We say that a

function u ∈W 1,1
2 (Q1) satisfies the unweighted almost parabolic Signorini property

at z0 if u ≥ φ on Q′
1 and for any parabolic cylinder Qr(z0) ⋐ Q1 with 0 < r < r0,

we have ∫
Qr(z0)

(1− η(r))|∇u|2 + 2∂tu(u− v) ≤ (1 + η(r))

∫
Qr(z0)

|∇v|2

for any v ∈W 1,0
2 (Qr(z0)) with v ≥ φ onQ′

r(z0) and v−u ∈ L2(t0−r2, t0;W 1,2
0 (Br(x0))).

We say that u ∈W 1,1
2 (Q1) is an unweighted almost minimizer for the parabolic

Signorini problem in Q1 if u ≥ φ on Q′
1 and u satisfies the almost parabolic Signorini

property at every z0 ∈ Q1.

Next, we define the weighted version of almost minimizers. To this aim, we
observe that if u is a solution of the parabolic Signorini problem in the strip S1,
then ∫

S1

[
(−t)|∇u|2 + (−x · ∇u− 2t∂tu)(u− w)

]
Gdxdt ≤

∫
S1

(−t)|∇w|2Gdxdt(1.1)

for every proper competitor w (see e.g., the proof of Example B.3). This motivates
the following definition of weighted almost minimizers.

Definition 1.2 (weighted version). Let z0 = (x0, t0) ∈ Q′
1. We say that a function

u ∈ Fz0 satisfies the weighted almost parabolic Signorini property at z0 if u ≥ φ on
S′
1 and ∫

Sr(t0)\Sρ(t0)

[
(1− η(r))(t0 − t)|∇u|2

+ (−(x− x0) · ∇u− 2(t− t0)∂tu)(u− w)
]
Gz0 dxdt

≤ (1 + η(r))

∫
Sr(t0)\Sρ(t0)

(t0 − t)|∇w|2Gz0 dxdt

+ η(r)

∫
Sr(t0)\Sρ(t0)

(u− w)2Gz0 dxdt+ ∥u∥2Fz0
e−

1
r .

(1.2)

for any 0 ≤ ρ < r < r0 with −1 < t0−r2, and w ∈ L2(t0−r2, t0−ρ2;W 1,2(Rn, Gz0))

with w ≥ φ on S′
r(t0) \ S′

ρ(t0) and u− w ∈ L2(t0 − r2, t0 − ρ2;W 1,2
0 (Rn, Gz0)).

We say that a function u ∈ F is a weighted almost minimizer for the parabolic
Signori problem on Q′

1 if u ≥ φ on S′
1 and u satisfies the weighted almost parabolic

Signorini property at every z0 ∈ Q′
1.

The readers might be intrigued by the presence of the exponential term ∥u∥2Fz0
e−

1
r

in (1.2). We incorporated this term since we discovered that solutions of some
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perturbed parabolic Signorini problems exhibit characteristics of almost minimizers,
with the inclusion of the exponential error, see Appendix B.

Definition 1.3. We say that a function u ∈ Fz0 satisfies the almost parabolic
Signorini property at z0 ∈ Q′

1 if it satisfies both the unweighted and weighted
versions of almost parabolic Signorini property at z0. Similarly, we say that u ∈ F
is an almost minimizer for the parabolic Signori problem in Q1 if it is both an
unweighted almost minimizer in Q1 and a weighted almost minimizer on Q′

1.

The notion of a weighted almost minimizer is crucial for establishing monotonicity
formulas, which are significant ingredients in our analysis of the free boundary. We
will verify in Appendix B that solutions of some perturbed parabolic Signorini
problems, multiplied by a standard cutoff function, satisfy the weighted almost
parabolic Signorini property.

For background information and relevant literature concerning almost minimizers,
we refer to [JP23] and references therein.

The time-independent almost minimizers for the Signorini problem were com-
prehensively treated by the authors in [JP21]. This paper extends specific results
from the elliptic to the parabolic setting by employing similar energy methods.
However, the parabolic case presents significant new challenges compared to the
elliptic setting, primarily because we have to work with energy functionals involving
singular weights.

1.3. Main results. This paper focuses on the local regularity results for free
boundaries. Thus we assume that the domain ΩT ⊂ Rn×R is the parabolic cylinder
Q1. Given the technical nature of the problem, we specifically examine the scenario
where the thin space MT is Q′

1 (flat thin space), the thin obstacle φ is identically
zero (zero thin obstacle), and the gauge function η(r) = rα for some 0 < α < 1 with
r0 = 1.

Our first central result of this paper concerns the Weiss-type monotonicity formula.

Theorem A. Fix κ0 > 2, 0 < δ < 2 and 0 < ε ≤ α < 1. For z0 ∈ Γ(u) ∩ Q′
1/2,

let u ∈ Fz0 satisfy the weighted almost parabolic Signorini property at z0. For
0 < κ < κ0, we set

Wκ,α,ε,δ(r, u, z0)

:=
ear

α

r2κ+2

(∫
Sr(t0)

(
2(t0 − t)|∇u|2 − κ(1− brε)u2

)
Gz0 dxdt+ ∥u∥2Fz0

e−
1
r r−δ

)
,

where a = a(κ, α) > 0 and b = b(κ, ε) > 0 are as in Theorem 3.3. Then
Wκ,α,ε,δ(r, u, z0) is nondecreasing in r for 0 < r < r0 = r0(κ0, ε).

Since almost minimizers do not satisfy a partial differential equation, we prove
Theorem A by comparing them with appropriate homogeneous replacements. This
approach was originally introduced in [Wei99a] for the Alt-Caffarelli minimization
problem and was successfully applied in [JP21] to almost minimizers for the thin
obstacle problem. However, to the best of our knowledge, this technique has not yet
been extended to the parabolic setting, even for energy minimizers of any functional.

In the parabolic case, additional challenges arise due to the formulation of the
Weiss-type energy, which is defined in the unbounded strip and involves the singular
weight. We address these difficulties by using conformal self-similar coordinates.
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By making use of the above one-parameter family of Weiss-type monotonicity
formulas, we derive the Almgren-type frequency formula. For caloric functions, the
monotonicity of the following frequency was established in [Poo96]:

r 7−→ N(r, u, z0) =
r2
∫
Rn×{t0−r2} |∇u|

2Gz0dx∫
Rn×{t0−r2} u

2Gz0dx
.

Recently, its averaged version was considered in [DGPT17] for the study of the para-
bolic Signorini problem. Regarding almost minimizers, we show that a modification
of those quantities is monotone. To describe it, we denote

Nδ(r, u, z0) :=

∫
Sr(t0)

2(t0 − t)|∇u|2Gz0 + ∥u∥2Fz0
e−

1
r r−δ∫

Sr(t0)
u2Gz0

.

Theorem B (Almgren-type monotonicity formula). Let κ0, δ, ε, z0, and b be as in
Theorem A. Suppose that u ∈ Fz0 , even-symmetric in xn, satisfies the almost para-

bolic Signorini property at z0. Then N̂κ0,ε,δ(r, u, z0) := min{ 1
1−brεNδ(r, u, z0), κ0}

is nondecreasing in 0 < r < r0 = r0(κ0, ε). Moreover, we have either

N̂κ0,δ(0+, u, z0)
1 = 3/2 or N̂κ0,δ(0+, u, z0) ≥ 2.

In contrast to the Almgren frequency utilized for solutions to the parabolic
Signorini problem [DGPT17], the Almgren-type frequencies we work with for almost

minimizers include the extra exponential term ∥u∥2Fz0
e−

1
r r−δ. Yet, we will show that

this term is unsubstantial (see Lemma 4.5) and derive the same minimal frequency
and frequency gap as presented in [DGPT17] (see Lemma 4.6).

Next, we consider the subset of the free boundary

R(u) = {z0 ∈ Γ(u) ∩Q′
1/2 : N̂κ0,δ(0+, u, z0) = 3/2 for some κ0 > 2, 0 < δ < 2},

the set of all free boundary points with the minimal frequency 3/2, known as the
regular set.

Theorem C (Optimal growth near regular free boundary). Fix κ0 > 2. Suppose
that u ∈ Fz0 , even-symmetric in xn, satisfies the almost parabolic Signorini property
at z0 ∈ R(u). Then, ∫

Sr(t0)

u2Gz0 dxdt ≤ C(κ0, n, α)∥u∥2Fz0
r5,

for 0 < r < r0 = r0(κ0, n, α).

In the elliptic counterpart [JP21], an analogous result was derived using the
epiperimetric inequality. Regarding the parabolic Signorini problem, Shi [Shi20]
obtained a similar result by introducing the parabolic epiperimetric inequality. In our
case, we adopt similar approaches. It is worth noting that while the application of
these inequalities is rather immediate or standard in [Shi20,JP21], it is considerably
more complicated for the parabolic almost minimizers (see Lemmas 5.3-5.4).

Finally, the main result concerning the regularity of the regular set is as follows.

1From the monotonicity of N̂κ0,ε,δ and limr→0(1 − brε) = 1, we see that the limit

N̂κ0,δ(0+, u, z0) = limr→0 N̂κ0,ε,δ(r, u, z0) exists and its value is independent of ε.
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Theorem D (Regularity of the regular set). Let u ∈ F, even symmetric in xn, be
an almost minimizer for the parabolic Signorini problem in Q1. Then R(u) can be
represented locally as an (n− 2)-dimensional graph of a function, which has Hölder
continuous spatial derivatives.

1.3.1. Proofs of Theorems A–D. Although we do not provide formal proofs of
Theorems A–D in the main body of the paper, they can be deduced from the
combination of results there. To be more precise,

◦ Theorem A is contained in Theorem 3.3.
◦ Theorem B follows by combining Theorem 3.4 and Lemma 4.6.
◦ The statement of Theorem C is contained in that of Lemma 5.4.
◦ The statement of Theorem D is contained in that of Theorem 7.8.

2. Notation and Preliminaries

2.1. Notation. We use the following notations throughout the paper.
For a function u, a set Ω ⊂ Rn+1, a constant ε ∈ (0, 1), and a point z0 = (x0, t0),

we denote

Qr(z0) = Br(x0)× (t0 − r2, t0]

Qε
r,ρ(z0) = Brε(x0)× (t0 − r2, t0 − ρ2]

∂pQr(z0) =
(
∂Br(x0)× [t0 − r2, t0]

)
∪
(
Br(x0)× {t0 − r2}

)
: parabolic boundary

Sρ(t0) = Rn × (t0 − ρ2, t0]

Ω′ = Ω ∩ {xn = 0}

uΩ = −
∫
Ω

u

uz0,r = uQr(z0) = −
∫
Qr(z0)

u

∥z0∥ =
(
|x0|2 + |t0|

)1/2
: parabolic norm

Γ(u) = ∂Q′
1
{(x′, t) ∈ Q′

1 : u(x′, 0, t) = 0} : free boundary

Given l = k + γ with k ∈ N ∪ {0} and 0 < γ ≤ 1, we use standard notations for
parabolic Hölder spaces of functions H l,l/2. For 1 ≤ q ≤ ∞, we denote W 1,0

q and

W 1,1
q by standard parabolic Sobolev spaces of functions. We refer to [DGPT17,JP23]

for detailed definition.
We denote the backward heat kernel by

G(x, t) =

{
(−4πt)−n/2e

|x|2
4t , t < 0

0, t ≥ 0,

and write its translations

Gz0 = G(· − x0, · − t0).

Given z0 = (x0, t0) ∈ Q′
1 and 0 < r < 1, we let

∥u∥W 1,0
2 (Sr(t0),Gz0

)
:=

[∫
Sr(t0)

(
u2 + (t0 − t)|∇u|2

)
Gz0 dxdt

]1/2
,
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∥u∥W 1,1
2 (Sr(t0),Gz0

)
:=

[∫
Sr(t0)

(
u2 + (t0 − t)

(
|∇u|2 + (∂tu)

2
))
Gz0 dxdt

]1/2
.

We say that u ∈ Fz0 if u ∈W 1,1
2 (Rn×(−1, t0), Gz0)∩W

1,1
2 (B1×(−1, t0))∩L∞(Rn×

(−1, t0)). We define the associated norm by

∥u∥Fz0
:= ∥u∥W 1,1

2 (Rn×(−1,t0),Gz0 )
+ ∥u∥W 1,1

2 (B1×(−1,t0))
+ ∥u∥L∞(Rn×(−1,t0)).

In addition, we say that u ∈ F if u ∈ Fz0 for every z0 ∈ Q′
1 and

∥u∥F := sup
z0∈Q′

1

∥u∥W 1,1
2 (Rn×(−1,t0),Gz0

) + ∥u∥W 1,1
2 (Q1)

+ ∥u∥L∞(S1) <∞.

2.2. Preliminaries. The following regularity result for unweighted almost mini-
mizers was proved in [JP23].

Theorem 2.1. Let u be an unweighted almost minimizer for the parabolic Signorini
problem in Q1. Then

(1) u ∈ Hσ,σ/2(Q1) for every 0 < σ < 1;
(2) ∇u ∈ Hβ,β/2(Q±

1 ∪Q′
1) for some β = β(n, α) > 0.

Moreover, the authors showed in [JP23] that if u is an almost caloric function,
then a stronger result than (2) in Theorem 2.1 holds:

∇u ∈ Hα/2,α/4(Q1).

Here, an almost caloric function essentially is an unweighted almost minimizer
without the obstacle condition; we refer to [JP23, Definitions 2.1-2.2] for its precise
definition and [JP23, Theorem 2.8] for its regularity result.

By using Theorem 2.1 and the above Hölder continuity of spatial gradients of
almost caloric functions across the thin space Q′

1, we can follow the argument in
[JP21, Lemma 4.7] to derive the following complementarity condition.

Lemma 2.2 (Complementarity condition). Let u be an unweighted almost minimizer
for the parabolic Signorini problem in Q1, even in xn-variable. Then u satisfies the
following complementarity condition

u∂+xn
u = 0 on Q′

1.

In addition, we define

∇̂u(x′, xn, t) :=

{
∇u(x′, xn, t), xn ≥ 0,

∇u(x′,−xn, t), xn < 0,

the even extension of ∇u from Q+
1 to Q1. If z0 ∈ Γ(u), then

u(z0) = 0 and |∇̂u(z0)| = 0.

3. Weiss- and Almgren-type monotonicity formulas

The purpose of this section is to establish monotonicity formulas of Weiss- and
Almgren-type. They will play a crucial role in the analysis of the free boundary.

We first prove the Weiss-type monotonicity formula, which represents one of
the most technical aspects of this paper. In its elliptic counterpart [JP21], the
authors derived the formula by comparing almost minimizers and homogeneous
replacements, inspired by the approach in [Wei99b]. In the current parabolic case, we
compare almost minimizers and parabolically homogeneous replacements, and utilize
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conformal self-similar coordinates. For its proof, we need the following auxiliary
results.

Lemma 3.1. Fix κ0 > 2 and 0 < ε ≤ α < 1. For 0 < κ < κ0 and 0 ≤ ρ < r, let

Φ(r) := Φρ,κ,α(r) =
ear

α

r2κ+2 − ρ2κ+2
, Ψ(r) := Ψρ,κ,κ0,α,ε(r) =

(1− brε)ear
α

r2κ+2 − ρ2κ+2

with

a =
8(κ+ 1)

α
, b =

128(κ0 + 1)

ε
.

Then, there is a small constant r0 = r0(κ0, ε) =
r0(ε)

κ
2/ε
0

> 0 such that for 0 ≤ ρ < r <

r0 with ρ/r ≤ 1/
√
2,

Φ′(r) ≤ 0,(3.1)

Φ′(r)

1− rα
−Ψ′(r) ≥ − (2κ+ 2− ε/4) bΦ(r)r2κ+1+ε

r2κ+2 − ρ2κ+2
,(3.2)

1 + rα

1− rα
Φ′(r) +

2(κ+ 1)r2κ+1

r2κ+2 − ρ2κ+2
Φ(r) ≥ 0,(3.3)

− Φ′(r)

1− rα
− 2(κ+ 1)r2κ+1

r2κ+2 − ρ2κ+2
Ψ(r) ≥ (2κ+ 2− ε/8) bΦ(r)r2κ+1+ε

r2κ+2 − ρ2κ+2
.(3.4)

Proof. We first prove (3.1). By using 0 < ε < α, we simply compute

Φ′(r) =

(
aαrα − (2κ+ 2)r2κ+2

r2κ+2 − ρ2κ+2

)
Φ(r)

r

≤ ((8κ+ 8)rα − (2κ+ 2))
Φ(r)

r
≤ 0, r < r0(ε).

For (3.2), we note r2κ+2 − ρ2κ+2 ≥
(
1− (ρ/r)

2
)
r2κ+2 ≥ 1

2r
2κ+2 and get(

r2κ+2 − ρ2κ+2
)
Φ′(r) =

((
r2κ+2 − ρ2κ+2

)
aαrα − (2κ+ 2)r2κ+2

) Φ(r)
r

≥ (1/2aαrα − (2κ+ 2))Φ(r)r2κ+1.

Moreover, using r2κ+2 − ρ2κ+2 ≥ 1
2r

2κ+2 again along with bεrε ≥ aαrα ≥ (1 −
brε)aαrα, we find(

r2κ+2 − ρ2κ+2
)
Ψ′(r)

=
(
r2κ+2 − ρ2κ+2

) (
−bεrε−1Φ(r) + (1− brε)Φ′(r)

)
=
((
r2κ+2 − ρ2κ+2

)
(−bεrε + (1− brε)aαrα)− (1− brε)(2κ+ 2)r2κ+2

) Φ(r)
r

≤ (1/2(−bεrε + (1− brε)aαrα)− (1− brε)(2κ+ 2))Φ(r)r2κ+1.

Thus, we have

(r2κ+2 − ρ2κ+2)

(
Φ′(r)

1− rα
−Ψ′(r)

)
≥
(
1/2aαrα − (2κ+ 2) +

1/2aα

1− rα
r2α − 2κ+ 2

1− rα
rα

+ 1/2bεrε − 1/2(1− brε)aαrα + (2κ+ 2)− (2κ+ 2)brε
)
Φ(r)r2κ+1
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≥ −
(
(2κ+ 2− ε/2)brε +

2κ+ 2

1− rα
rα
)
Φ(r)r2κ+1

≥ − (2κ+ 2− ε/4) brεΦ(r)r2κ+1,

where the last inequality follows from 2κ+2
1−rα ≤ 16(κ + 1) ≤ bε/8 and rα ≤ rε.

Regarding (3.3), we use r2κ+2 − ρ2κ+2 ≥ 1
2r

2κ+2 once again to obtain

1 + rα

1− rα
Φ′(r) +

2(κ+ 1)r2κ+1

r2κ+2 − ρ2κ+2
Φ(r)

=

(
1 + rα

1− rα

(
aαrα − 2(κ+ 1)r2κ+2

r2κ+2 − ρ2κ+2

)
+

2(κ+ 1)r2κ+2

r2κ+2 − ρ2κ+2

)
Φ(r)

r

=

(
(1 + rα)aαrα − 4(κ+ 1)r2κ+2+α

r2κ+2 − ρ2κ+2

)
Φ(r)

(1− rα)r

≥ ((1 + rα)aα− 8(κ+ 1))
Φ(r)

(1− rα)r1−α
≥ 0.

Finally, we prove (3.4).

(r2κ+2 − ρ2κ+2)

(
− Φ′(r)

1− rα
− 2(κ+ 1)r2κ+1

r2κ+2 − ρ2κ+2
Ψ(r)

)
=

(
− aα

1− rα
(r2κ+2 − ρ2κ+2)rα +

2κ+ 2

1− rα
r2κ+2 − (1− brε)(2κ+ 2)r2κ+2

)
Φ(r)

r

≥
(
− aα

1− rα
rα + (2κ+ 2)brε

)
Φ(r)r2κ+1 ≥ (2κ+ 2− ε/8) brεΦ(r)r2κ+1,

where the last step follows from aα
1−rα ≤ 16(κ+ 1) ≤ bε/8 and rα ≤ rε. □

As previously mentioned, we will make use of conformal self-similar coordinates.
Given constants 0 < r < 1 and κ > 0 and a function u defined in Sr, we define

ũ(y, τ) = ũκ(y, τ) := eκτ/2u
(
2e−τ/2y,−e−τ

)
, (y, τ) ∈ Rn × (−2 ln r,∞).(3.5)

A direct computation gives that for (x, t) = (2e−τ/2y,−e−τ ),

∂τ ũ(y, τ) =
1

2
eκτ/2(κu(x, t)− x · ∇xu(x, t)− 2t∂tu(x, t)).(3.6)

In addition, we let

w(x, t) :=

(√
−t
r

)κ

u

(
r√
−t
x,−r2

)
, (x, t) ∈ Sr(3.7)

be the parabolically κ-homogeneous replacement of u in Sr. From its construction,
it is easily seen that w satisfies the homogeneity

κw − x · ∇w − 2t∂tw = 0.(3.8)

Then, w̃(y, τ) := eκτ/2w
(
2e−τ/2y,−e−τ

)
satisfies

∂τ w̃(y, τ) = 0 for (y, τ) ∈ Rn × (−2 ln r,∞),(3.9)

which implies that w̃(y) = w̃(y, τ) is independent of τ -variable. This, along with
the fact that w(x,−r2) = u(x,−r2) for x ∈ Rn, yields

w̃(y) = ũ(y,−2 ln r), y ∈ Rn.(3.10)
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Note that for (x, t) = (2e−τ/2y,−e−τ ), we have by (3.6)

∂τ ((ũ− w̃)2)(y, τ) =
1

2
eκτ (2κ(u− w)2 − x · ∇((u− w)2)− 2t∂t((u− w)2)(x, t).

(3.11)

Lemma 3.2. Let u ∈ F0. Then, for κ > 0 and 0 ≤ ρ < r < 1,

∫
Sr\Sρ

(κu− x · ∇u− 2t∂tu)(u− w)G

=
ρ2κ+2

πn/2

∫
Rn

(ũ(y,−2 ln ρ)− ũ(y,−2 ln r))2e−|y|2 dy + (κ+ 1)

∫
Sr\Sρ

(u− w)2G,

(3.12)

where ũ and w are as in (3.5) and (3.7), respectively. In particular,∫
Sr

(κu− x · ∇u− 2t∂tu)(u− w)G = (κ+ 1)

∫
Sr

(u− w)2G.(3.13)

Proof. By using (3.8), (3.10) and (3.11), we obtain (3.12):∫
Sr\Sρ

(κu− x · ∇u− 2t∂tu)(u− w)Gdxdt

=

∫
Sr\Sρ

(κ(u− w)− x · ∇(u− w)− 2t∂t(u− w))(u− w)Gdxdt

=
1

2

∫
Sr\Sρ

(2κ(u− w)2 − x · ∇((u− w)2)− 2t∂t((u− w)2))Gdxdt

=
1

πn/2

∫
Rn×(−2 ln r,−2 ln ρ)

∂τ ((ũ− w̃)2)e−|y|2e−(κ+1)τ dydτ

=
1

πn/2

∫
Rn×{−2 ln ρ}

(ũ− w̃)2e−|y|2ρ2κ+2 dy

+
κ+ 1

πn/2

∫
Rn×(−2 ln r,−2 ln ρ)

(ũ− w̃)2e−|y|2e−(κ+1)τ dydτ

=
ρ2κ+2

πn/2

∫
Rn

(ũ(y,−2 ln ρ)− ũ(y,−2 ln r))2e−|y|2 dy + (κ+ 1)

∫
Sr\Sρ

(u− w)2G.

Moreover, (3.13) follows from (3.12) by taking ρ→ 0 with the observation

lim
ρ→0

ρ2κ+2(ũ(y,−2 ln ρ)− ũ(y,−2 ln r))2 ≤ lim
ρ→0

ρ2κ+2((ρ−κ + r−κ)∥u∥L∞(Sr))
2 = 0.

□

We now prove the Weiss-type monotonicity formula with the help of Lemmas 3.1
and 3.2. We note that for any κ > 0, the weighted almost parabolic Signorini
property (1.2) is equivalent to∫

Sr(t0)\Sρ(t0)

[
2(1− η(r))(t0 − t)|∇u|2 − κu2

+ 2(κu− (x− x0) · ∇u− 2(t− t0)∂tu)(u− w)
]
Gz0 dxdt

≤
∫
Sr(t0)\Sρ(t0)

[
2(1 + η(r))(t0 − t)|∇w|2 − κw2

+ (κ+ 2η(r)) (u− w)2
]
Gz0 dxdt+ 2∥u∥2Fz0

e−
1
r .

(3.14)



FREE BOUNDARY FOR ALMOST MINIMIZERS OF PARABOLIC SIGNORINI PROBLEM 11

Theorem 3.3 (Weiss-type monotonicity formula). Fix κ0 > 2, 0 < δ < 2 and
0 < ε ≤ α < 1. Suppose that for z0 = (x0, t0) ∈ Q′

1/2, u ∈ Fz0 satisfies the weighted

almost parabolic Signorini property at z0. For 0 < κ < κ0, set

Wκ,α,ε,δ,ρ(r, u, z0)

:=
ear

α

r2κ+2 − ρ2κ+2

(∫
Sr(t0)\Sρ(t0)

(
2(t0 − t)|∇u|2 − κ(1− brε)u2

)
Gz0 dxdt

+ ∥u∥2Fz0
e−

1
r r−δ

)
,

where constants a, b are as in Lemma 3.1

a =
8(κ+ 1)

α
, b =

128(κ0 + 1)

ε
.

(i) For 0 < ρ < r < r0 = r0(κ0, ε) =
r0(ε)

κ
2/ε
0

with ρ/r ≤ 1/
√
2,

(3.15)
d

dr
Wκ,α,ε,δ,ρ(r, u, z0)

≥ (4κ+ 2)r2κ+1ρ2κ+2

πn/2(r2κ+2 − ρ2κ+2)2

∫
Rn

(ũ(y,−2 ln ρ)− ũ(y,−2 ln r))2e−|y|2 dy,

where ũ = ũκ is as in (3.5).

(ii) When ρ = 0, for Wκ,α,ε,δ =Wκ,α,ε,δ,0 and 0 < r < r0 = r0(κ0, α, ε) =
r0(α,ε)

κ
2/ε
0

,

(3.16)
d

dr
Wκ,α,ε,δ(r, u, z0)

≥ κ

2r2κ+3−ε/2

∣∣∣∣∫
Sr

(κu− (x− x0) · ∇u− 2(t− t0)∂tu)uGz0

∣∣∣∣ .
Although we work with Wκ,α,ε,δ throughout most of this paper, the monotonicity

of Wκ,α,ε,δ,ρ will be used when we establish the rotation estimate in Lemma 6.1.

Proof. The proof is divided into several steps.

Step 1. Without loss of generality, we assume z0 = 0. We write for simplicity
Wκ,ρ = Wκ,α,ε,δ,ρ. Let w be the homogeneous replacement as in (3.7). Note that
we can write

Wκ,ρ(r, u) = Φ(r)

∫
Sr\Sρ

(−2t)|∇u|2G−Ψ(r)

∫
Sr\Sρ

κu2G+Φ(r)∥u∥2F0
e−

1
r r−δ,

where Φ(r) = earα

r2κ+2−ρ2κ+2 and Ψ(r) = (1−brε)earα

r2κ+2−ρ2κ+2 are as in Lemma 3.1. Then, by

using (3.14) and (3.1), we deduce

d

dr
Wκ,ρ(r, u)

= Φ′(r)

∫
Sr\Sρ

(−2t)|∇u|2G−Ψ′(r)

∫
Sr\Sρ

κu2G+ 2rΦ(r)

∫
Rn×{−r2}

2r2|∇u|2G

− 2rΨ(r)

∫
Rn×{−r2}

κu2G+ ∥u∥2F0

d

dr

(
Φ(r)e−

1
r r−δ

)
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=
Φ′(r)

1− rα

∫
Sr\Sρ

((1− rα)(−2t)|∇u|2 − κu2)G+

(
Φ′(r)

1− rα
−Ψ′(r)

)∫
Sr\Sρ

κu2G

+ 2rΦ(r)

∫
Rn×{−r2}

2r2|∇u|2G− 2rΨ(r)

∫
Rn×{−r2}

κu2G

+ ∥u∥2F0

d

dr

(
Φ(r)e−

1
r r−δ

)
≥ Φ′(r)

1− rα

(∫
Sr\Sρ

[
(1 + rα)(−2t)|∇w|2 − κw2 − 2(κu− x · ∇u− 2t∂tu)(u− w)

+ (κ+ 2rα)(u− w)2
]
G+ 2∥u∥2F0

e−
1
r

)
+

(
Φ′(r)

1− rα
−Ψ′(r)

)∫
Sr\Sρ

κu2G+ 2rΦ(r)

∫
Rn×{−r2}

2r2|∇u|2G

− 2rΨ(r)

∫
Rn×{−r2}

κu2G+ ∥u∥2F0

d

dr

(
Φ(r)e−

1
r r−δ

)
= I + II + III + IV + V,

where

I =
Φ′(r)(1 + rα)

1− rα

∫
Sr\Sρ

(−2t)|∇w|2G+ 2rΦ(r)

∫
Rn×{−r2}

2r2|∇u|2G,

II = − Φ′(r)

1− rα

∫
Sr\Sρ

κw2G− 2rΨ(r)

∫
Rn×{−r2}

κu2G,

III =
Φ′(r)

1− rα

∫
Sr\Sρ

[
−2(κu− x · ∇u− 2t∂tu)(u− w) + (κ+ 2rα)(u− w)2

]
G,

IV =

(
Φ′(r)

1− rα
−Ψ′(r)

)∫
Sr\Sρ

κu2G,

V =
2Φ′(r)∥u∥2F0

e−
1
r

1− rα
+ ∥u∥2F0

d

dr

(
Φ(r)e−

1
r r−δ

)
.

Step 2. In this step, we estimate the terms I-V . We begin with I and II. By using
the homogeneity of w, we can directly compute∫

Sr\Sρ

(−2t)|∇w|2G =
r2κ+2 − ρ2κ+2

(κ+ 1)r2κ

∫
Rn×{−r2}

2r2|∇u|2Gdx,∫
Sr\Sρ

w2G =
r2κ+2 − ρ2κ+2

(κ+ 1)r2κ

∫
Rn×{−r2}

u2Gdx.

Combining these equalities with (3.3) and (3.4), we obtain

I =

(
Φ′(r)(1 + rα)

1− rα
+ 2rΦ(r)

(κ+ 1)r2κ

r2κ+2 − ρ2κ+2

)∫
Sr\Sρ

(−2t)|∇w|2G ≥ 0,

and

II =

(
− Φ′(r)

1− rα
− 2rΨ(r)

(κ+ 1)r2κ

r2κ+2 − ρ2κ+2

)∫
Sr\Sρ

κw2G

≥ (2κ+ 2− ε/8) bΦ(r)r2κ+1+ε

r2κ+2 − ρ2κ+2

∫
Sr\Sρ

κw2G.



FREE BOUNDARY FOR ALMOST MINIMIZERS OF PARABOLIC SIGNORINI PROBLEM 13

Next, we estimate III. Note that

Φ′(r) = (aαrα(r2κ+2 − ρ2κ+2)− (2κ+ 2)r2κ+2)
Φ(r)

r(r2κ+2 − ρ2κ+2)

≤ (aαrα − (2κ+ 2))
Φ(r)r2κ+1

r2κ+2 − ρ2κ+2

≤ −(2κ+ 1)
Φ(r)r2κ+1

r2κ+2 − ρ2κ+2
, r <

1

(16κ0)1/α
.

This, along with (3.12), produces

III = − Φ′(r)

1− rα

(
2ρ2κ+2

πn/2

∫
Rn

(ũ(y,−2 ln ρ)− ũ(y,−2 ln r))2e−|y|2 dy

+ (κ+ 2− 2rα)

∫
Sr\Sρ

(u− w)2G

)
≥ (4κ+ 2)Φ(r)r2κ+1ρ2κ+2

πn/2(r2κ+2 − ρ2κ+2)

∫
Rn

(ũ(y,−2 ln ρ)− ũ(y,−2 ln r))2e−|y|2 dy

+
(2κ+ 1)(κ+ 1)Φ(r)r2κ+1

r2κ+2 − ρ2κ+2

∫
Sr\Sρ

(u− w)2G.

Regarding IV , we simply use (3.2) to get

IV ≥ − (2κ+ 2− ε/4) bΦ(r)r2κ+1+ε

r2κ+2 − ρ2κ+2

∫
Sr\Sρ

κu2G.

Finally, to deal with V , we recall the inequality r2κ+2 − ρ2κ+2 ≥ 1
2r

2κ+2 to get

Φ′(r) =

(
aαrα − (2κ+ 2)r2κ+2

r2κ+2 − ρ2κ+2

)
Φ(r)

r
≥ (aαrα − 4(κ+ 1))

Φ(r)

r
,

which yields

V

∥u∥2F0

=
2e−

1
r

1− rα
Φ′(r) + Φ′(r)e−

1
r r−δ +

(
1

r
− δ

)
Φ(r)

r
e−

1
r r−δ

≥
((

2

1− rα
+ r−δ

)
(aαrα − 4(κ+ 1)) +

(
1

r
− δ

)
r−δ

)
Φ(r)

r
e−

1
r

≥ 0, 0 < r <
r0(ε)

κ0
.

Step 3. By combining the results in Step 1 and Step 2, we get

r2κ+2 − ρ2κ+2

Φ(r)r2κ+1

d

dr
Wκ,ρ(r, u)

≥ (2κ+ 2− ε/8)κbrε
∫
Sr\Sρ

w2G+ (2κ+ 1)(κ+ 1)

∫
Sr\Sρ

(u− w)2G

− (2κ+ 2− ε/4)κbrε
∫
Sr\Sρ

u2G

+
(4κ+ 2)ρ2κ+2

πn/2

∫
Rn

(ũ(y,−2 ln ρ)− ũ(y,−2 ln r))2e−|y|2 dy.
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On the other hand, we take µ = ε
12(2κ+2−ε/4) , which is tailor-made to satisfy

1+µ = 2κ+2−ε/6
2κ+2−ε/4 , and apply Young’s inequality to have that for 0 ≤ ρ < r < r0(α,ε)

κ
2/ε
0

,

(2κ+ 2− ε/8)κbrε
∫
Sr\Sρ

w2G+ (2κ+ 1)(κ+ 1)

∫
Sr\Sρ

(u− w)2G

− (2κ+ 2− ε/4)κbrε
∫
Sr\Sρ

u2G

≥ (2κ+ 2− ε/8)κbrε
∫
Sr\Sρ

w2G+ (2κ+ 1)(κ+ 1)

∫
Sr\Sρ

(u− w)2G

− (2κ+ 2− ε/4)κbrε

(
(1 + µ)

∫
Sr\Sρ

w2G+ (1 + 1/µ)

∫
Sr\Sρ

(u− w)2G

)

=
1

24
εκbrε

∫
Sr\Sρ

w2G

+ ((2κ+ 1)(κ+ 1)− (2κ+ 2− ε/4)κbrε(1 + 1/µ))

∫
Sr\Sρ

(u− w)2G

≥ 5κ(κ+ 1)rε
∫
Sr\Sρ

w2G+ κ(κ+ 1)

∫
Sr\Sρ

(u− w)2G.

By combining the precious two inequalities, we deduce

(3.17)
r2κ+2 − ρ2κ+2

Φ(r)r2κ+1

d

dr
Wκ,ρ(r, u)

≥ 5κ(κ+ 1)rε
∫
Sr\Sρ

w2G+ κ(κ+ 1)

∫
Sr\Sρ

(u− w)2G

+
(4κ+ 2)ρ2κ+2

πn/2

∫
Rn

(ũ(y,−2 ln ρ)− ũ(y,−2 ln r))2e−|y|2 dy.

This gives (3.15).

Step 4. The purpose of this step is to obtain (3.16). To this aim, we let ρ = 0, and
observe that (ũ− w̃)ũ = 0 on Rn × {−2 ln r} and that for any y ∈ Rn

lim
τ→∞

∣∣∣(ũ(y, τ)− w̃(y, τ))ũ(y, τ)e−(κ+1)τ
∣∣∣ ≤ lim

τ→∞

(
2∥u∥2L∞(S1)

e−τ
)
= 0.

It then follows that∫
Sr

(κu− x · ∇u− 2t∂tu)uG

=
2

πn/2

∫
Rn×(−2 ln r,∞)

(∂τ (ũ− w̃))ũe−|y|2e−(κ+1)τ dydτ

= − 2

πn/2

∫
Rn×(−2 ln r,∞)

(ũ− w̃)(∂τ ũ)e
−|y|2e−(κ+1)τ dydτ

+
2(κ+ 1)

πn/2

∫
Rn×(−2 ln r,∞)

(ũ− w̃)ũe−|y|2e−(κ+1)τ dydτ

= −
∫
Sr

(u− w)(κu− x · ∇u− 2t∂tu)Gdxdt+ 2(κ+ 1)

∫
Sr

(u− w)uGdxdt
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= −(κ+ 1)

∫
Sr

(u− w)2G+ 2(κ+ 1)

∫
Sr

(u− w)uG

= (κ+ 1)

∫
Sr

(u− w)2G+ 2(κ+ 1)

∫
Sr

(u− w)wG,

where we used (3.9) in the first step and (3.13) in the fourth equality. Thus∣∣∣∣∫
Sr

(κu− x · ∇u− 2t∂tu)uG

∣∣∣∣ ≤ 2(κ+ 1)r−ε/2

∫
Sr

(u− w)2G+ (κ+ 1)rε/2
∫
Sr

w2G.

Therefore, by combining this with (3.17), we conclude that

κ

2
rε/2

∣∣∣∣∫
Sr

(κu− x · ∇u− 2t∂tu)uG

∣∣∣∣ ≤ κ(κ+ 1)

∫
Sr

(u− w)2G+
κ(κ+ 1)

2
rε
∫
Sr

w2G

≤ r

Φ(r)

d

dr
Wκ(r, u).

This implies (3.16). □

Next, we deal with the Almgren-type frequency in the parabolic setting. Poon
proved in [Poo96] that if u is a caloric function in S1 (i.e., ∆u − ∂tu = 0 in S1),
then its caloric frequency

N(r, u, z0) :=
r2
∫
Rn×{t0−r2} |∇u|

2Gz0dx∫
Rn×{t0−r2} u

2Gz0dx

is monotone nondecreasing in r ∈ (0, 1). Concerning the parabolic Signorini problem,
[DGPT17] considered its averaged version

N0(r, u, z0) :=

∫
Sr(t0)

2(t0 − t)|∇u|2Gz0∫
Sr(t0)

u2Gz0

,

and proved the generalized frequency formula related to N0 when z0 is a free
boundary point. For almost minimizers, we need some modifications on N0. Given
free boundary point z0 ∈ Γ(u) ∩Q′

1/2, we let

Nδ(r, u, z0) :=

∫
Sr(t0)

2(t0 − t)|∇u|2Gz0 + ∥u∥2Fz0
e−

1
r r−δ∫

Sr(t0)
u2Gz0

.

We then define the multiplicative modification of Nδ

Ñκ0,ε,δ(r, u, z0) :=
1

1− brε
Nδ(r, u, z0),

where b is as in Theorem 3.3 (or Lemma 3.1), as well as the truncation of Ñκ0,ε,δ

N̂κ0,ε,δ(r, u, z0) := min{Ñκ0,ε,δ(r, u, z0), κ0}, 0 < r < r0 = r0(κ0, ε) =
r0(ε)

κ
2/ε
0

.

When z0 = 0, we simply write N0(r, u), Nδ(r, u), etc.
As demonstrated in [JP21, Theorem 5.4], the monotonicity of Wκ,α,ε,δ readily

implies that of the truncated frequency N̂κ0,ε,δ.

Theorem 3.4 (Almgren-type monotonicity formula). Let u, z0, κ0, δ, ε be as in

Theorem 3.3. Then N̂κ0,ε,δ(r, u, z0) is nondecreasing in 0 < r < r0 = r0(κ0, ε) =
r0(ε)

κ
2/ε
0

.
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Proof. We may assume without loss of generality z0 = 0. Take r0 = r0(κ0, ε) small

so that 1− brε > 0. If N̂κ0,ε,δ(r, u) < κ for some r ∈ (0, r0) and κ ∈ (0, κ0), then

Wκ,α,ε,δ(r, u) =
ear

α

r2κ+2
(1− brε)

(∫
Sr

u2G

)
(Ñκ0,ε,δ(r, u)− κ) < 0.

For any 0 < s < r, we have by Theorem 3.3 that Wκ,α,ε,δ(s, u) ≤Wκ,α,ε,δ(r, u) < 0,

and hence N̂κ0,ε,δ(s, u) < κ, as desired. □

4. Almgren rescalings and blowups

The main objective of this section is to derive the proper lower bound for the
frequency for almost minimizers at free boundary points. For this purpose, we deal
with so-called Almgren blowups, which become global solutions of the parabolic
Signorini problem. It is known that even-symmetric (in xn-variable) solutions
possess the minimal frequency of 3/2.

In the study of the Signorini problem (both in elliptic and parabolic settings),
the even symmetry of the solution with respect to the thin space is imperative.
The symmetry ensures that the growth rate of the solution over the “thick” strip
Sr(z0) match that over the “thin” strip S′

r(z0). This allows us to extract the
information about the behavior of solutions on the thin space using the Almgren-
type monotonicity formula.

In the case of solutions of the parabolic Signorini problem, the symmetry assump-
tion is not resrictive, because if u is a solution then its even symmetrization

u∗(x′, xn, t) =
u(x′, xn, t) + u(x′,−xn, t)

2

is still a solution. However, this property is not available for almost minimizers,
as the even symmetrization can disrupt the almost Signorini property, even in the
time-independent case (see [JPS24, Example 6.1]).

Therefore, in the remainder of this paper, we assume that the almost minimizer
u is even symmetric in xn-variable.

Next, we introduce another type of competitor for u ∈ Fz0 aside from homogeneous
replacement. We say that v is a parabolic Signorini replacement of u in Sr(t0) if v is
the solution of a parabolic Signorini problem in Sr(t0) with v = u on Rn ×{t0 − r2}
and v − u ∈ L2(t0 − r2, t0;W

1,2
0 (Rn, Gz0)).

We remark that the regularity assumption on u ∈ Fz0 is not sufficient to ensure
the existence of its parabolic Signorini replacement. To rectify this issue, we consider
convolutions with mollifiers. For a standard mollifier φ = φ(x) in Rn and a small
constant µ > 0, we let φµ(x) := (1/µ)nφ(x/µ). We set

uµ(x, t) := u ∗ φµ(x, t), (x, t) ∈ S1.(4.1)

Then uµ(·,−r2) ∈ W 2
∞(Rn) for a.e. r ∈ (0, 1) and ∥uµ − u∥Fz0

→ 0 as µ → 0. By
Theorem A.1, for such r, there exists a unique parabolic Signorini replacement of
uµ in Sr.

Remark 4.1. If u is an almost minimizer for the parabolic Signorini problem, then
uµ satisfies the almost parabolic Signorini property in Sr, 0 < r < 1, with a gauge

function η(r) = rα/2 and additional additive error C(n, α)∥u− uµ∥2Fz0
.
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Indeed, we assume without loss of generality z0 = 0. Since v := u− uµ + vµ is a
valid competitor of u in Sr, we have by (1.2) and Young’s inequality∫

Sr

(1− rα/2)(−t)|∇uµ|2G+ (−x · ∇uµ − 2t∂tuµ)(uµ − vµ)G

=

∫
Sr

(1− rα/2)(−t)|∇u+∇(uµ − u)|2G+ (−x · ∇u− 2t∂tu)(u− v)G

+ (−x · ∇(uµ − u)− 2t∂t(uµ − u))(uµ − vµ)G

≤
∫
Sr

(1− rα)(−t)|∇u|2G+ (−x · ∇u− 2t∂tu)(u− v)G

+ C(r)∥u− uµ∥2F0
+ rα

∫
Sr

(uµ − vµ)
2G

≤ (1 + rα)

∫
Sr

(−t)|∇v|2G+ rα
∫
Sr

(u− v)2G+ ∥u∥2F0
e−

1
r

+ C(r)∥u− uµ∥2F0
+ rα

∫
Sr

(uµ − vµ)
2G

≤ (1 + rα/2)

∫
Sr

(−t)|∇vµ|2G+ 2rα/2
∫
Sr

(uµ − vµ)
2G+ ∥uµ∥2F0

e−
1
r

+ C(r)∥u− uµ∥2F0
.

Lemma 4.2. Let u ∈ Fz0 satisfy the almost parabolic Signorini property at a point
z0 ∈ Q′

1/2. Suppose that u has a parabolic Signorini replacement v in Sr(t0). Then

there exist constants r0 > 0 and C > 0, depending only on α, such that if 0 < r < r0,∫
Sr(t0)

(t0 − t)|∇(u− v)|2Gz0 ≤ Crα
∫
Sr(t0)

(t0 − t)|∇u|2Gz0 + C∥u∥2Fz0
e−

1
r ,(4.2) ∫

Sr(t0)

(u− v)2Gz0 ≤ Crα
∫
Sr(t0)

(t0 − t)|∇u|2Gz0 + C∥u∥2Fz0
e−

1
r .(4.3)

Proof. We may assume without loss of generality z0 = 0. By the variational
inequality of v, we have∫

Sr

(−2t)∇v∇(v − u)G+ (−x · ∇v − 2t∂tv)(v − u)G ≤ 0.(4.4)

Moreover, by applying (1.2), we have∫
Sr

((1− rα)(−t)|∇u|2 + (−x · ∇u− 2t∂tu)(u− v))G

≤ (1 + rα)

∫
Sr

(−t)|∇v|2G+ rα
∫
Sr

(u− v)2G+ ∥u∥2F0
e−

1
r ,

which is equivalent to∫
Sr

(−t)|∇u|2G−
∫
Sr

(−t)|∇v|2G

≤ rα
∫
Sr

(−t)(|∇u|2 + |∇v|2)G+ rα
∫
Sr

(u− v)2G

+

∫
Sr

(−x · ∇u− 2t∂tu)(v − u)G+ ∥u∥2F0
e−

1
r .



18 SEONGMIN JEON AND ARSHAK PETROSYAN

This, combined with (4.4), gives∫
Sr

(−t)|∇(u− v)|2G

=

∫
Sr

(−t)|∇u|2G−
∫
Sr

(−t)|∇v|2G+ 2

∫
Sr

(−t)∇(v − u)∇vG

≤ rα
∫
Sr

(−t)(|∇u|2 + |∇v|2)G+

∫
Sr

(−x · ∇u− 2t∂tu)(v − u)G

+ rα
∫
Sr

(u− v)2G+ ∥u∥2F0
e−

1
r −

∫
Sr

(−x · ∇v − 2t∂tv)(v − u)G

=

∫
Sr

(−x · ∇(u− v)− 2t∂t(u− v))(v − u)G+ rα
∫
Sr

(−t)(|∇u|2 + |∇v|2)G

+ rα
∫
Sr

(u− v)2G+ ∥u∥2F0
e−

1
r .

To compute the first term in the last line, we consider ũ(y, τ) := u
(
2e−

τ
2 y,−e−τ

)
and ṽ(y, τ) := v

(
2e−

τ
2 y,−e−τ

)
, which correspond to (3.5) with κ = 0. Since

ũ− ṽ = 0 on Rn × {−2 ln r}, we have by integration by parts∫
Sr

(−x · ∇(u− v)− 2t∂t(u− v))(v − u)G

=
2

πn/2

∫
Rn×(−2 ln r,∞)

(∂τ (ũ− ṽ))(ṽ − ũ)e−|y|2e−τ dydτ

= − 1

πn/2

∫
Rn×(−2 ln r,∞)

∂τ
(
(ũ− ṽ)2

)
e−|y|2e−τ dydτ

≤ − 1

πn/2

∫
Rn×(−2 ln r,∞)

(ũ− ṽ)2e−|y|2e−τ dydτ

= −
∫
Sr

(u− v)2Gdxdt.

(4.5)

It then follows that∫
Sr

(−t)|∇(u− v)|2G ≤ rα
∫
Sr

(−t)(|∇u|2 + |∇v|2)G+ ∥u∥2F0
e−

1
r .(4.6)

This gives∫
Sr

(−t)|∇v|2G ≤ 2

∫
Sr

(−t)|∇u|2G+ 2

∫
Sr

(−t)|∇(u− v)|2G

≤ 4

∫
Sr

(−t)|∇u|2G+ 2rα
∫
Sr

(−t)|∇v|2G+ 2∥u∥2F0
e−

1
r ,

which implies∫
Sr

(−t)|∇v|2G ≤ C

∫
Sr

(−t)|∇u|2G+ C∥u∥2F0
e−

1
r , r < r(α).(4.7)

By combining this with (4.6), we obtain (4.2).
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Regarding (4.3), we use the almost parabolic Signorini property of u and the
parabolic Signorini property of v (i.e., equations (1.2) and (1.1)) to have∫

Sr

(−t)|∇u|2G+

∫
Sr

(−x · ∇u− 2t∂tu)(u− v)G

≤
∫
Sr

(−t)|∇v|2G+ rα
∫
Sr

(u− v)2G+ ∥u∥2F0
e−

1
r + rα

∫
Sr

(−t)(|∇u|2 + |∇v|2)G

≤
∫
Sr

(−t)|∇u|2G−
∫
Sr

(−x · ∇v − 2t∂tv)(v − u)G

+ rα
∫
Sr

(u− v)2G+ ∥u∥2F0
e−

1
r + rα

∫
Sr

(−t)(|∇u|2 + |∇v|2)G,

and thus∫
Sr

(−x · ∇(u− v)− 2t∂t(u− v))(u− v)G

≤ rα
∫
Sr

(u− v)2G+ ∥u∥2F0
e−

1
r + rα

∫
Sr

(−t)(|∇u|2 + |∇v|2)G.

This, together with (4.5), gives∫
Sr

(u− v)2G ≤ Crα
∫
Sr

(−t)(|∇u|2 + |∇v|2)G+ C∥u∥2F0
e−

1
r .

Finally, by combining this and (4.7), we conclude (4.3). □

Corollary 4.3. Suppose that u ∈ Fz0 satisfies the almost Signorini property at
z0 ∈ Q′

1/2. For uµ as in (4.1), let vµ be the parabolic Signorini replacement of uµ
in Sr(t0). Then there are r0 > 0 and C > 0, depending only on α, such that for
0 < r < r0∫

Sr(t0)

(t0 − t)|∇(uµ − vµ)|2Gz0 ≤ Crα/2
∫
Sr(t0)

|∇uµ|2Gz0 + C∥uµ∥2Fz0
e−

1
r

+ C0(n, α)∥u− uµ∥2Fz0
,∫

Sr(t0)

(uµ − vµ)
2Gz0 ≤ Crα/2

∫
Sr(t0)

|∇uµ|2Gz0 + C∥uµ∥2Fz0
e−

1
r

+ C0(n, α)∥u− uµ∥2Fz0
.

Proof. For the proof, we can use the almost parabolic Signorini property of uµ
(Remark 4.1) and follow the argument in Lemma 4.2. □

For z0 = (x0, t0) ∈ Γ(u) ∩Q′
1/2 and 0 < r < 1/2, consider the Almgren rescaling

of u at z0

uAz0,r(x, t) :=
u(rx+ x0, r

2t+ t0)(
1
r2

∫
Sr(t0)

u2Gz0

)1/2 , (x, t) ∈ Q1/(2r).

It satisfies the normalization and scaling properties∫
S1

(uAz0,r)
2G = 1,

N0(ρ, uAz0,r, 0) = N0(ρr, u, z0), ρ < 1/(2r).
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We will call the limits of uAz0,r over any sequence r = rj → 0+ Almgren blowups of

u at z0, denoted by uAz0,0. When z0 = 0, we simply write uAr = uA0,r and uA0 = uA0,0.

Proposition 4.4 (Existence of Almgren blowups). Let z0 ∈ Q′
1/2 ∩ Γ(u) be such

that N̂κ0,δ(0+, u, z0) = κ < κ0 for some 0 < δ < 2 and κ0 > 2. Then every sequence
of Almgren rescalings uAz0,rj , with rj → 0+, contains a subsequence, still denoted by

rj, such that for a function uAx0,0 ∈W 1,0
2,loc(S1, G) ∩ C1,0

loc (Q
±
1 ∪Q′

1)

uAz0,rj → uAz0,0 in W 1,0
2,loc(S1, G),

uAz0,rj → uAz0,0 in C1,0
loc (Q

±
1 ∪Q′

1).

Moreover, uAz0,0 is a nonzero solution of the parabolic Signorini problem in S1, even
in xn.

Proof. We may assume without loss of generality z0 = 0. From N̂κ0,δ(0+, u) = κ <

κ0, we have Nδ(0+, u) = N̂κ0,δ(0+, u) = κ, and thus Nδ(rj , u) < κ0 for small rj .
For such rj ,∫

S1

(−2t)|∇uArj |
2G = N0(1, uArj ) = N0(rj , u) ≤ Nδ(rj , u) < κ0.(4.8)

Combining this with
∫
S1

(
uArj

)2
G = 1, we see that uArj is bounded in W 1,0

2 (S1, G).

Thus, there is a function uA0 ∈W 1,0
2,loc(S1, G) such that up to a subsequence

uArj → uA0 weakly in W 1,0
2,loc(S1, G).

Moreover, it is easy to see that each uArj is an unweighted almost minimizers in

Q1/(2rj) with gauge function ηrj (ρ) = (rjρ)
α ≤ ρα. Thus, for small ε > 0 and

K ⋐ Q1 ∩ {t ≤ −ε}, we have by Theorem 2.1

∥uArj∥Cα,α/2(K) + ∥∇uArj∥Cβ,β/2(K±∩K′) ≤ C(n,K, α, ε)∥uArj∥W 1,0
2 (Q1∩{t≤−ε})

≤ C(n,K, α, ε)∥uArj∥W 1,0
2 (S1,G).

This, along with the boundedness of {uArj} in W 1,0
2 (S1, G), yields

uArj → uA0 in C1,0
loc ((Q

±
1 ∪Q′

1) ∩ {t ≤ −ε}).

Taking ε↘ 0 and using Cantor’s diagonal argument, we infer that over a subsequence
r = rj ↘ 0

uArj → uA0 in C1,0
loc (Q

±
1 ∪Q′

1).

Now, for each rj , we take µj > 0 small so that the convolution (uArj )µj
= uArj ∗ φµj

as in (4.1) satisfies C0(rj , α)∥(uArj )µj − uArj∥
2
F0

→ 0 as rj → 0, where C0(rj , α) is as

in Corollary 4.3. Since (uArj )µj (·,−r2) ∈ W 2
∞(Rn) for a.e. r ∈ (0, 1), we have the

following by Theorem A.1: by considering S1−ε with small ε > 0 if necessary, we
may assume that there exists the parabolic Signorini replacement (vrj )µj

of (uArj )µj

in S1. By Corollary 4.3, (4.8) and the bound Nδ(rj , u) < κ0, we have∫
S1

(−t)|∇(uArj − (vrj )µj )|2G

≤ 2

∫
S1

(−t)|∇((uArj )µj − (vrj )µj )|2G+ 2∥(uArj )µj − uArj∥
2
F0
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≤ Cr
α/2
j

∫
S1

(−t)|∇(uArj )µj
|2G+ C∥(uArj )µj

∥2F0
e
− 1

rj

+ C(α)C0(rj , α)∥(uArj )µj − uArj∥
2
F0

≤ Cr
α/2
j

∫
S1

(−t)|∇uArj |
2G+ C∥uArj∥

2
F0
e
− 1

rj + C(α)C0(rj , α)∥(uArj )µj
− uArj∥

2
F0

≤ Cκ0r
α/2
j + CNδ(rj , u)e

− 1
rj + C(α)C0(rj , α)∥(uArj )µj

− uArj∥
2
F0

→ 0 as rj → 0 + .

Similarly, we can obtain∫
S1

(uArj − (vrj )µj )
2G→ 0 as rj → 0 + .

These estimates, combined with the boundedness of uArj in W 1,0
2 (S1, G), implies that

(vrj )µj
is also bounded in W 1,0

2 (S1, G) and

uArj − (vrj )µj
→ 0 strongly in W 1,0

2,loc(S1, G),

and hence

(vrj )µj
→ uA0 weakly in W 1,0

2,loc(S1, G).

Given this convergence and the fact that each (vrj )µj
is a solution of the parabolic

Signorini problem, we can follow the proof of [DGPT17, Theorem 7.3] to obtain
that uA0 is a solution of the parabolic Signorini problem in S1 ([DGPT17, Theorem

7.3 iii)]) and that (vrj )µj
is bounded in W 2,1

2 (S1, G) ([DGPT17, Theorem 7.3 i)]).

The latter gives (vrj )
2
µj
G→

(
uA0
)2
G strongly in L1(S1), which combined with the

observation

2

∫
S1

(vrj )
2
µj
G ≥

∫
S1

(
uArj

)2
G− 2

∫
S1

(uArj − (vrj )µj )
2G→ 1 as rj → 0+,

produces
∫
S1

(
uA0
)2
G = limrj→0+

∫
S1
(vrj )

2
µj
G ≥ 1/2, and hence uA0 ̸≡ 0 in S1. This

completes the proof. □

In the subsequent lemma, we show that the additional exponential term present
in Nδ is insignificant, as previously mentioned. This enables us to employ the results
established in [DGPT17] while proving a lower bound on Almgren’s frequency for
almost minimizers in Lemma 4.6.

Lemma 4.5. Suppose u satisfies the almost parabolic Signorini property at z0 ∈
Γ(u) ∩Q′

1/2. If N̂κ0,δ(0+, u, z0) = κ < κ0 for some 0 < δ < 2 and κ0 > 2, then

lim
r→0

N0(r, u, z0) = lim
r→0

∫
Sr(t0)

2(t0 − t)|∇u|2Gz0∫
Sr(t0)

u2Gz0

= κ.

Proof. Without loss of generality, we may assume z0 = 0. From N̂κ0,δ(0+, u) = κ <
κ0, we have Nδ(0+, u) = κ, thus it is enough to show

lim
r→0

∥u∥2F0
e−

1
r r−δ∫

Sr
u2G

= 0.
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To this aim, we assume to the contrary that

lim sup
r→0

∥u∥2F0
e−

1
r r−δ∫

Sr
u2G

= a0 ∈ (0, κ].

Then we have for some sequence r = rj ↘ 0

∥u∥2F0
e
− 1

rj r−δ
j∫

Srj
u2G

>
a0
2

and

∫
Srj

(−2t)|∇u|2G∫
Srj

u2G
> κ− 2a0.

Fix ε ∈ (0, α) and for δ′ = δ+ε/4, consider Nδ′(r, u) =
∫
Sr

(−2t)|∇u|2G+∥u∥2
F0

e−
1
r r−δ′∫

Sr
u2G

.

Then for r = rj ,

Nδ′(rj , u) =

∫
Srj

(−2t)|∇u|2G∫
Srj

u2G
+

∥u∥2F0
e
− 1

rj r−δ
j∫

Srj
u2G

r
−ε/4
j >

a0
2
r
−ε/4
j + κ− 2a0.

Thus, we have for any κ1 > κ0

Ñκ1,ε,δ′(rj , u) ≥ Nδ′(rj , u) >
a0
2
r
−ε/4
j + κ− 2a0,

and hence

N̂κ1,δ′(0+, u) = lim
rj→0

min{Ñκ1,ε,δ′(rj , u), κ1} = κ1.(4.9)

On the other hand, since Nδ(0+, u) = κ, there is s0 > 0, independent of κ1,
such that Nδ(r, u) < 2κ for r < s0. Moreover, by Theorem 3.4, there is a constant

c0 = c0(ε) > 0 such that for any κ1 > κ0 and 0 < δ < 2, N̂κ1,ε,δ(r, u) is nondecreasing
in 0 < r < 2c0

κ
2/ε
1

. By taking c0 smaller if necessary, we may assume c0 < s0. Note

that if κ1 is sufficiently large, then 1− 128(κ1+1)
ε · c0(ε)

ε

κ2
1

> 1/2. Moreover, we have

for 0 < r < 2c0
κ
2/ε
0

Nδ′(r, u) =

∫
Sr
(−2t)|∇u|2G∫

Sr
u2G

+
∥u∥2F0

e−
1
r r−δ∫

Sr
u2G

r−ε/4 ≤ Nδ(r, u)r
−ε/4 ≤ 2κr−ε/4.

It then follows that

Ñκ1,ε,δ′

(
c0

κ
2/ε
1

, u

)
=

1

1− 128(κ1+1)
ε

(
c0

κ
2/ε
1

)εNδ′

(
c0

κ
2/ε
1

, u

)

≤ 4κ

(
c0

κ
2/ε
1

)−ε/4

≤ C(ε, κ, s0)κ
1/2
1 .

Therefore, we have for large κ1

N̂κ1,ε,δ′

(
c0

κ
2/ε
1

, u

)
≤ C(ε, κ, s0)κ

1/2
1 < κ1.

This, along with (4.9), contradicts the monotonicity of N̂κ1,ε,δ′ in

(
0, 2c0

κ
2/ε
1

)
. □
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Lemma 4.6. Let u be an almost minimizer for the parabolic Signorini problem in

Q1 and z0 ∈ Γ(u) ∩ Q′
1/2. If N̂κ0,δ(0+, u, z0) = κ < κ0 for some 0 < δ < 2 and

κ0 > 2, then

κ = 3/2 or κ ≥ 2.

Proof. Without loss of generality, we may assume z0 = 0. Let uA0 = limrj→0 u
A
rj be

an Almgren blowup. Recall that it is a solution of the parabolic Signorini problem
in S1. From Lemma 4.5, we find that for any 0 < ρ < 1

N0(ρ, uA0 ) = lim
rj→0

N0(ρ, uArj ) = lim
rj→0

N0(ρrj , u) = κ,

which implies that uA0 is parabolically homogeneous of degree κ in S1 (see the proof of
[DGPT17, Theorem 7.3]), and by homogeneity, can be extended to S∞. In addition,

by the Complementarity condition (Lemma 2.2), we have uA0 (0) = |∇uA0̂ (0)| = 0,

where ∇uA0̂ is the even extension of ∇uA0 from S+
1 to S1. Thus we can repeat

the proof of [DGPT17, Proposition 8.1] to get κ > 1. Then, it follows from
[DGPT17, Proposition 8.5] that either κ = 3/2 or κ ≥ 2. □

Corollary 4.7. Let u be an almost minimizer for the parabolic Signorini problem
in Q1 and z0 ∈ Γ(u) ∩Q′

1/2. Then for any κ0 > 2, ε ∈ (0, α] and 0 < δ < 2,

W3/2,α,ε,δ(r, u, z0) ≥ 0 for 0 < r < r0,

where r0 is as in Theorem 3.3.

Proof. The proof follows by using Lemma 4.6 and repeating the argument in
[JP21, Corollary 6.3]. □

5. Growth estimates

In this section we establish the optimal growth of almost minimizers at free
boundary points (Lemma 5.4).

Given κ ≥ 3/2, we define the κ-homogeneous rescalings of u at z0 = (x0, t0) ∈
Γ(u) ∩Q′

1/2 by

uz0,r(x, t) := u(κ)z0,r(x, t) =
u(x0 + rx, t0 + r2t)

rκ
, (x, t) ∈ S1.

Note that N̂κ0,δ(0+, u, z0) and Ñδ(0+, u, z0) are independent of α and ε.

Lemma 5.1 (Weak growth estimates). Suppose u satisfies the almost parabolic

Signorini property at z0 ∈ Γ(u)∩Q′
1/2. If N̂κ0,δ(0+, u, z0) ≥ κ ≥ 1 for some κ ≤ κ0,

κ0 > 2 and 0 < δ < 2, then for any 0 < ε̃ ≤ α/2 < 1,∫
Sr(t0)

u2Gz0 dxdt ≤ C(κ0, ε̃)∥u∥2Fz0
r2κ+2−ε̃,∫

Sr(t0)

2(t0 − t)|∇u|2Gz0 dxdt ≤ C(κ0, ε̃)∥u∥2Fz0
r2κ+2−ε̃

(5.1)

for 0 < r < r0 = r0(κ0, ε̃).
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Proof. Without loss of generality we assume z0 = 0. Note that for every ε =

2ε̃ ∈ (0, α], the condition N̂κ0,δ(0+, u) ≥ κ implies that N̂κ0,ε,δ(r, u) ≥ κ for

0 < r < r0(κ0, ε). Then we also have Ñκ0,ε,δ(r, u) ≥ κ for such r, and thus

Wκ,α,ε,δ(r, u) =
ear

α

r2κ+2

(∫
Sr

u2G

)
(1− brε)

(
Ñκ0,ε,δ(r, u)− κ

)
≥ 0.(5.2)

For ur = u
(κ)
0,r , we define

m(r) :=

∫
S1

u2rG =
1

r2κ+2

∫
Sr

u2G.(5.3)

Using

d

dr
ur(x, t) = − 1

rκ+1

(
κu(rx, r2t)− (rx) · ∇u(rx, r2t)− 2(r2t)∂tu(rx, r

2t)
)
,

we can compute

m′(r) = 2

∫
S1

ur(x, t)

(
d

dr
ur(x, t)

)
G(x, t) dxdt

= − 2

r2κ+1

∫
S1

u(rx, r2t)
(
κu(rx, r2t)− (rx) · ∇u(rx, r2t)

− 2(r2t)∂tu(rx, r
2t)
)
G(x, t) dxdt

= − 2

r2κ+3

∫
Sr

u(κu− x · ∇u− 2t∂tu)Gdxdt.

By applying Theorem 3.3, we further have

|m′(r)| = 2

r2κ+3

∣∣∣∣∫
Sr

u(κu− x · ∇u− 2t∂tu)G

∣∣∣∣ ≤ 4r−ε/2

κ

d

dr
Wκ,α,ε,δ(r, u).

This, along with (5.2), gives that for 0 < s < r < r0

|m(r)−m(s)| ≤
∫ r

s

|m′(ρ)| dρ ≤ 4

κ

∫ r

s

ρ−ε/2 d

dρ
Wκ,α,ε,δ(ρ, u) dρ

≤ 4s−ε/2

∫ r

s

d

dρ
Wκ,α,ε,δ(ρ, u) dρ ≤ 4s−ε/2Wκ,α,ε,δ(r, u).

In particular, we have

m(r) ≤ m(r0) + 4r−ε/2Wκ,α,ε,δ(r0, u).

This implies the first bound. The second one is then derived by utilizing the first
one and the monotonicity Wκ,α,ε,δ(r, u) ≤Wκ,α,ε,δ(r0, u). □

In the rest of this section, we remove the extra ε̃ > 0 in Lemma 5.1 and obtain
the optimal growth in the case of the least frequency κ = 3/2. To this end, we
first derive the polynomial decay estimate of the Weiss-type energy W3/2,α,ε,δ.
Following the approach in the elliptic counterpart [JP21], we achieve this decay by
utilizing the epiperimetric inequality. However, it is worth noting that employing the
epiperimetric inequality in our context is considerably more complex and technical.

Before we state the parabolic epiperimetric inequality from [Shi20], we introduce
two types of “standard” Weiss energy functionals that will be used in this section.

V 0
3/2(t, v) :=

1

(−t)3/2

∫
Rn

(
(−2t)|∇v(x, t)|2 − 3

2
v(x, t)2

)
G(x, t) dx,
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W 0
3/2(r, v) :=

1

r5

∫
Sr

(
(−2t)|∇v|2 − 3

2
v2
)
Gdxdt.

Theorem 5.2 (Epiperimetric Inequality [Shi20]). Let v be a solution of the parabolic
Signorini problem in S1. Then there is a dimensional constant ξ ∈ (0, 1) such that

V 0
3/2(t/e, v) ≤ (1− ξ)V 0

3/2(t, v), −1 < t < 0.

In fact, [Shi20, Proposition 2] states the epiperimetric inequality, expressed
with the Weiss energy of ṽκ(y, τ) = eκτ/2v(2e−τ/2y,−e−τ ), where κ = 3/2 (see
[Shi20, equation (7)]). This result can be reformulated as Theorem5.2, using the
Weiss energy of v instead (see [Shi20, equation (20)]).

Lemma 5.3. Fix κ0 > 2 and 0 < δ < 2. Suppose u satisfies the almost parabolic
Signorini property at z0 ∈ Γ(u) ∩Q′

1/2. Then there exists σ = σ(n, α) > 0 such that

for any ε ∈ (0, α],

0 ≤W3/2,α,ε,δ(r, u, z0) ≤ Crmin{σ,3ε/4}, 0 < r < r0(κ0, n, α, ε)(5.4)

with C = C(κ0, n, α, ε)∥u∥2Fz0
.

Proof. We split our proof into several steps.

Step 1. We may assume z0 = 0. We suppose that for r ∈ (0, 1) a.e., there exists a
parabolic Signorini replacement v of u in Sr. For the simplicity of the presentation,
we will derive (5.4) under this assumption in Step 1-Step 3 and consider the general
case without the existence assumption in Step 4.

By the epiperimetric inequality (Theorem 5.2) and the monotonicity of V 0
3/2

([Shi20, Lemma 2.2]), we get

r5W 0
3/2(r, v) =

∫ 0

−r2
(−t)3/2V 0

3/2(t, v) dt =

∞∑
m=0

∫ − r2

em+1

− r2

em

(−t)3/2V 0
3/2(t, v) dt

≤
∞∑

m=0

(1− ξ)m
∫ − r2

em+1

− r2

em

(−t)3/2V 0
3/2(e

mt, v) dt

=

∞∑
m=0

(
1− ξ

e

)m ∫ − r2

e

−r2

(
− s

em

)3/2
V 0
3/2(s, v) ds

≤
∞∑

m=0

(
1− ξ

e5/2

)m

V 0
3/2(−r

2, v)

∫ − r2

e

−r2
(−s)3/2 ds

=
r5(e5/2 − 1)

(5/2)(e5/2 + ξ − 1)
V 0
3/2(−r

2, v).

Thus

W 0
3/2(r, v) ≤

1− η

5/2
V 0
3/2(−r

2, v) =
1− η

5/2
V 0
3/2(−r

2, u),(5.5)

where η := ξ
e5/2+ξ−1

∈ (0, 1/e). On the other hand, by differentiating

r5W 0
3/2(r, u) =

∫ 0

−r2
(−t)3/2V 0

3/2(t, u) dt
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with respect to r, we obtain after simplification

V 0
3/2(−r

2, u) = (5/2)W 0
3/2(r, u) +

r

2

d

dr
W 0

3/2(r, u).(5.6)

This, along with (5.5), gives

W 0
3/2(r, v) ≤ (1− η)W 0

3/2(r, u) +

(
1− η

5

)
r
d

dr
W 0

3/2(r, u).(5.7)

For ε̃ = ε̃(α) ∈ (0, α) to be determined later, by applying (3.14) with κ = 3/2 and
Lemma 5.1, we have

W 0
3/2(r, u) =

rα

r5

∫
Sr

(−2t)|∇u|2G+
1

r5

∫
Sr

(
(1− rα)(−2t)|∇u|2 − 3

2
u2
)
G

≤ C(κ0, α)∥u∥2F0
rα−ε̃ + (1 + rα)W 0

3/2(r, v)

+
1

r5

∫
Sr

[
3/2rαv2 + (3/2 + 2rα)(u− v)2

− 2 (3/2u− x · ∇u− 2t∂tu) (u− v)
]
G+

2∥u∥2F0

r5
e−

1
r .

(5.8)

Combining this and (5.7), we obtain

W 0
3/2(r, u) ≤ (1 + rα)(1− η)W 0

3/2(r, u) + (1 + rα)

(
1− η

5

)
r
d

dr
W 0

3/2(r, u)

+
1

r5

∫
Sr

[
3/2rαv2 + (3/2 + 2rα)(u− v)2

− 2(3/2u− x · ∇u− 2t∂tu)(u− v)
]
G+ C(κ0, α, u)r

α−ε̃,

which is equivalent to

d

dr
W 0

3/2(r, u) ≥
5(η − rα(1− η))

(1 + rα)(1− η)

W 0
3/2(r, u)

r

+
5

(1 + rα)(1− η)r6

∫
Sr

[
− 3/2rαv2 − (3/2 + 2rα)(u− v)2

+ 2(3/2u− x · ∇u− 2t∂tu)(u− v)
]
G

− C(κ0, α, u)r
α−ε̃−1.

(5.9)

Step 2. In this step, we simplify (5.9) by estimating the second term in its right-hand
side. To this aim, we decompose

1

r6

∫
Sr

[
− 3/2rαv2 − (3/2 + 2rα)(u− v)2 + 2(3/2u− x · ∇u− 2t∂tu)(u− v)

]
G

= I + II + III.

Concerning II, we use Lemma 4.2 and Lemma 5.1 to get

II = −3/2 + 2rα

r6

∫
Sr

(u− v)2G ≥ −C

r6

(
rα
∫
Sr

(−t)|∇u|2 + ∥u∥2F0
e−

1
r

)
≥ −C(κ0, α, u)rα−ε̃−1.

(5.10)
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Regarding I, from (5.10) and Lemma 5.1 we infer

I ≥ −3rα

r6

(∫
Sr

u2G+

∫
Sr

(u− v)2G

)
≥ −C(κ0, α, u)rα−ε̃−1.(5.11)

It remains to consider III. Following the argument in the proof of Lemma 3.2, we
have for κ = 3/2∫

Sr

(κ(u− v)− x · ∇(u− v)− 2t∂t(u− v))(u− v)Gdxdt

=
1

πn/2

∫
Rn×(−2 ln r,∞)

∂τ ((ũ− ṽ)2)e−|y|2e−(κ+1)τ dydτ

≥ κ+ 1

πn/2

∫
Rn×(−2 ln r,∞)

(ũ− ṽ)2e−|y|2e−(κ+1)τ dydτ

≥ 0.

This, together with Young’s inequality, yields

III =
2

r6

∫
Sr

(3/2(u− v)− x · ∇(u− v)− 2t∂t(u− v))(u− v)G

+
2

r6

∫
Sr

(3/2v − x · ∇v − 2t∂tv)(u− v)G

≥ − 1

r6−ε̃

∫
Sr

(3/2v − x · ∇v − 2t∂tv)
2G− 1

r6+ε̃

∫
Sr

(u− v)2G.

(5.12)

The second term in the last line is estimated in (5.10). To estimate the first one, we
bring the following computation made in the proof of [DGPT17, Theorem 13.1]

d

dr
W 0

3/2(r, v) ≥
2

r6

∫
Sr

(3/2v − x · ∇v − 2t∂tv)
2G.

It then follows that

− 1

r6−ε̃

∫
Sr

(3/2v − x · ∇v − 2t∂tv)
2G

≥ −r
ε̃

2

d

dr
W 0

3/2(r, v)

= −rε̃−1V 0
3/2(−r

2, v) + 5/2rε̃−1W 0
3/2(r, v)

≥ −rε̃−1V 0
3/2(−r

2, u) +
5

2(1 + rα)
rε̃−1(W 0

3/2(r, u)− Crα−ε̃ + r(I + II + III))

≥ −Crα−ε̃−1 +O(rε̃)

(
W 0

3/2(r, u)

r

)
+O(rε̃)

(
d

dr
W 0

3/2(r, u)

)
− 5rε̃

2(1 + rα)

(
1

r6−ε̃

∫
Sr

(3/2v − x · ∇v − 2t∂tv)
2G

)
,

where we applied (5.6) for v in the third line, and used (5.8) in the fourth line and
(5.6), (5.10), (5.11), (5.12) in the last step. This implies

− 1

r6−ε̃

∫
Sr

(3/2v − x · ∇v − 2t∂tv)
2G
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≥ −Crα−ε̃−1 +O(rε̃)

(
W 0

3/2(r, u)

r

)
+O(rε̃)

(
d

dr
W 0

3/2(r, u)

)
,

which, combined with (5.12), gives

III ≥ −C(κ0, α, u)rα−2ε̃−1 +O(rε̃)

(
W 0

3/2(r, u)

r

)
+O(rε̃)

(
d

dr
W 0

3/2(r, u)

)
.

Now, by taking ε̃ = α/3, we conclude

I + II + III

≥ −C(κ0, α, u)rα/3−1 +O(rα/3)

(
W 0

3/2(r, u)

r

)
+O(rα/3)

(
d

dr
W 0

3/2(r, u)

)
.

Therefore, (5.9) can be simplified to

(5.13)
d

dr
W 0

3/2(r, u) ≥
(

5η

1− η
+O(rα/3)

)
W 0

3/2(r, u)

r
− C(κ0, α, u)r

α/3−1.

Step 3. We consider the Weiss-type energy W3/2,α = W3/2,α,α,1 with ε = α and
δ = 1. By Corollary 4.7 and Lemma 5.1,

W 0
3/2(r, u) = e−arαW3/2,α(r, u)−

3/2brα

r5

∫
Sr

u2G−
∥u∥2F0

r5
e−

1
r r−1

≥ −C0(κ0, α, u)r
α/2, 0 < r < r0(κ0, α).

(5.14)

We recall η ∈ (0, 1/e) and use (5.13) and (5.14) to get the differential inequality for
W 0

3/2(r, u):

d

dr
W 0

3/2(r, u) ≥
(

5η

1− η
+O(rα/3)

)(
W 0

3/2(r, u) + C0r
α/3

r
− C0r

α/3

r

)
− Crα/3−1

≥ 5η

(
W 0

3/2(r, u) + C0r
α/3

r

)
− Crα/3−1

≥ 5η
W 0

3/2(r, u)

r
− C1r

α/3−1.

We take σ = σ(n, α) such that 0 < σ < min{5η, α/3}, and use the differential
inequality and (5.14) to obtain

d

dr

[
W 0

3/2(r, u)r
−σ +

2C1

α/3− σ
rα/3−σ

]
= r−σ

(
d

dr
W 0

3/2(r, u)−
σ

r
W 0

3/2(r, u)

)
+ 2C1r

α/3−σ−1

≥ r−σ−1(5η − σ)W 0
3/2(r, u) + C1r

α/3−σ−1

≥ −C2(κ0, α)∥u∥2F0
rα/2−σ−1 + C3(κ0, α)∥u∥2F0

rα/3−σ−1

≥ 0, 0 < r < r0(κ0, n, α).

This readily gives

W 0
3/2(r, u) ≤ C(κ0, n, α, u)r

σ.
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To complete the proof, let ε ∈ (0, α] and δ ∈ (0, 2) be given. Then, by applying
Lemma 5.1 (with ε̃ = ε/4), we conclude that

W3/2,α,ε,δ(r, u) = ear
α

W 0
3/2(r, u) +

3/2ear
α

brε

r5

∫
Sr

u2G+
∥u∥2F0

ear
α

r5
e−

1
r r−δ

≤ C(κ0, n, α, ε)∥u∥2F0
rmin{σ,3ε/4}, 0 < r < r0(κ0, n, α, ε).

Step 4 . To close the argument, we need to remove the assumption on the existence
of the parabolic Signorini replacement made in Step 1. To this end, we consider
uµ = u ∗φµ as in (4.1). Then, for r ∈ (0, 1) a.e., the parabolic Signorini replacement
vµ of uµ in Sr exists. We observe that only the following properties of u are used
in Step 1 and Step 2: the almost parabolic Signorini property (equation (1.2)),
Lemma 4.2 and the weak growth estimates with κ = 3/2 (Lemma 5.1). We have
already seen in Remark 4.1 and Corollary 4.3 that uµ satisfies analogues of the first
two properties. Moreover, by using the triangle inequality, it is easily seen that uµ
satisfies the following analogue of (5.1) with κ = 3/2: for any 0 < ε̃ ≤ α/2∫

Sr

u2µG ≤ C(κ0, α)∥uµ∥2F0
r5−ε̃ + C(r, α)∥u− uµ∥2F0

,∫
Sr

(−2t)|∇uµ|2G ≤ C(κ0, α)∥uµ∥2F0
r5−ε̃ + C(r, α)∥u− uµ∥2F0

.

Now, with these properties of uµ at hand, we can follow the argument in Step 1
and Step 2 with uµ and vµ in the place of u and v to deduce an analogue of (5.13):

d

dr
W 0

3/2(r, uµ) ≥
(

5η

1− η
+O(rα/6)

)
W 0

3/2(r, uµ)

r
− C(κ0, α)∥uµ∥2F0

rα/6−1

− C(r, α, κ0)∥u− uµ∥2F0
.

Taking µ→ 0, we obtain the differential inequality (5.13) concerning W 0
3/2(r, u) for

r ∈ (0, 1) a.e., but with α/6 in the place of α/3. Then, (5.4) readily follows by
arguing as in Step 3 with obvious modifications. □

As in [JP21], by using the polynomial decay of W3/2,α,ε,δ we can improve
Lemma 5.1 when κ = 3/2 and derive the optimal growth.

Lemma 5.4 (Optimal growth estimate). Fix κ0 > 2. Suppose that u ∈ Fz0 satisfies
the almost parabolic Signorini property at z0 ∈ Γ(u) ∩Q′

1/2. Then,∫
Sr(t0)

u2Gz0 dxdt ≤ C(κ0, n, α)∥u∥2Fz0
r5,∫

Sr(t0)

2(t0 − t)|∇u|2Gz0 dxdt ≤ C(κ0, n, α)∥u∥2Fz0
r5

for 0 < r < r0 = r0(κ0, n, α).

Proof. We may assume z0 = 0. Take ε = ε(n, α) > 0 small so that 3ε/4 < σ for
σ = σ(n, α) as in Lemma 5.3. Following the computation in the proof of Lemma 5.1
with δ = 1, we see that for any 0 < s < r < r0(κ0, n, α),

|m(r)−m(s)| ≤ 4s−ε/2W3/2,α,ε,1(r).
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By Lemma 5.3, we further have

|m(r)−m(s)| ≤ Cs−ε/2r3ε/4,

with C = C(κ0, n, α)∥u∥2F0
. Then, by a dyadic argument, we can obtain that

|m(r)−m(s)| ≤ Crε/4.(5.15)

Indeed, let k = 0, 1, 2, · · · , be such that r/2k+1 < s ≤ r/2k. Then,

|m(r)−m(s)| ≤
k∑

j=1

|m(r/2j−1)−m(r/2j)|+ |m(r/2k)−m(s)|

≤ C

k+1∑
j=1

(r/2j)−ε/2(r/2j−1)3ε/4 = C
(
r1/423/4

)ε k+1∑
j=1

2−εj/4

≤ Crε/4.

In particular, we have

m(r) ≤ m(r0) + Cr
ε/4
0 ≤ C(κ0, n, α)∥u∥2F0

, 0 < r < r0(κ0, n, α).

This implies the first bound. As in the proof of Lemma 5.1, this implies the second
bound. □

6. 3/2-Homogeneous blowups

In this section, we consider the so-called 3/2-homogeneous blowups of almost
minimizers at free boundary points. They are the limits of 3/2-homogeneous
rescalings, which are well-defined thanks to the optimal growth estimates. We
achieve their uniqueness through controlling the “rotation” of the rescalings.

Concerning the κ-homogeneous rescalings, for the rest of this paper, we focus

exclusively on the case κ = 3/2. Thus we simply write uz0,r = u
(3/2)
z0,r .

Fix z0 = (x0, t0) ∈ Γ(u) ∩Q′
1/2 and R > 1, and let r0 = r0(κ0, n, α) be as stated

in Lemma 5.4. We have for 0 < r < r0∫
SR

(−2t)|∇uz0,r|2G =
1

r5

∫
SRr(t0)

2(t0 − t)|∇u|2Gz0 ≤ C(κ0, n, α)∥u∥2Fz0
R5,∫

SR

u2z0,rG =
1

r5

∫
SRr(t0)

u2Gz0 ≤ C(κ0, n, α)∥u∥2Fz0
R5.

Thus, for a sequence r = rj → 0+, uz0,rj → uz0,0 weakly inW 1,0
2,loc(SR, G). Moreover,

uz0,r is an unweighted almost minimizer with a gauge function ηr(ρ) = (rρ)α ≤ ρα.
Given ε > 0 and K ⋐ QR ∩ {t ≤ −ε}, we infer from Theorem 2.1 that there is a
constant C > 0 such that for any 0 < r < r0,

∥uz0,r∥Cα,α/2(K) + ∥∇uz0,r∥Cβ,β/2(K±∪K′) ≤ C∥uz0,r∥W 1,0
2 (QR∩{t≤−ε})

≤ C∥uz0,r∥W 1,0
2 (SR,G),

and hence over a sequence r = rj → 0+

uz0,rj → uz0,0 in C1,0
loc ((Q

±
R ∪Q′

R) ∩ {t ≤ −ε}).
Now, taking ε→ 0 and R→ ∞ and using Cantor’s diagonal argument, we can find
a subsequence r = rj → 0+ such that for some uz0,0 ∈ C1,0

loc (S
±
∞ ∪ S′

∞)

uz0,rj → uz0,0 in C1,0
loc (S

±
∞ ∪ S′

∞).
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We call such uz0,0 a 3/2-homogeneous blowup of u at z0.

Lemma 6.1 (Rotation estimate). Suppose that u satisfies the almost parabolic
Signorini property at z0 ∈ Γ(u) ∩Q′

1/2. Then there exists σ = σ(n, α) > 0 such that

for any 0 < s < r < r0 = r0(κ0, n, α) and −1 < t < 0,∫
Rn

|uz0,r(x, t)− uz0,s(x, t)|Gz0(x, t) dx ≤ C(−t)3/4+σr2σ

with C = C(κ0, n, α)∥u∥2Fz0
.

Proof. Without loss of generality, we may assume z0 = 0. We fix ε = α, δ = 1 and
κ = 3/2, and simply write Wκ,ρ = Wκ,α,ε,δ,ρ. By using (3.15) in Theorem 3.3, we
infer that for R > R0(κ0, α)

Wκ,e−R/2(e3−R/2, u)−Wκ,e−R/2(e1−R/2, u)

≥ 2κ+ 1

πn/2

∫ R−2

R−6

e−(κ+1)(r+R)

(e−(κ+1)r − e−(κ+1)R)2

∫
Rn

(ũ(y,R)− ũ(y, r))2e−|y|2 dydr.

Since κ = 3/2, we have for R− 6 < r < R− 2

e−(κ+1)(r+R)

(e−(κ+1)r − e−(κ+1)R)2
≥ e−(κ+1)(2R−2)

(e−(κ+1)(R−6) − e−(κ+1)R)2
=

e5

(e15 − 1)2
,

thus∫ R−2

R−6

∫
Rn

(ũ(y,R)− ũ(y, r))2e−|y|2 dydr

≤ C(n)
(
Wκ,e−R/2(e3−R/2, u)−Wκ,e−R/2(e1−R/2, u)

)
.

To estimate the right-hand side of this previous inequality, we note that by
Lemma 5.3, there is σ = σ(n, α) > 0 such that for Wκ = Wκ,0 (i.e., Wκ,α,ε,δ,ρ

with κ = 3/2, ε = α, δ = 1 and ρ = 0) and for R > R0 = R0(κ0, n, α),

0 ≤Wκ(e
−R/2, u) ≤ Ce−2σR, Wκ(e

1−R/2, u) ≥ 0, Wκ(e
3−R/2, u) ≤ Ce−2σR

with C = C(κ0, n, α)∥u∥2F0
. Then

Wκ,e−R/2(e3−R/2, u)

=
eae

(3−R/2)α

e−(κ+1)(R−6) − e−(κ+1)R

(∫
S
e3−R/2

((−2t)|∇u|2 − κ(1− be(3−R/2)α)u2)G

−
∫
S
e−R/2

((−2t)|∇u|2 − κ(1− be(3−R/2)α)u2)G+ ∥u∥2F0
e−eR/2−3

eR/2−3

)
=

1

e6(κ+1) − 1

(
e6(κ+1)Wκ(e

3−R/2, u)

− eae
(3−R/2)α

e−(κ+1)R

∫
S
e−R/2

((−2t)|∇u|2 − κ(1− be(3−R/2)α)u2)G

)
≤ 1

e6(κ+1) − 1

(
e6(κ+1)Wκ(e

3−R/2, u)−Wκ(e
−R/2, u) +O(e−αR/2)∥u∥2F0

)
≤ Ce−2σR.
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Similarly,

Wκ,e−R/2(e1−R/2, u)

=
1

e2(κ+1) − 1

(
e2(κ+1)Wκ(e

1−R/2, u)

− eae
(1−R/2)α

e−(κ+1)R

∫
S
e−R/2

((−2t)|∇u|2 − κ(1− be(1−R/2)α)u2)G

)
≥ 1

e2(κ+1) − 1

(
e2(κ+1)Wκ(e

1−R/2, u)−Wκ(e
−R/2, u) +O(e−αR/2)∥u∥2F0

)
≥ −Ce−2σR.

Thus ∫ R−2

R−6

∫
Rn

(ũ(y,R)− ũ(y, r))2e−|y|2 dydr ≤ Ce−2σR,

and hence by Cauchy-Schwarz inequality∫ R−2

R−6

∫
Rn

|ũ(y,R)− ũ(y, r)|e−|y|2 dydr ≤ C0e
−σR, R > R1(κ0, n, α).

Then, for R > R1 and 3 < η < 6,∫
Rn

∣∣∣∣∣ũ(y,R+ η)−
∫ R+1

R

ũ(y, τ) dτ

∣∣∣∣∣ e−|y|2 dy

≤
∫ (R+η)−2

(R+η)−6

∫
Rn

|ũ(y,R+ η)− ũ(y, τ) dτ | e−|y|2 dydτ

≤ C0e
−σ(R+η).

(6.1)

We claim that for any k ∈ N, 3 < η < 5 and R > R1,∫
Rn

∣∣∣∣∣ũ(y,R+ kη)−
∫ R+1

R

ũ(y, τ) dτ

∣∣∣∣∣ e−|y|2 dy ≤ C0

k∑
j=1

e−σ(R+ηj).(6.2)

Indeed, we prove it by induction on k ∈ N. (6.2) is true for k = 1 by (6.1). If (6.2)
is true for k − 1, then the induction hypothesis and (6.1) yield∫

Rn

∣∣∣∣∣ũ(y,R+ kη)−
∫ R+1

R

ũ(y, τ) dτ

∣∣∣∣∣ e−|y|2 dy

≤
∫
Rn

∣∣∣∣∣ũ(y,R+ η + (k − 1)η)−
∫ R+η+1

R+η

ũ(y, ρ) dρ

∣∣∣∣∣ e−|y|2 dy

+

∫
Rn

∣∣∣∣∣
∫ R+η+1

R+η

ũ(y, ρ) dρ−
∫ R+1

R

ũ(y, τ) dτ

∣∣∣∣∣ e−|y|2 dy

≤ C0

k−1∑
j=1

e−σ(R+η+ηj) +

∫ R+η+1

R+η

∫
Rn

∣∣∣∣∣ũ(y, ρ)−
∫ R+1

R

ũ(y, τ) dτ

∣∣∣∣∣ e−|y|2 dydρ

≤ C0

k∑
j=2

e−σ(R+ηj) +

∫ R+η+1

R+η

C0e
−σρ dρ ≤ C0

k∑
j=1

e−σ(R+ηj).
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Now, let S > R > R1(κ0, n, α) + 12 be given. Then we can choose k ∈ N and
η ∈ (3, 5) such that S = R− 12 + ηk. By (6.2), we have∫

Rn

|ũ(y,R)− ũ(y, S)|e−|y|2 dy

≤
∫
Rn

∣∣∣∣∣ũ(y,R− 12 + 3 · 4)−
∫ R−11

R−12

ũ(y, τ) dτ

∣∣∣∣∣ e−|y|2 dy

+

∫
Rn

∣∣∣∣∣
∫ R−11

R−12

ũ(y, τ) dτ − ũ(y,R− 12 + kη)

∣∣∣∣∣ e−|y|2 dy

≤ C0

3∑
j=1

e−σ(R−12+4j) + C0

k∑
j=1

e−σ(R−12+ηj) ≤ C(κ0, n, α)∥u∥2F0
e−σR.

To complete the proof, define r0 = r0(κ0, n, α) = e−1/2(R1(κ0,n,α)+12) and let

−1 < t < 0 and 0 < s < r < r0 be given. By using ur(x, t) = u(rx,r2t)
rκ =

(−t)κ/2ũ
(

x
2
√
−t
,− ln(−t)− 2 ln r

)
, we conclude∫

Rn

|ur(x, t)− us(x, t)|G(x, t) dx

=
(−t)κ/2

πn/2

∫
Rn

|ũ(y,− ln(−t)− 2 ln r)− ũ(y,− ln(−t)− 2 ln s)|e−|y|2 dy

≤ C(κ0, n, α)∥u∥2F0
(−t)3/4+σr2σ. □

Lemma 6.2. Let u, z0, σ, r0, C be as in Lemma 6.1. Then, for 0 < r < r0 and
−1 < t < 0, ∫

Rn

|uz0,r(x, t)− uz0,0(x)|G(x, t) dx ≤ C(−t)3/4+σr2σ.

In particular, the blowup uz0,0 is unique.

Proof. If uz0,0 is the limit of uz0,sj , sj → 0, then the first part of the lemma follows
from Lemma 6.1 by taking sj → 0. For the second part, let uz0,0 be another blowup.
Then we have∫

Rn

|uz0,0(x, t)− uz0,0(x, t)|G(x, t) dx = 0, −1 < t < 0,

thus uz0,0 = uz0,0. □

7. Regularity of the regular set

In this last section, we prove one of the most crucial results in this paper, the
regularity of the regular set.

Recall that the limit N̂κ0,δ(0+, u, z0) = limr→0+ N̂κ0,ε,δ(r, u, z0) is independent
of ε.

Definition 7.1 (Regular points). Let u be an almost minimizer for the parabolic
Signorini problem in Q1. We say that a free boundary point z0 ∈ Q′

1/2 is regular if

N̂κ0,δ(0+, u, z0) = 3/2 for some κ0 > 2 and 0 < δ < 2.

We denote the set of all regular points of u by R(u) and call it regular set.
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In view of Lemma 4.5, we have at every regular point z0

N0(0+, u, z0) = 3/2.

In addition, regular points have the following characterization.

Remark 7.2. z0 is a regular point if and only if

lim
δ→0

Nδ(0+, u, z0) = inf
0<δ<2

Nδ(0+, u, z0) = 3/2.

Proof. If z0 is a regular point, then 3/2 = N̂κ0,δ0(0+, u, z0) = Nδ0(0+, u, z0) for
some κ0 > 2 and 0 < δ0 < 2. This, along with Lemma 4.6 and the fact that δ 7→
Nδ(0+, u, z0) is nondecreasing, implies 3/2 ≤ N̂κ0,δ(0+, u, z0) ≤ N̂κ0,δ0(0+, u, z0) =
3/2 for every δ ∈ (0, δ0), which readily gives 3/2 = Nδ(0+, u, z0) for any 0 < δ < δ0.
Therefore, we get limδ→0Nδ(0+, u, z0) = inf0<δ<2Nδ(0+, u, z0) = 3/2.
To prove the opposite direction, we fix κ0 > 2. Take δ1 > 0 such that Nδ(0+, u, z0) <

7/4 for δ ∈ (0, δ1). Then, by Lemmas 4.5 and 4.6, 3/2 ≤ N̂κ0,δ(0+, u, z0) =
N0(0+, u, z0) ≤ Nδ(0+, u, z0) for 0 < δ < δ1. Taking δ → 0 yields N0(0+, u, z0) =

3/2. This in turn gives that N̂κ0,δ(0+, u, z0) = 3/2 for 0 < δ < δ1, and we conclude
that z0 is a regular point. □

With the monotonicity of the frequency N̂κ0,ε,δ (Theorem 3.4) and the frequency
gap (Lemma 4.6) at hand, we can prove the relative openness of the regular set by
following the argument in [JP21, Corollary 9.5].

Corollary 7.3. The regular set R(u) is a relatively open subset of Γ(u).

Lemma 7.4 (Nondegeneracy at regular points). Suppose that u satisfies the almost
parabolic Signorini property at z0 = (x0, t0) ∈ R(u). Then

lim inf
t→0

∫
S1

(uz0,t)
2
G = lim inf

t→0

1

t5

∫
Sr(t0)

u2Gz0 > 0.

Proof. By using (5.15) and the Weiss-type monotonicity formula, we can employ
the contradiction argument as in [JP21, Lemma 9.2] to prove Lemma 7.4. □

Proposition 7.5. If u satisfies the almost parabolic Signorini property at z0 ∈ R(u),
then

uz0,0(x, t) = cz0 Re(x
′ · ez0 + i|xn|)3/2 in S∞

for some cz0 > 0 and ez0 ∈ ∂B′
1.

Proof. Without loss of generality, we may assume z0 = 0. Let rj → 0+ be a sequence

such that urj → u0 in C1,0
loc (S

±
∞ ∪ S′

∞). Fix R > 1, and consider j large so that
Rrj < 1. For such rj , we take µj > 0 small so that uµj

= u ∗φµj
as in (4.1) satisfies

r−5
j C0(rj , α)∥u − uµj

∥2F0
→ 0 as rj → 0, where C0(rj , α) is as in Corollary 4.3.

We let vµj be the parabolic Signorini replacement of uµj in S1, and denote its

3/2-homogeneous rescaling by (vµj
)rj (x, t) =

vµj
(rjx,r

2
j t)

r
3/2
j

. Then, by Corollary 4.3

and Lemma 5.4, we have∫
SR

(−t)|∇(urj − (vµj
)rj |2G =

1

r5j

∫
SRrj

(−t)|∇(u− vµj
)|2G

≤ 2

r5j

(∫
SRrj

(−t)|∇(uµj
− vµj

)|2G+ ∥u− uµj
∥2F0

)
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≤ C

r5j

(
(Rrj)

α/2

∫
SRrj

(−t)|∇uµj |2G+ ∥uµj∥2F0
e
− 1

rj + C0(rj , α)∥u− uµj∥2F0

)

≤ C

r5j

(
(Rrj)

α/2

∫
SRrj

(−t)|∇u|2G+ ∥u∥2F0
e
− 1

rj + C0(rj , α)∥u− uµj
∥2F0

)
→ 0 as rj → 0.

Similarly, we can obtain∫
SR

(urj − (vµj
)rj )

2G→ 0 as rj → 0.

Thus (vµj )rj → u0 weakly in W 1,0
2,loc(SR, G), and hence u0 is a solution of the

parabolic Signorini problem in SR. Since R > 1 is arbitrary, we see that u0 is the
solution in S∞.

Next, we compare ur and Almgren rescalings uAr

ur = uAr λ(r), λ(r) =

(
1
r2

∫
Sr
u2G

)1/2
r3/2

.

It follows from Lemma 5.4 and Lemma 7.4 that

0 < lim inf
r→0+

λ(r) ≤ lim sup
r→0+

λ(r) <∞.

Thus, for a sequence rj → 0+, u0 = λ0u
A
0 for some constant λ0 ∈ (0,∞). We have

shown in the proof of Lemma 4.6 that uA0 is 3/2-parabolically homogeneous in S1.
Therefore, u0 is also 3/2-parabolically homogeneous in S1, which can be extended
to S∞ by applying the unique continuation for caloric function in S±

∞. In view of
[DGPT17, Proposition 8.5], we conclude that

u0(x, t) = cRe(x′ · e+ i|xn|)3/2 in S∞, c > 0, e ∈ ∂B′
1. □

Lemma 7.6 (Continuous dependence of blowups). Let u ∈ F be an almost mini-
mizer for the parabolic Signorini problem in Q1. If z1, z2 ∈ R(u) and ∥z1−z2∥ < r1,
then ∫

∂B1

|uz1,0 − uz2,0| dS ≤ C∥z1 − z2∥γ ,

with r1 = r1(κ0, n, α), C = C(κ0, n, α, u) and γ = γ(n, α) > 0.

Proof. Let r0 = r0(κ0, n, α) and σ = σ(n, α) be as in Lemma 6.2. We have for every
0 < r < r0∫

B1

|uz1,0(x)− uz2,0(x)|G(x,−1) dx

≤
∫
B1

|uz1,0(x)− uz1,r(x,−1)|G(x,−1) dx

+

∫
B1

|uz2,0(x)− uz2,r(x,−1)|G(x,−1) dx

+

∫
B1

|uz1,r(x,−1)− uz2,r(x,−1)|G(x,−1) dx

≤ Cr2σ +
C(n)

r3/2

∫
B1

|u(x1 + rx, t1 − r2)− u(x2 + rx, t2 − r2)| dx.
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Since (x1+ rx, t1− r2) and (x2+ rx, t2− r2) are contained in Q3/4 for every x ∈ B1,
we have by Theorem 2.1

|u(x1 + rx, t1 − r2)− u(x2 + rx, t2 − r2)| ≤ C∥z1 − z2∥1/2.

By taking r = ∥z1 − z2∥
1

4σ+3 (which is possible if r
1

4σ+3

1 < r0), we obtain∫
B1

|uz1,0(x)− uz2,0(x)|G(x,−1) dx ≤ C

(
r2σ +

∥z1 − z2∥1/2

r3/2

)
= C(κ0, n, α, u)∥z1 − z2∥γ , γ =

2σ

4σ + 3
.

Now, the lemma follows by the boundedness of G(x,−1) and the homogeneity of
uz1,0 and uz2,0. □

The following lemma follows from Proposition 7.5 and Lemma 7.6 by repeating
the argument in [GPS16, Lemma 7.5].

Lemma 7.7. Let u ∈ F be an almost minimizer for the parabolic Signorini problem
in Q1, and z0 ∈ R(u) ∩ Q′

1/4. Then there exist ρ > 0, depending on z0, and γ =

γ(n, α) > 0 such that Q′
ρ(z0)∩Γ(u) ⊂ R(u) and if uzj ,0(x) = czj Re(x

′ ·ezj+i|xn|)3/2
is the unique 3/2-parabolically homogeneous blowup at zj ∈ Q′

ρ(z0) ∩ Γ(u), j = 1, 2,
then

|cz1 − cz2 | ≤ C0|z1 − z2|γ ,
|ez1 − ez2 | ≤ C0|z1 − z2|γ

with a constant C0 depending on z0.

We are now ready to prove the central result in this paper, the regularity of the
regular set.

Theorem 7.8 (Regularity of the regular set). Let u ∈ F be an almost minimizer
for the parabolic Signorini problem in Q1. If z0 = (x0, t0) ∈ R(u) ∩ Q′

1/4, there

exists ρ > 0, depending on z0, such that possibly after a rotation in Rn−1, one has
Q′

ρ(z0) ∩ Γ(u) ⊂ R(u), and

Q′
ρ(z0) ∩ Γ(u) = {(x′, t) ∈ Q′

ρ(z0) : xn−1 = g(x′′, t)},

for a function g with ∇′′g ∈ Cγ,γ/2 for some γ = γ(n, α) ∈ (0, 1).

Proof. Since the proof of this theorem follows the lines of [JP21, Theorem 9.7], we
shall provide only the outline of the proof.

Since R(u) is relatively open in Γ(u), we have Q′
2ρ(z0) ∩ Γ(u) ⊂ R(u) for small

ρ > 0. We claim that for any ε > 0, there exists rε > 0 such that for any
z ∈ Q′

ρ(z0) ∩ Γ(u) and 0 < r < rε, there holds

∥uz,r − uz,0∥C1,0(Q±
1 )
< ε.(7.1)

Indeed, towards a contradiction, suppose there are sequences rj → 0 and zj ∈
Q′

ρ(z0) ∩ Γ(u) such that for some ε0 > 0

∥uzj ,rj − uzj ,0∥C1,0(Q±
1 )

≥ ε0.
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Up to a subsequence, we have zj → z0 ∈ Q′
ρ(z0) ∩ Γ(u). We can argue as in the

beginning of Section 6 to deduce that over another subsequence

uzj ,rj → w in C1,0(Q±
1 )(7.2)

for some w ∈ C1,0(Q±
1 ). Moreover, we have by Lemma 6.2 that for any s ∈ (−1, 0)

uzj ,rj − uzj ,0 → 0 in L1(B1 × (−1, s)),

which implies by using Cantor’s diagonal argument

uzj ,rj − uzj ,0 → 0 a.e. in Q1.

On the other hand, from Lemma 7.7, we find

uzj ,0 → uz0,0 in C1,0(Q±
1 ).

The previous two convergences, combined with (7.2), imply w = uz0,0 and contradict
our assumption.

Next, for a given ε > 0 and a unit vector e ∈ Rn−1, define the cone

Cε(e) = {x′ ∈ Rn−1 : x′ · e > ε|x′|}.

By utilizing Lemma 7.7, the estimate (7.1) and the complementarity condition
(Lemma 2.2), we can follows Steps 2-3 in the proof of [JP21, Theorem 9.7] to
obtain the following: for any ε > 0, there is rε > 0 such that for any z = (x, t) ∈
Q′

ρ(z0) ∩ Γ(u), we have

x+
(
Cε(ez) ∩B′

rε

)
⊂ {u(·, 0, t) > 0},

x−
(
Cε(ez) ∩B′

rε

)
⊂ {u(·, 0, t) = 0}.

Finally, by using these inclusions and Lemma 7.7, we can repeat the arguments in
Steps 4-5 in [JP21, Theorem 9.7] to conclude the theorem. □

Appendix A. Existence of weak solutions

In this section, we prove the existence and uniqueness of the weak solution to the
parabolic Signorini problem in S1, provided that the initial datum belongs to W 2

∞.

Theorem A.1. If φ0 ∈W 2
∞(Rn), then there exists a unique weak solution of

∂tv −∆v = 0 in S+
1 ∪ S−

1 ,

v ≥ 0, ∂ν+v + ∂ν−v ≥ 0, v(∂ν+v + ∂ν−v) = 0 on S′
1,

v(·,−1) = φ0 on Rn,

(A.1)

where ν± is the outer unit normal to S±
1 on S′

1.

Proof. For the change of coordinates

ṽ(y, τ) := v
(
2e−

τ
2 y,−e−τ

)
, (y, τ) ∈ Rn × [0,∞),

(A.1) is equivalent to
∂τ ṽ +

y
2 · ∇ṽ − 1

4∆ṽ = 0 in (Rn
+ ∪ Rn

−)× (0,∞),

ṽ ≥ 0, ∂ν+ ṽ + ∂ν− ṽ ≥ 0, ṽ(∂ν+ ṽ + ∂ν− ṽ) = 0 on Rn−1 × (0,∞),

ṽ(·, 0) = φ̃0 on Rn,
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where φ̃0(y) = φ0(2y). Note that ṽ is a weak solution of the above equation if and
only if it satisfies for a.e. τ ∈ (0,∞) the variational inequality∫

Rn

∂τ ṽ(w − ṽ)e−|y|2 +
y

2
· ∇ṽ(w − ṽ)e−|y|2 +

1

4
∇ṽ · ∇

(
(w − ṽ)e−|y|2

)
≥ 0,

for any w ∈ L2(0,∞;W 1,2(Rn, e−|y|2)) with w = φ̃0 on Rn × {0}, w ≥ 0 on

Rn−1 × (0,∞) and w − ṽ ∈ L2(0,∞;W 1,2
0 (Rn, e−|y|2)). In fact, if ṽ is a weak

solution, the variational inequality can be obtained by testing the equation with

(w − ṽ)e−|y|2 . Observe that the variational inequality is equivalent to∫
Rn

∂τ ṽ(w − ṽ)e−|y|2 +
1

4
∇ṽ · ∇(w − ṽ)e−|y|2 ≥ 0,

In addition, for a(v, v) := 1
4

∫
Rn ∇v · ∇ve−|y|2 dy, the coercivity

a(v, v) + C

∫
Rn

v2e−|y|2 ≥ α

∫
Rn

(|∇v|2 + v2)e−|y|2

is satisfied. Therefore, the existence and the uniqueness of the weak solution ṽ
follow from [DL76, Chapter 1, Theorem 5.1]. □

Appendix B. Examples of almost minimizers

In this section, we provide examples of solutions to certain equations that satisfy
almost parabolic Signorini properties, both the unweighted and the weighted versions.
These examples rely on the following technical lemma. For ε ∈ (0, 1), we write
Qε

r,ρ(z0) := Brε(x0)× (t0 − r2, t0 − ρ2].

Lemma B.1. For ε = 1/3 and a point z0 = (x0, t0) ∈ Q′
1, suppose that a function

u ∈W 1,1
2 (Q1) ∩ L2(−1, t0;W

1,2(B1, Gz0)) satisfies the following property: for any
Qε

r,ρ(z0) ⋐ Q1/2, and v ∈ L2(t0 − r2, t0 − ρ2;W 1,2(Brε(x0), Gz0)) with v ≥ 0 on

Qε
r,ρ(z0) ∩Q′

1 and v − u ∈ L2(t0 − r2, r0 − ρ2;W 1,2
0 (Brε(x0), Gz0))

(B.1)∫
Qε

r,ρ(z0)

(
(1− Crεα)(t0 − t)|∇u|2 + ((x0 − x) · ∇u+ 2(t0 − t)∂tu)(u− v)

)
Gz0

≤
∫
Qε

r,ρ(z0)

(
(1 + Crεα)(t0 − t)|∇v|2 + Crεα

|x0 − x|2

t0 − t
(u− v)2

)
Gz0 ,

where C > 0 are constants, independent of z0, ρ and r. Let ψ ∈ C∞
0 (Rn) be a cutoff

function satisfying

0 ≤ ψ ≤ 1, ψ = 1 on B1/2, suppψ ⊂ B1.

Then there exists a constant r0 > 0 such that ũ := uψ satisfies the weighted almost
parabolic Signorini property (1.2) at z0 for 0 ≤ ρ < r < r0, with a gauge function
η(r) = Crα/3.

Remark B.2. Since our main objective in this paper is the free boundary Γ(u), in
Lemma B.1, we can make the assumption that ∥u∥W 1,1

2 (Q1/2)
> 0. Otherwise, we

have u ≡ 0 in Q1/2 and there is no free boundary on Q′
1/2. Moreover, the condition

(B.1) only concerns u within Qε
r,ρ(z0) and Qε

r,ρ(z0) ⊂ Q1/2, which allows us to



FREE BOUNDARY FOR ALMOST MINIMIZERS OF PARABOLIC SIGNORINI PROBLEM 39

freely modify the value of u in Q1 \Q1/2. Therefore, we may assume that for some
dimensional constant C > 0

∥u∥W 1,1
2 (Q1)

≤ C∥u∥W 1,1
2 (Q1/2)

.

Proof. Step 1. Without loss of generality, we may assume z0 = 0. (B.1) can be
rewritten as

(1− Crεα)I + II ≤ (1 + Crεα)III + CrεαIV,(B.2)

where

I =

∫
Qε

r,ρ

(−t)|∇u|2G, II =

∫
Qε

r,ρ

(−x · ∇u− 2t∂tu)(u− v)G,

III =

∫
Qε

r,ρ

(−t)|∇v|2G, IV =

∫
Qε

r,ρ

|x|2

−t
(u− v)2G.

For 0 ≤ ρ < r < 1, let w ∈ L2(−r2,−ρ2;W 1,2(Rn, G)) with w ≥ 0 on S′
r \ S′

ρ and

ũ−w ∈ L2(−r2,−ρ2;W 1,2
0 (Rn, G)). By approximation, we may assume that w has

a bounded support. We consider dilations of ψ

ψr(x) = ψr,ε(x) := ψ
( x
rε

)
,

and define

v(x, t) := u(x, t) + ψr(x)(w(x, t)− ũ(x, t)), (x, t) ∈ Brε × (−r2,−ρ2).(B.3)

Then v− u ∈ L2(−r2,−ρ2;W 1,2
0 (Brε , G)) and v = u+w− ũ = w ≥ 0 on Qε

r,ρ ∩Q′
1.

Thus v is a valid competitor for u, and hence (B.2) holds for such v. In the below
we estimate and rewrite I, II, III and IV in terms of ũ and w.

Step 2. We first deal with I. We compute

∫
Sr\Sρ

(−t)|∇ũ|2G =

∫
B1×(−r2,−ρ2)

(−t)|ψ∇u+ u∇ψ|2G

=

∫
B1×(−r2,−ρ2)

(−t)|∇u|2G

+

∫
(B1\B1/2)×(−r2,−ρ2)

(−t)
(
(ψ2 − 1)|∇u|2 + 2uψ∇u · ∇ψ + u2|∇ψ|2

)
G

=

∫
Qε

r,ρ

(−t)|∇u|2G+

∫
(B1\Brε )×(−r2,−ρ2)

(−t)|∇u|2G

+

∫
(B1\B1/2)×(−r2,−ρ2)

(−t)
(
(ψ2 − 1)|∇u|2 + 2uψ∇u · ∇ψ + u2|∇ψ|2

)
G.

(B.4)

To estimate the last two terms, we claim that for t ∈ (−r2,−ρ2) with r < r0 = r0(n)
small, we have

G(x, t) ≤ e
1

32t r
2ε

for |x| ≥ 1

2
rε.(B.5)

Indeed, if we define

ζr(s) :=
e−

r2ε

32s

sn/2
, 0 < s ≤ r2,
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then ζr(r
2) = e

− 1
32r2−2ε

rn < 1 and d
dsζr(s) = ne−

r2ε

32s

2s
n
2

+2

(
r2ε

16n − s
)

≥ 0, 0 < s ≤ r2,

which gives ζr(s) < 1 for 0 < s ≤ r2. Thus, if |x| ≥ 1
2r

ε and t ∈ (−r2, 0), then

G(x, t) ≤ e
1

16t r
2ε

(−t)n/2
= ζr(−t)e

1
32t r

2ε

≤ e
1

32t r
2ε

.

By using the claim (B.5), we obtain∣∣∣∣∣
∫
(B1\B1/2)×(−r2,−ρ2)

(−t)
(
(ψ2 − 1)|∇u|2 + 2uψ∇u · ∇ψ + u2|∇ψ|2

)
G

∣∣∣∣∣
≤ C(n)

∫
(B1\B1/2)×(−r2,−ρ2)

(|∇u|2 + u2)G

≤ C(n)∥u∥2
W 1,1

2 (Q1)
e−

1
32r2 ,

and ∫
(B1\Brε )×(−r2,−ρ2)

(−t)|∇u|2G ≤ C(n)∥u∥2
W 1,1

2 (Q1)
e−

1

32r2−2ε .

Combining these estimates with (B.4) yields

I ≥
∫
Sr\Sρ

(−t)|∇ũ|2G− C(n)∥u∥2
W 1,1

2 (Q1)
e−

1

32r2−2ε .

Step 3. To estimate II, we observe that u = ũ inQε
r,ρ, ũ = 0 in (Rn\B1)×(−r2,−ρ2),

and

r−εG(x, t) ≤ r−εe
1

32t r
2ε

≤ r−εe−
1

32r2−2ε ≤ e−
1

33r2−2ε(B.6)

for (x, t) ∈ (B1 \B 1
2 r

ε)× (−r2,−ρ2) with r < r0 small. By using (B.3), (B.6) and

Young’s inequality, we deduce

II =

∫
Qε

r,ρ

ψr(−x · ∇ũ− 2t∂tũ)(ũ− w)G

=

∫
Qε

r,ρ

(−x · ∇ũ− 2t∂tũ)(ũ− w)G

+

∫
(Brε\B 1

2
rε

)×(−r2,−ρ2)

(ψr − 1)(−x · ∇ũ− 2t∂tũ)(ũ− w)G

=

∫
Sr\Sρ

(−x · ∇ũ− 2t∂tũ)(ũ− w)G

−
∫
(B1\Brε )×(−r2,−ρ2)

(−x · ∇ũ− 2t∂tũ)(ũ− w)G

+

∫
(Brε\B 1

2
rε

)×(−r2,−ρ2)

(ψr − 1)(−x · ∇ũ− 2t∂tũ)(ũ− w)G

≥
∫
Sr\Sρ

(−x · ∇ũ− 2t∂tũ)(ũ− w)G− rε
∫
(B1\B 1

2
rε

)×(−r2,−ρ2)

(ũ− w)2G

− r−ε

∫
(B1\B 1

2
rε

)×(−r2,−ρ2)

(−x · ∇ũ− 2t∂tũ)
2G
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≥
∫
Sr\Sρ

(−x · ∇ũ− 2t∂tũ)(ũ− w)G− rε
∫
Sr\Sρ

(ũ− w)2G

− ∥u∥2
W 1,1

2 (Q1)
e−

1

33r2−2ε .

Step 4. Before we estimate III, we prove

(B.7)

∫
(Brε\B 1

2
rε

)×(−r2,−ρ2)

|∇ψr|2(w − ũ)2G

≤ C(n)r4−6ε

∫
Sr\Sρ

(w − ũ)2G+ C(n)r2−4ε

∫
Sr\Sρ

(−t)(|∇w|2 + |∇ũ|2)G.

To this end, we apply the Log-Sobolev Ineuqality. [EP08, Lemma 1.2] can be

rewritten as (by letting g(y) := f
(

y√
−2t

)
)

log

(
1

A

)∫
Rn

g2G(·, t) ≤ −4t

∫
Rn

|∇g|2G(·, t), where A :=

∫
{|g|>0}

G(·, t),

for every t < 0 and g ∈ W 1,0
2 (Rn, G(·, t)). We plug in g = ∂xiψr(w(·, t) − ũ(·, t)),

1 ≤ i ≤ n, for each t ∈ (−r2,−ρ2). Then, by using

A ≤
∫
Brε\B 1

2
rε

G(x, t) dx ≤ e
1

32t r
2ε

∫
Brε\B 1

2
rε

dx ≤ e
1

32t r
2ε

,

where the second inequality holds due to (B.5), we have∫
Rn×{t}

|∂xi
ψr|2(w − ũ)2G

≤ 128t2

r2ε

∫
Rn×{t}

|∇(∂xi
ψr)(w − ũ) + ∂xi

ψr∇(w − ũ)|2G

≤ C(n)t2

r2ε

(
1

r4ε

∫
Rn×{t}

(w − ũ)2G+
1

r2ε

∫
Rn×{t}

(|∇w|2 + |∇ũ|2)G

)

=
C(n)t2

r6ε

∫
Rn×{t}

(w − ũ)2G+
C(n)(−t)

r4ε

∫
Rn×{t}

(−t)(|∇w|2 + |∇ũ|2)G.

By integrating in t ∈ (−r2,−ρ2) and summing for 1 ≤ i ≤ n, we derive (B.7).
Now, by using (B.3), (B.6), (B.7) and Young’s inequality, we have

III =

∫
Qε

r,ρ

(−t)|ψr∇w +∇ψr(w − ũ) +∇u− ψr∇ũ|2G

≤ (1 + rε)

∫
Qε

r,ρ

(−t)ψ2
r |∇w|2G

+

(
1 +

1

rε

)∫(
Brε\B 1

2
rε

)
×(−r2,−ρ2)

|∇ψr(w − ũ) + (1− ψr)∇u|2G

≤ (1 + rε)

∫
Sr\Sρ

(−t)|∇w|2G

+
4

rε

∫(
Brε\B 1

2
rε

)
×(−r2,−ρ2)

(|∇ψr(w − ũ)|2 + |∇u|2)G
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≤ (1 + rε + Cr2−5ε)

∫
Sr\Sρ

(−t)|∇w|2G+ Cr2−5ε

∫
Sr\Sρ

(−t)|∇ũ|2G

+ Cr4−7ε

∫
Sr\Sρ

(w − ũ)2G+ C∥u∥2
W 1,1

2 (Q1)
e−

1

33r2−2ε .

Step 5. It remains to consider IV . By using the equality ∇G = x
2tG and applying

the integrations by parts and Young’s inequality, we get∫
Sr\Sρ

|x|2

−t
(ũ− w)2G

=

∫
Sr\Sρ

−2x(ũ− w)2∇G =

∫
Sr\Sρ

[
2n(ũ− w)2 + 4x · ∇(ũ− w)(ũ− w)

]
G

≤ 2n

∫
Sr\Sρ

(ũ− w)2G+
1

2

∫
Sr\Sρ

|x|2

−t
(ũ− w)2G+ C

∫
Sr\Sρ

(−t)|∇(ũ− w)|2G.

This gives

IV ≤
∫
Sr\Sρ

|x|2

−t
(ũ− w)2G ≤ C

∫
Sr\Sρ

(ũ− w)2G+ C

∫
Sr\Sρ

(−t)|∇(ũ− w)|2G.

Step 6. By combining (B.2) with the estimates for I-IV and recalling ε = 1/3, we
obtain∫

Sr\Sρ

[
(1− Crα/3)(−t)|∇ũ|2 + (−x · ∇ũ− 2t∂tũ)(ũ− w)

]
G

≤
∫
Sr\Sρ

[
(1 + Crα/3)(−t)|∇w|2 + Crα/3(ũ− w)2

]
G+ C∥u∥2

W 1,1
2 (Q1)

e
− 1

34r4/3 .

Finally, since C∥u∥W 1,1
2 (Q1)

≤ C∥u∥W 1,1
2 (Q1/2)

≤ C∥ũ∥W 1,1
2 (Q1)

by Remark B.2, we

have for small r0 > 0

C∥u∥W 1,1
2 (Q1)

e
− 1

34r4/3 ≤ ∥ũ∥W 1,1
2 (Q1)

e−
1
r , 0 < r < r0.

This completes the proof. □

Now we are ready to introduce some examples of almost minimizers, with the
help of Lemma B.1.

Example B.3. Given 0 < α < 1, let A be a variable coefficient matrix satisfying
|A(x, t) − I| ≤ C(|x|2 + |t|)α/2. Let u ∈ W 1,1

2 (Q1) be a solution of the parabolic
A-Signorini problem in Q1

− div(A∇u) + ∂tu = 0 in Q±
1 ,

u ≥ 0, ⟨A∇u, ν+⟩+ ⟨A∇u, ν−⟩ ≥ 0,

u(⟨A∇u, ν+⟩+ ⟨A∇u, ν−⟩) = 0 on Q′
1,

where ν± = ∓en. We interpret this in the weak sense that u satisfies for a.e.
t ∈ (−1, 0) the variational inequality∫

B1

⟨A∇u,∇(u− w)⟩+ ∂tu(u− w) ≤ 0,(B.8)

for any w ∈W 1,2(B1) with w = u on ∂B1 and w ≥ 0 on B′
1. Then
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(i) u satisfies the unweighted almost parabolic Signorini property at 0 with a
gauge function η(r) = Crα.

(ii) ũ = uψ satisfies the weighted almost parabolic Signorini property at 0 with
a gauge function η(r) = Crα/3.

Proof. We first treat (i). For any 0 < r < 1, let w ∈W 1,0
2 (Qr) be such that w = u

on ∂pQr and w ≥ 0 on Q′
r. By extending w = u in Q1 \Qr, we get from (B.8) that∫

Qr

⟨A∇u,∇(u− w)⟩+ ∂tu(u− w) ≤ 0.

Thus ∫
Qr

|∇u|2 + ∂tu(u− w)

=

∫
Qr

⟨A∇u,∇(u− w)⟩+ ∂tu(u− w)

+

∫
Qr

⟨∇u,∇w⟩+ ⟨(A− I)∇u,∇w⟩+ ⟨(I −A)∇u,∇u⟩

≤ 1

2

∫
Qr

(|∇u|2 + |∇w|2) + 1

2

∫
Qr

(
r−α|(A− I)∇u|2 + rα|∇w|2

)
+

1

2

∫
Qr

(
r−α|(I −A)∇u|2 + rα|∇u|2

)
≤ 1 + Crα

2

∫
Qr

(|∇u|2 + |∇w|2).

This gives the unweighted almost parabolic Signorini property of u at 0.

To prove the weighted property (ii), we observe that u also satisfies for a.e.
t ∈ (−1, 0) the following variational inequality

∫
B1

[(−2t)⟨A∇u,∇(u− v)⟩ − ⟨x,A∇u⟩(u− v) + (−2t)∂tu(u− v)]G(·, t) ≤ 0,

(B.9)

for any competitor v ∈ W 1,0
2 (B1, G) with v = u on ∂B1 and v ≥ 0 on B′

1. In fact,

this follows by inserting w = u+ (v − u)e
|x|2
4t in (B.8) and multiplying −2t

(−4πt)n/2 in

both sides. To prove (B.1) for z0 = 0, which readily implies (ii) by Lemma B.1,

we fix ε = 1/3. Then, for any 0 ≤ ρ < r < 1 and v ∈ W 1,0
2 (Qε

r,ρ, G) such that

v − u ∈ L2(−r2,−ρ2;W 1,2
0 (Brε)) and v ≥ 0 on Qε

r,ρ ∩ Q′
1, we extend v = u in

(B1 \Brε)× (−r2,−ρ2) and use (B.9) to obtain∫
Qε

r,ρ

(−2t)⟨A∇u,∇(u− v)⟩G− ⟨x,A∇u⟩(u− v)G+ (−2t)∂tu(u− v)G ≤ 0.

Using 2∇u · ∇(u − v) ≥ |∇u|2 − |∇v|2, |∇u · ∇(u − v)| ≤ 3/2|∇u|2 + |∇v|2, and
|A− I| ≤ Crεα in Qε

r,ρ, we get∫
Qε

r,ρ

(−2t)⟨A∇u,∇(u− v)⟩G

=

∫
Qε

r,ρ

(−2t)∇u · ∇(u− v)G+

∫
Qε

r,ρ

(−2t)⟨(A− I)∇u,∇(u− v)⟩G
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≥ (1− Crεα)

∫
Qε

r,ρ

(−t)|∇u|2G− (1 + Crεα)

∫
Qε

r,ρ

(−t)|∇v|2G.

Combining the above two estimates yields

(1− Crεα)

∫
Qε

r,ρ

(−t)|∇u|2G+

∫
Qε

r,ρ

(−x · ∇u− 2t∂tu)(u− v)G

≤ (1 + Crεα)

∫
Qε

r,ρ

(−t)|∇v|2G+

∫
Qε

r,ρ

⟨x, (A− I)∇u⟩(u− v)G.

Finally, by estimating the last term with Young’s inequality∫
Qε

r,ρ

⟨x, (A− I)∇u⟩(u− v)G ≤ Crεα
∫
Qε

r,ρ

(−t)|∇u|2G+
|x|2

−t
(u− v)2G,

we conclude (B.1) for z0 = 0. □

Example B.4. Let u be a solution of the parabolic Signorini problem for the Laplacian
with drift with the velocity field b ∈ L∞(−1, 0 ; Lp(B1)), p > n:

−∆u+ b(x, t) · ∇u+ ∂tu = 0 in Q±
1

−∂xn
u ≥ 0, u ≥ 0 u∂xn

u = 0 on Q′
1,

even in xn-variable. We understand this in the weak sense that u satisfies the
variational inequality: for any −1 < t < 0,∫

B1×{t}
∇u · ∇(v − u) + b(x, t) · ∇u(v − u) + ∂tu(v − u) ≥ 0,

for any competitor v ∈W 1,2(B1) such that v ≥ 0 on B′
1 and v = u on ∂B1. Then

(i) u is an unweighted almost minimizer for the parabolic Signorini problem in
Q1 with a gauge function η(r) = Cr1−n/p.

(ii) ũ = uψ is a weighted almost minimizer for the parabolic Signorini problem

in Q′
1 with a gauge function η(r) = Cr

1
3 (1−n/p).

Proof. Since (i) is proved in [JP23, Example A.1] for more general case with variable
coefficients, it is sufficient to prove (ii). For this purpose, as in Example B.3, we
prove (B.1) for every z0 ∈ Q′

1. Indeed, without loss of generality we may assume
that z0 = 0. By the similar argument as in Example B.3, u also satisfies for a.e.
t ∈ (−1, 0) the variational inequality∫

B1×{−t}

[
(−2t)∇u · ∇(u− v) + (−x · ∇u− 2t∂tu)(u− v)

+ (−2t)b · ∇u(u− v)
]
G ≤ 0

for any v ∈W 1,2(B1, G(·, t)) with v = u on ∂B1 and v ≥ 0 on B′
1. For ε = 1/3 and

0 ≤ ρ < r < 1, let v ∈W 1,0
2 (Qε

r,ρ, G) be such that v−u ∈ L2(−r2,−ρ2;W 1,2
0 (Brε , G))

and v ≥ 0 on Qε
r,ρ ∩Q′

1. Extending v to B1 × (−r2,−ρ2) by v = u on (B1 \Brε)×
(−r2,−ρ2) and using the above variational inequality, we get∫

Qε
r,ρ

(
(−t)|∇u|2 + (−x · ∇u− 2t∂tu)(u− v)

)
G

≤
∫
Qε

r,ρ

(
(−t)|∇u|2 + (−2t)∇u · ∇(v − u) + (−2t)b · ∇u(v − u)

)
G
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=

∫
Qε

r,ρ

(
−(−t)|∇u|2 + (−2t)∇u · ∇v

)
G+

∫ −ρ2

−r2
(−2t)

∫
Brε

b · ∇u(v − u)Gdxdt

≤
∫
Qε

r,ρ

(−t)|∇v|2G+

∫ −ρ2

−r2
(−2t)M∥∇uG1/2∥L2(Brε )∥(v − u)G1/2∥Lp∗ (Brε )

dt,

where M := sup{∥b(·, t)∥Lp(B1) : −1 < t < 0} and p∗ = 2p
p−2 . For γ = 1− n/p, we

have by Sobolev’s inequality,

∥(v − u)G1/2∥Lp∗ (Brε )
≤ Cn,pr

εγ∥∇((v − u)G1/2)∥L2(Brε )

≤ Crεγ
(
∥∇(v − u)G1/2∥L2(Brε ) + ∥(v − u)

x

t
G1/2∥L2(Brε )

)
.

Thus ∫ −ρ2

−r2
(−2t)M∥∇uG1/2∥L2(Brε )∥(v − u)G1/2∥Lp∗ (Brε )

dt

≤ Crεγ
∫ −ρ2

−r2
(−2t)∥∇uG1/2∥L2(Brε )

(
∥∇(v − u)G1/2∥L2(Brε )

+ ∥(v − u)
x

t
G1/2∥L2(Brε )

)
dt

≤ Crεγ
∫
Qε

r,ρ

(−2t)
(
|∇u|2 + |∇v|2

)
G+ Crεγ

∫
Qε

r,ρ

|x|2

(−t)
(v − u)2G,

where constants C > 0 depend only on n, p and M . Therefore,∫
Qε

r,ρ

(1− Crεγ) (−t)|∇u|2G+ (−x · ∇u− 2t∂tu)(u− v)G

≤
∫
Qε

r,ρ

(1 + Crεγ) (−t)|∇v|2G+ Crεγ
|x|2

(−t)
(v − u)2G.

This completes the proof. □

Disclosure statement. The authors report there are no competing interests to
declare.
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