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Abstract. This paper studies the heat content for Schrödinger operators of the fractional Laplacian $(-\Delta)^{\alpha/2}$, $0 < \alpha \leq 2$ in $\mathbb{R}^d$, $d \geq 1$. Employing probabilistic and analytic techniques, a small time asymptotic expansion formula is given and the “heat content invariants” are identified. These results are new even in the case of the Laplacian, $\alpha = 2$.

1. Introduction

Let $0 < \alpha \leq 2$ and consider $X = \{X_t\}_{t \geq 0}$ a rotationally invariant $\alpha$-stable process whose transition densities $p_t^{(\alpha)}(x, y) = p_t^{(\alpha)}(x - y)$ are uniquely determined by their Fourier transform (characteristic function) and which are given by

\begin{equation}
\tag{1.1}
e^{-t|\xi|^\alpha} = \mathbb{E}_0[e^{-i\xi \cdot X_t}] = \int_{\mathbb{R}^d} e^{-iy \cdot \xi} p_t^{(\alpha)}(y) dy,
\end{equation}

for all $t > 0$, $\xi \in \mathbb{R}^d$, $d \geq 1$. Henceforth, $\mathbb{E}^x$ will represent the expectation of the process starting at $x$.

For the purposes of this paper, we need to take into consideration both the spectral and integral definition for the infinitesimal generator associated to $X$, denoted here by $H^{\alpha} = (-\Delta)^{\alpha/2}$. In the spectral theoretic sense, $(-\Delta)^{\alpha/2}$ is a positive and self-adjoint linear operator with domain

$$\{ f \in L^2(\mathbb{R}^d) : |\xi|^{\alpha} \hat{f}(\xi) \in L^2(\mathbb{R}^d) \}$$

satisfying

\begin{equation}
\tag{1.2}
(-\Delta)^{\alpha/2} f(\xi) = |\xi|^{\alpha} \hat{f}(\xi),
\end{equation}

where $\hat{f}$ denotes the Fourier transform of $f$. Moreover, for $f \in S(\mathbb{R}^d)$, where $S(\mathbb{R}^d)$ is the set of rapidly decreasing smooth functions, we have

$$(-\Delta)^{\alpha/2} f(x) = \left. \frac{d}{dt} e^{-t(-\Delta)^{\alpha/2}} f(x) \right|_{t=0},$$

where

$$e^{-t(-\Delta)^{\alpha/2}} f(x) = \mathbb{E}^x[f(X_t)] = \int_{\mathbb{R}^d} p_t^{(\alpha)}(x, y) f(y) dy$$

is the heat semigroup generated by $X$. On the other hand, $(-\Delta)^{\alpha/2}$ can also be expressed in the integral form

$$(-\Delta)^{\alpha/2} f(x) = C_{d, \alpha} \int_{\mathbb{R}^d} \frac{f(x) - f(y)}{|x - y|^{d+\alpha}} dy,$$
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where $C_{d,\alpha} > 0$ is a normalizing constant and the integral is understood in the principal value sense. The last expression allows us to rewrite the Dirichlet form associated to $(-\Delta)^{\frac{\alpha}{2}}$ (see [15] for further details)

\begin{equation}
E_{\alpha}(f) = \langle (-\Delta)^{\frac{\alpha}{2}} f, f \rangle = \int_{\mathbb{R}^d} (-\Delta)^{\frac{\alpha}{2}} f(x) f(x) dx
\end{equation}

as

\begin{equation}
E_{\alpha}(f) = \frac{C_{d,\alpha}}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|f(x) - f(y)|^2}{|x-y|^{d+\alpha}} dx dy.
\end{equation}

Notice that when $\alpha = 2$, due to integration by parts, we have

\begin{equation}
E_2(f) = \int_{\mathbb{R}^d} (-\Delta f)(x) f(x) dx = \int_{\mathbb{R}^d} |\nabla f(x)|^2 dx,
\end{equation}

which is the classical Dirichlet form of the Laplacian.

Let $V \in L^\infty(\mathbb{R}^d) \cap L^1(\mathbb{R}^d)$. The linear operator $H_V = (-\Delta)^{\frac{\alpha}{2}} + V$, known as the Fractional Schrödinger operator, is self-adjoint and defined similarly as the infinitesimal generator of the heat semigroup,

\[ e^{-tH_V} f(x) = \mathbb{E}_t^V [e^{-\int_0^t V(X_s) ds} f(X_t)] , \]

for $f \in \mathcal{S}(\mathbb{R}^d)$. The heat kernel of $e^{-tH_V}$ is given by the Feymann-Kac formula (see [16], [18] and [25])

\begin{equation}
p_t^{H_V}(x,y) = p_t^{(\alpha)}(x,y) \mathbb{E}_{x,y}^t \left[ e^{-\int_0^t V(X_s) ds} \right] ,
\end{equation}

where $\mathbb{E}_{x,y}^t$ denotes the expectation with respect to the stable process (bridge) starting at $x$ and conditioned to be at $y$ at time $t$.

With $H_\alpha$, $H_V$ and their heat kernels properly introduced, we now proceed to consider the heat trace for Schrödinger operators, which is defined by

\[ Tr \left( e^{-tH_V} - e^{-tH_\alpha} \right) = \int_{\mathbb{R}^d} \left( p_t^{H_V}(x,x) - p_t^{(\alpha)}(x,x) \right) dx. \]

We set

\begin{equation}
\mathcal{T}_V^{(\alpha)}(t) = \frac{Tr \left( e^{-tH_V} - e^{-tH_\alpha} \right)}{p_t^{(\alpha)}(0)}.
\end{equation}

The small time asymptotic expansion for the Schrödinger operator corresponding to the case $\alpha = 2$ (that is, the behavior of the quantity $\mathcal{T}_V^{(2)}(t)$ as $t \downarrow 0$) has been extensively studied in the literature for many years by many authors. One reason for this interest is its connections and applications to spectral and scattering theory. It is well known that there is an asymptotic expansion in powers of $t$ and that the coefficients, known as the “heat invariants”, encode rich information on scattering poles and properties of the potential $V$. (See for example, van den Berg [10], McKean and Moerbeke [20] and Melrose [21, 22].) For this reason, there has been a great deal of interest in obtaining explicit expressions for the coefficients in the expansions under suitable (but general enough) assumptions on the potentials. Following these works, Sá Barreto and the second author proved the existence of an asymptotic expansion as $t \downarrow 0$ and gave a formula for the “heat invariants” in terms of quantities involving the Fourier transform of the potential $V \in \mathcal{S}(\mathbb{R}^d)$. This expansion allows for the computation of several coefficients and this in turn gives information on scattering poles for the potential $V$; see [6, pp. 2162–2163] for details. Applications of the techniques in [6] for Schrödinger operators over...
compact Riemannian manifolds are given in Donnelly [14]. In [5], Yildirim and
the second author proved a second order expansion for (1.7) as \( t \downarrow 0 \) valid for all
\( 0 < \alpha \leq 2 \) by imposing a Hölder continuous condition on the potential \( V \) similar
to that imposed in [10] for the case \( \alpha = 2 \). In [1], the first author combined
the techniques in [6] with probabilistic techniques to derive a general small time
asymptotic expansion for \( T_\alpha(V)(t) \) valid for all \( 0 < \alpha \leq 2 \). While this expansion is
similar to that in [6] for \( \alpha = 2 \), the formula for the \( \alpha \)-heat invariants for \( 0 < \alpha < 2 \)
contains some rather complicated probabilistic quantities that are quite difficult to
compute. Nevertheless, the expansion in [1] permits the computation of several
heat invariants for the general \( \alpha \)'s as in the case of [6] for \( \alpha = 2 \).

While by no means complete (many questions concerning scattering theory re-
main completely open) our current understanding of trace asymptotics for the
Schrödinger operator for the fractional Laplacians has greatly improved in recent
years. This is in stark contrast to trace asymptotic for the Dirichlet fractional Lapla-
cian in smooth bounded domains of \( \mathbb{R}^d \) where progress has been slow. If \( D \subset \mathbb{R}^d \)
is a domain of finite volume and \( p^D_t(x,y) \) is the heat kernel for the Laplacian in \( D \)
with Dirichlet boundary condition, then the following quantity
\[
Z_D(t) = \int_D p^D_t(x,x)dx,
\]
is known as the heat trace of the Dirichlet heat semigroup for the domain \( D \). As in
the case of the Schrödinger semigroups on \( \mathbb{R}^d \), this quantity has been extensively
investigated in the literature. In 1954, S. Minakshisundaram [23] proved that
if \( D \subset \mathbb{R}^d \) is a bounded domain with smooth boundary (his result is for general
manifolds with boundaries), then there are constants \( c_j(D) \) such that for all \( N \geq 3 \),
\[
(1.8) \quad Z_D(t) = \frac{1}{(4\pi t)^{d/2}} \left\{ |D| - \frac{\sqrt{\pi}}{2} |\partial D| t^{1/2} + \sum_{j=3}^N c_j(D) t^{j/2} + O(t^{(N+1)/2}) \right\},
\]
as \( t \downarrow 0 \). The heat invariants \( c_j(D) \) have also been the source of intense interest for
many years, specially following the foundational work of M. Kac [17] and McKean
and Singer [19]. In [3] and [4], a second order expansion is computed for the
Dirichlet fractional Laplacian valid for all \( 0 < \alpha \leq 2 \). However, a general asymptotic
expansion for the trace of fractional Laplacian similar to (1.8) remains an interesting
open problem.

There are other spectral functions whose asymptotic expansions similarly encode
important geometric information for the domain \( D \). One of these is the heat content
defined by
\[
Q_D(t) = \int_D \int_D p^D_t(x,y)dydx.
\]
It represents the total amount of heat in the domain \( D \) by time \( t \). Like the trace, it has an asymptotic expansion of the form
\[
(1.9) \quad Q_D(t) = \sum_{j=0}^N a_j(D) t^{j/2} + O(t^{(N+1)/2})
\]
and the first few coefficients (called heat content invariants) have been calculated.
(See van den Berg and Gilkey [8] and van den Berg, Gilkey, Kirsten and Kozlov [9]
for more on the expansion and the calculation of coefficients.) The following result
was proved by van den Berg and Le Gall in [12] for smooth domains \( D \subset \mathbb{R}^d, d \geq 2 \).
\begin{equation}
Q_D(t) = |D| - \frac{2}{\sqrt{\pi}}|\partial D|t^{1/2} + \left(2^{-1}(d - 1) \int_{\partial D} H(s)ds \right) t + O(t^{3/2}),
\end{equation}

as $t \downarrow 0$. Here, $H(s)$ denotes the mean curvature at the point $s \in \partial D$. For more on the heat content asymptotics and its connections to the eigenvalues (spectrum) of the Laplacian in the domain $D$, we refer the reader to van den Berg, Dryden and Kappeler [7] and the many references to the literature contained therein.

**Question 1.1.** Is there an expansion similar to (1.9) for the Dirichlet semigroup of stable processes for smooth bounded domains $D$, and can one compute the first few coefficients? In particular, is there a version of (1.10) for stable processes?

As of now, these too remain challenging open questions. Even obtaining a second order asymptotic seems to be very challenging. We remark that the tools to show the existence of the asymptotic expansion (1.10) depend strongly on the fact that Brownian motion $B = \{B_t\}_{t \geq 0}$ on $\mathbb{R}^d$ is obtained by taking $d$-independent copies of a 1-dimensional Brownian motion as its coordinates. This facilitates many calculations in the above expansions, often reducing matters to one dimensional problems; see for example [11]. Unfortunately, these type of arguments completely fail for stable processes. To understand more what these difficulties entail, we refer the reader to [3] and [4] where similar issues have to be confronted for trace asymptotics.

The above mentioned results on the trace of Schrödinger operators on $\mathbb{R}^d$ and those for the Dirichlet semigroup motivate the study of what we will call “the heat content for Schrödinger semigroups” and which we define by

\begin{equation}
Q_V^{(\alpha)}(t) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( p_{t}^{H_V}(x, y) - p_{t}^{(\alpha)}(x, y) \right) dx dy
\end{equation}

\begin{equation*}
\quad = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p_{t}^{(\alpha)}(x, y) \mathbb{E}_{x, y} \left[ e^{-\int_{0}^{t} V(X_s)ds} - 1 \right] dx dy.
\end{equation*}

Notice that the second equality comes from (1.6). To the best of our knowledge, this quantity has not been studied in the literature before even in the case of the Laplacian.

Before stating our results, we elaborate further on the name “heat content”. Recall that the heat kernels for the semigroups $e^{-tH_\alpha}$ and $e^{-tH_V}$ of the operators $(-\Delta)^{\frac{\alpha}{2}}$ and $(-\Delta)^{\frac{\alpha}{2}} + V$, respectively, satisfy the heat equations

\begin{equation}
\frac{d}{dt} p_t^{(\alpha)}(x, y) = -(-\Delta)^{\frac{\alpha}{2}} p_t^{(\alpha)}(x, y), \quad t > 0, \quad (x, y) \in \mathbb{R}^{2d},
\end{equation}

with initial condition

\begin{equation}
p_0^{(\alpha)}(x, y) = \delta(x - y),
\end{equation}

and

\begin{equation}
\frac{d}{dt} p_t^{H_V}(x, y) = -[(-\Delta)^{\frac{\alpha}{2}} + V(x)] p_t^{H_V}(x, y), \quad t > 0, \quad (x, y) \in \mathbb{R}^{2d}
\end{equation}

with

\begin{equation}
p_0^{H_V}(x, y) = \delta(x - y).
\end{equation}

Consequently, the function

\begin{equation}
u(t, x, y) = p_t^{H_V}(x, y) - p_t^{(\alpha)}(x, y)
\end{equation}
satisfies
\[ \frac{d}{dt} u(t, x, y) = -(-\Delta)^{\alpha/2} u(t, x, y) - V(x) p_t^{HV}(x, y), \quad (t, x, y) \in (0, +\infty) \times \mathbb{R}^d \]
with initial condition
\[ u(0, x, y) = 0, \quad (x, y) \in \mathbb{R}^d. \]

From (1.6), we observe that when \( V \leq 0 \), we have \( u(t, x, y) \geq 0 \) so that we can interpret \( u(t, x, y) \) as a temperature function that reflects the excess of heat generated by the potential \( V \) at time \( t > 0 \) at the point \((x, y)\). Similarly, when \( V \geq 0 \), \( u(t, x, y) \leq 0 \), which can be interpreted as a loss of heat. Likewise,
\[ U(t, x) = \int_{\mathbb{R}^d} u(t, x, y) dy \]
can be regarded as a temperature function defined on \( \mathbb{R}^d \) which lets us interpret \( Q_V^{(\alpha)}(t) \) as the amount of heat that the Euclidean space \( \mathbb{R}^d \) has gained, or lost, by time \( t > 0 \) with respect to the potential \( V \). One of our goals is to compare the expansion as \( t \downarrow 0 \) for the heat content \( Q_V^{(\alpha)}(t) \) to that of \( T_V^{(\alpha)}(t) \) proved in \([6]\) \((\alpha = 2 \text{ case}), [5] \) and \([1]\) \((0 < \alpha < 2 \text{ case})\).

We proceed to state our main results. The first two theorems correspond to the results for the trace proved in \([10]\) for \( \alpha = 2 \) and in \([5]\) for \( 0 < \alpha < 2 \). The first theorem provides the first term whereas the second theorem yields a second order expansions under the assumption of a Hölder continuity on the potential \( V \). Both theorems provide uniform bounds for the remainder term for all positive times.

**Theorem 1.1.**

(i) **Assume** \( V \in L^\infty(\mathbb{R}^d) \cap L^1(\mathbb{R}^d) \). Then if \( V : \mathbb{R}^d \to (-\infty, 0] \), we have for all \( t > 0 \) that
\[
-t \int_{\mathbb{R}^d} V(x) dx \leq Q_V^{(\alpha)}(t) \leq -t \int_{\mathbb{R}^d} V(x) dx \left( 1 + \frac{1}{2} t ||V||_{\infty} e^{t||V||_{\infty}} \right).
\]
The last inequality implies that
\[ Q_V^{(\alpha)}(t) = -t \int_{\mathbb{R}^d} V(x) dx + \mathcal{O}(t^2), \]
as \( t \downarrow 0 \).

(ii) **For** \( V \in L^\infty(\mathbb{R}^d) \cap L^1(\mathbb{R}^d) \), we obtain for all \( t > 0 \)
\[
\left| Q_V^{(\alpha)}(t) + t \int_{\mathbb{R}^d} V(x) dx \right| \leq t^2 ||V||_1 ||V||_{\infty} e^{t||V||_{\infty}}.
\]

In particular,
\[ Q_V^{(\alpha)}(t) = -t \int_{\mathbb{R}^d} V(x) dx + \mathcal{O}(t^2), \]
as \( t \downarrow 0 \).

**Theorem 1.2.** **Suppose** \( V \in L^\infty(\mathbb{R}^d) \cap L^1(\mathbb{R}^d) \). Assume that \( V \) is also uniformly Hölder continuous of order \( \gamma \). That is, there exists a positive constant \( M \) such that
\[ |V(x) - V(y)| \leq M|x - y|^\gamma, \]
for all \( x, y \in \mathbb{R}^d \), with \( 0 < \gamma < \min\{1, \alpha\}, 0 < \alpha \leq 2 \). Then, for all \( t > 0 \)
\[
\left| Q_V^{(\alpha)}(t) + t \int_{\mathbb{R}^d} V(x) dx - \frac{t^2}{2} \int_{\mathbb{R}^d} V^2(x) dx \right| \leq C(\gamma, \alpha) ||V||_1 \left( ||V||_{\infty}^2 e^{t||V||_{\infty}} t^3 + t^{\frac{\alpha}{2} + 2} \right).
\]
In particular,

\[ Q_V^{(\alpha)}(t) = -t \int_{\mathbb{R}^d} V(x)dx + \frac{t^2}{2} \int_{\mathbb{R}^d} V^2(x)dx + \mathcal{O}(t^{\frac{3}{2} + 2}), \]

as \( t \downarrow 0 \).

It is interesting to note here that in [5], it is shown that

\[ T_V^{(\alpha)}(t) = -t \int_{\mathbb{R}^d} V(\theta)d\theta + \frac{t^2}{2} \int_{\mathbb{R}^d} V^2(\theta)d\theta + \mathcal{O}(t^{\frac{3}{2} + 2}), \]

as \( t \downarrow 0 \) under the same conditions of Theorem 1.2. Thus, under the assumption of Hölder continuity we cannot distinguish between \( Q_V^{(\alpha)}(t) \) and \( T_V^{(\alpha)}(t) \), as \( t \downarrow 0 \) as the scope order asymptotic expansion. In order to see the difference in these quantities for \( t \downarrow 0 \), we need to assume extra regularity conditions on \( V \) and go further in the expansion.

Our third result in this paper is a general asymptotic expansion in powers of \( t \) for potentials \( V \in \mathcal{S}(\mathbb{R}^d) \) with an explicit form for the coefficients. In order to avoid the introduction of more complicated notation at this point, we postpone the result to Theorem 3.1 in §3. A special case of Theorem 3.1 where we can compute quite explicitly all the coefficients is the following theorem.

**Theorem 1.3.** Let \( V \in \mathcal{S}(\mathbb{R}^d) \) and \( 0 < \alpha \leq 2 \). Then

\[
Q_V^{(\alpha)}(t) = -t \int_{\mathbb{R}^d} V(\theta)d\theta + \frac{t^2}{2} \int_{\mathbb{R}^d} V^2(\theta)d\theta - \frac{t^3}{3!} \left( \int_{\mathbb{R}^d} V^3(\theta)d\theta + \mathcal{E}_\alpha(V) \right) \\
+ \frac{t^4}{4!} \left( \int_{\mathbb{R}^d} V^4(\theta)d\theta + 2 \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)^{\frac{3}{2}} V(\theta)d\theta + \int_{\mathbb{R}^d} |(-\Delta)^{\frac{3}{2}} V(\theta)|^2 d\theta \right) \\
- \frac{t^5}{5!} \left( \int_{\mathbb{R}^d} V^5(\theta)d\theta + 2 \int_{\mathbb{R}^d} V^3(\theta)(-\Delta)^{\frac{3}{2}} V(\theta)d\theta + 2 \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)^{\frac{3}{2}} V(\theta)d\theta \\
+ \int_{\mathbb{R}^d} V^4(\theta) |(-\Delta)^{\frac{3}{2}} V(\theta)|^2 d\theta + \mathcal{E}_\alpha \left( ( -\Delta)^{\frac{3}{2}} V \right) + \mathcal{E}_\alpha \left( V^2 \right) \right) + \mathcal{O}(t^6),
\]

as \( t \downarrow 0 \). Here, \( \mathcal{E}_\alpha \) is the Dirichlet form as defined in (1.4) and (1.5) whereas \((-\Delta)^{\frac{3}{2}}\) is defined to be \((-\Delta)^{\frac{3}{2}} \circ ( -\Delta)^{\frac{3}{2}} \).

The expansion above enables us to comment on the similarities and differences between the heat trace and the heat content. We start with the case \( \alpha = 2 \). It is proved in [6] that

\[
T_V^{(2)}(t) = -t \int_{\mathbb{R}^d} V(\theta)d\theta + \frac{t^2}{2} \int_{\mathbb{R}^d} V^2(\theta)d\theta - \frac{t^3}{3!} \left( \int_{\mathbb{R}^d} V^3(\theta)d\theta + \frac{1}{2} \mathcal{E}_2(V) \right) \\
+ \frac{t^4}{4!} \left( \int_{\mathbb{R}^d} V^4(\theta)d\theta + 2 \int_{\mathbb{R}^d} V(\theta)|\nabla V(\theta)|^2 d\theta + \frac{1}{5} \int_{\mathbb{R}^d} |(-\Delta) V(\theta)|^2 d\theta \right) \\
- \frac{t^5}{5!} \left( \int_{\mathbb{R}^d} V^5(\theta)d\theta + \frac{3}{42} |\nabla (-\Delta) V(\theta)|^2 + 5V^2(\theta)|\nabla V(\theta)|^2 \\
+ \frac{15}{27} V(\theta)|(-\Delta)V(\theta)|^2 + \frac{4}{9} V(\theta) \left( \sum_{i,j=1}^d \partial_{x_i} \partial_{x_j} V(\theta) \right)^2 \right) d\theta + \mathcal{O}(t^6),
\]
as \( t \downarrow 0 \).

From
\[
\int_{\mathbb{R}^d} V^2(\theta)(-\Delta V)(\theta)d\theta = 2\int_{\mathbb{R}^d} V(\theta)|\nabla V(\theta)|^2d\theta
\]
and
\[
\int_{\mathbb{R}^d} |\nabla(-\Delta V)(\theta)|^2 d\theta = \int_{\mathbb{R}^d} (-\Delta V)(\theta)(-\Delta V)(\theta)d\theta = \mathcal{E}_2(-\Delta V)
\]
and other similar identities, we note that by Theorem 1.3 the same integrands are involved in the expansion of both the heat trace and the heat content and both expansions behave similarly as \( t \downarrow 0 \). On the other hand, in the case \( 0 < \alpha < 2 \), the heat trace and the heat content have completely different behavior for small \( t \). In fact, the asymptotic expansion provided in [1] for \( T^{(\alpha)}_V(t) \) is dimensional dependent, unlike the situation of \( \alpha = 2 \). That is, the powers of \( t \) in the expansion depend on the location of \( \alpha \) relative to the dimension \( d \). One of the strongest result obtained in [1] is that
\[
(1.12) \quad T^{(\alpha)}_V(t) = -t \int_{\mathbb{R}^d} V(\theta)d\theta + \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta - \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta - \mathcal{L}_{d,\alpha} t^{2+\frac{\alpha}{2}} \mathcal{E}_2(V) + \mathcal{O}(t^4),
\]
for all \( d \geq 1 \) and \( \frac{3}{2} < \alpha < 2 \) as \( t \downarrow 0 \), where \( \mathcal{L}_{d,\alpha} > 0 \) is a constant depending on the \( \alpha/2 \)-subordinator related to \( X \). There, it is also shown that the same integrals involved in the expansion for \( T^{(2)}_V(t) \) appear in different positions in the corresponding expansion for \( T^{(\alpha)}_V(t) \) according to the given \( \alpha \) under consideration.

With these observations and Theorem 3.1 below, we conclude that the expansion of \( Q^{(\alpha)}_V(t) \) gives information on the action of the operator \((-\Delta)^{\frac{\alpha}{2}}\) on the potential \( V \) and produces functions of \( t \) of the form \( ct^n \), \( n \in \mathbb{N} \), with explicit real numbers \( c \). On the other hand, according to the results in [1], \( T^{(\alpha)}_V(t) \) gives information on the action of \( \Delta \) on \( V \) and produces powers of \( t \) of the form \( c_{d,\alpha} t^{n+\frac{\alpha}{2}} \), \( n, j \in \mathbb{N} \), where \( c_{d,\alpha} \), although explicitly given, are as of now quite difficult compute for general \( d \) and \( \alpha \). For more on this, we refer the reader to [1].

The paper is organized as follows. In §2, we show that \( Q^{(\alpha)}_V(t) \) is a well defined function for every bounded and integral potential \( V \) and prove a series of lemmas needed for the proof of Theorem 1.1 and Theorem 1.2. In §3, we prove the existence of a general expansion for \( Q^{(\alpha)}_V(t) \) (Theorem 3.1) under the assumption that the potential is a rapidly decreasing smooth function. This is done using Fourier Transform techniques. Lastly, in §4, we compute the first five terms in the expansion obtained in §3 which proves Theorem 1.3.

2. PROOF OF THEOREMS 1.1 AND 1.2.

We start this section by proving that \( Q^{(\alpha)}_V(t) \) given by (1.11) is a well–defined function for all \( t \geq 0 \) as long as \( V \) is bounded and integrable. We begin by observing that the elementary inequality \(|e^z - 1| \leq |z| e^{|z|}\) gives
\[
\left|Q^{(\alpha)}_V(t)\right| \leq e^{t||V||_\infty} \int_{\mathbb{R}^{2d}} p^{(\alpha)}_t(x,y) \mathcal{E}_{x,y}^{(t)} \left[ \int_0^t |V(X_s)|ds \right] dx dy.
\]
Next, by Fubini’s theorem and the properties of stable bridge (see [5], [13] and (2.6) below) the integral term in the right hand side of the above inequality equals

\[
\begin{align*}
\int_{\mathbb{R}^d} p_t^{(x,y)}(x, y) & \left( \int_0^t \int_{\mathbb{R}^d} |V(z)| \frac{p_{t-s}^{(x,y)}(z, y)}{p_t^{(x,y)}} dz ds \right) dx dy = \\
\int_0^t \int_{\mathbb{R}^d} |V(z)| \left( \int_{\mathbb{R}^d} p_{t-s}^{(x,z)} dx \int_{\mathbb{R}^d} p_s^{(y,z)} dy \right) dz ds = t||V||_1,
\end{align*}
\]

where we have used the well known facts that for all \(x, z \in \mathbb{R}^d\) and \(t > 0\), \(p_t^{(x,z)} = 1\) and \(\int_{\mathbb{R}^d} p_t^{(x,z)} dx = 1\). Thus, we conclude that the heat content satisfies

\[
|Q_V^{(x)}(t)| \leq t||V||_1 e^{t||V||_\infty}.
\]

Therefore, \(Q_V^{(x)}(t)\) is well-defined for all \(t \geq 0\) and bounded on any interval \((0, T]\), \(T > 0\), provided \(V \in L^\infty(\mathbb{R}^d) \cap L^1(\mathbb{R}^d)\). It is also worth noting here that the previous argument together with Taylor’s expansion of the exponential function (see (3.5) below) show that

\[
Q_V^{(x)}(t) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \int_{\mathbb{R}^d} p_t^{(x,y)}(x, y) \frac{V(X_s) ds}{k!} \left( \int_0^t V(X_s) ds \right)^k dx dy,
\]

where the sum is absolutely convergent for all \(t > 0\).

It is advantageous at this point to give a different expression for the equation (2.2) in terms of the stable bridge in order to obtain further formulas for the coefficients and estimates for the remainders in the forthcoming sections. Before proceeding, we introduce some notation to conveniently express our formulas below. For \(k \in \mathbb{N}\), we set

\[
I_k = \left\{ \lambda^{(k)} = (\lambda_k, \lambda_{k-1}, \ldots, \lambda_1) \in [0, 1]^k : 0 < \lambda_k < \lambda_{k-1} < \ldots < \lambda_1 < 1 \right\},
\]

\[
d\lambda^{(k)} = d\lambda_k d\lambda_{k-1} \ldots d\lambda_1,
\]

\[
z^{(k)} = (z_1, \ldots, z_k) \in \mathbb{R}^{kd},
\]

\[
dz^{(k)} = dz_k \ldots dz_1,
\]

\[
V_k(z^{(k)}) = V_k(z_1, \ldots, z_k) = \prod_{i=1}^k V(z_i),
\]

\[
p(t, z^{(k)}) = \prod_{j=1}^{k-1} p_t^{(\lambda_j - \lambda_{j+1})} (z_j, z_{j+1}).
\]

It is well known [26] that

\[
\left( \int_0^1 \tilde{V}(s) ds \right)^k = k! \int_{I_k} \prod_{i=1}^k \tilde{V}(\lambda_i) d\lambda^{(k)},
\]

for any \(\tilde{V} : [0, 1] \to \mathbb{R}\) integrable.

**Lemma 2.1.** For any \(t > 0\) and \(J \geq 2\),

\[
Q_V^{(x)}(t) = -t \int_{\mathbb{R}^d} V(\theta) d\theta + \sum_{k=2}^{J} (-t)^k \int_{I_k} \int_{\mathbb{R}^{kd}} V_k(z^{(k)}) p(t, z^{(k)}) dz^{(k)} d\lambda^{(k)} + R_{J+1}(t),
\]

where

\[
|R_{J+1}(t)| \leq t^{J+1} ||V||_1 ||V||_\infty J e^{t||V||_\infty}.
\]
Proof. Set
\[
R_{J+1}(t) = \sum_{k=J+1}^{\infty} \frac{(-1)^k}{k!} \int_{\mathbb{R}^d} p_t^{(\alpha)}(x,y) \mathbb{E}_{x,y}^t \left[ \left( \int_0^t V(X_s) \, ds \right)^k \right] \, dxdy.
\]

It is clear by (2.1) that
\[
|R_{J+1}(t)| \leq \sum_{k=J+1}^{\infty} \frac{(t||V||_{\infty})^{k-1}}{k!} \int_{\mathbb{R}^d} p_t^{(\alpha)}(x,y) \mathbb{E}_{x,y}^t \left[ \int_0^t |V(X_s)| \, ds \right] \, dxdy
\]
\[
\leq t||V||_1 \sum_{k=J+1}^{\infty} \frac{(t||V||_{\infty})^{k-1}}{k!} \leq t^{J+1}||V||_1||V||_{\infty} e^{t||V||_{\infty}}.
\]

On the other hand, by making a suitable change of variables and appealing to (2.4) we observe that
\[
\mathbb{E}_{x,y}^t \left[ \left( \int_0^t V(X_s) \, ds \right)^k \right] = t^k \mathbb{E}_{x,y}^t \left[ \left( \int_0^t V(X_s) \, ds \right)^k \right]
\]
\[
= k! t^k \mathbb{E}_{x,y}^t \left[ \int_{J_k} V(X_{t\lambda_1})...V(X_{t\lambda_k}) d\lambda^{(k)} \right].
\]

We recall that the finite dimensional distributions of the stable bridge (see [5], [18] and references therein for details) are given by
\[
(2.6) \quad \mathbb{E}_{x,y}^t (X_{t\lambda_1} \in dz_1, X_{t\lambda_2} \in dz_2, ..., X_{t\lambda_k} \in dz_k)
\]
\[
= \frac{1}{p_t^{(\alpha)}(x,y)} \prod_{j=0}^{k} \left( \int_{J_{\lambda_j}}^1 p_t^{(\alpha)}(t_{\lambda_j-\lambda_{j+1}}, z_j, z_{j+1}) \, dz^{(k)} \right),
\]
where \( z_0 = x, z_{k+1} = y, \lambda_0 = 1, \) and \( \lambda_{k+1} = 0. \) Hence, using the fact that
\[
\int_{\mathbb{R}^d} p_t^{(\alpha)}(z_1) \, dz = 1
\]
the notation given in (2.3) and the finite distribution for the stable bridge given above, we conclude by Fubini’s theorem that
\[
(2.7) \quad \int_{\mathbb{R}^d} p_t^{(\alpha)}(x,y) \mathbb{E}_{x,y}^t \left[ \left( \int_0^t V(X_s) \, ds \right)^k \right] \, dxdy
\]
\[
= k! t^k \int_{J_k} \prod_{i=1}^{k} V(z_i) \prod_{j=1}^{k-1} \int_{J_{\lambda_j}}^1 p_t^{(\alpha)}(t_{\lambda_j-\lambda_{j+1}}, z_j, z_{j+1}) \, dz^{(k)} d\lambda^{(k)}
\]
\[
= k! t^k \int_{J_k} \prod_{i=1}^{k} V(z_i) \left( \frac{t^{(k)}}{p(t, z^{(k)})} \right) \, dz^{(k)} d\lambda^{(k)}.
\]
Therefore, the lemma follows from equation (2.2). \( \square \)

Proof of Theorem 1.1: Setting \( a = \int_0^t V(X_s) \, ds \) and \( b = t||V||_{\infty}, \) we observe that \( -b \leq a < 0. \) We use the elementary inequality
\[
-a \leq e^{-a} - 1 \leq -a \left( 1 + \frac{1}{2} be^b \right),
\]
to obtain
\[(2.8) \quad -\int_{0}^{t} V(X_s)ds \leq e^{-\int_{0}^{t} V(X_s)ds} - 1 \leq -\int_{0}^{t} V(X_s)ds \left(1 + \frac{1}{2} t||V||_{\infty} e^{t||V||_{\infty}}\right).\]

By taking expectations $E_{x,y}$ at both sides of (2.8), multiplying through by $p_t^{(\alpha)}(x,y)$, integrating on $\mathbb{R}^d$ with respect to $x$ and $y$ and appealing to (2.1) where $|V|$ is replaced by $-V \geq 0$, we arrive at
\[-t \int_{\mathbb{R}^d} V(x)dx \leq Q^{(\alpha)}_V(t) \leq -t \int_{\mathbb{R}^d} V(x)dx \left(1 + \frac{1}{2} t||V||_{\infty} e^{t||V||_{\infty}}\right).\]

Thus, (i) follows.

By using (2.1) and (2.2), we have
\[\left|Q^{(\alpha)}_V(t) + t \int_{\mathbb{R}^d} V(x)dx\right| \leq \sum_{k=2}^{\infty} \frac{1}{k!} \int_{\mathbb{R}^{2d}} p_t^{(\alpha)}(x,y)E_{x,y} \left[\left(\int_{0}^{t} |V(X_s)|ds\right)^k\right]dxdy \]
\[\leq t||V||_{1} \sum_{k=2}^{\infty} \frac{1}{k!} t^{k-1} ||V||_{\infty}^{k-1} \leq t^2 ||V||_{1} ||V||_{\infty} e^{t||V||_{\infty}},\]
which in turn proves (ii).

**Proof of Theorem 1.2:** We start by recalling two basic facts about the $\alpha$-stable process $X$, $0 < \alpha \leq 2$. First,
\[(2.9) \quad E^0 \left[|X_1|^\gamma\right] < \infty,\]
whenever $\gamma < \alpha < 2$. As for $\alpha = 2$, the above fact is also true, since in this case $\gamma = 1$. Secondly,
\[(2.10) \quad X_t = t^{1/\alpha} X_1,\]
in law as we can see from the characteristic function (1.1).

The Hölder continuity assumption on $V$, as we shall see in the next lemma, enables us to estimate the second term in (2.2).

**Lemma 2.2.** Under the same assumptions on the potential $V$ given in Theorem 1.2, we have for all $t > 0$ that
\[
\int_{\mathbb{R}^{2d}} p_t^{(\alpha)}(x,y)E_{x,y} \left[\left(\int_{0}^{t} V(X_s)ds\right)^2\right]dxdy = 2t^2 \int_{\mathbb{R}^d} |V(x)|^2 dx + R(t),
\]
where the remainder $R(t)$ satisfies
\[|R(t)| \leq C_0(\alpha, \gamma)||V||_{1} t^{\frac{\gamma}{2} + 2}.\]

**Proof.** We start by applying (2.7) with $k = 2$, so that
\[
\int_{\mathbb{R}^{2d}} p_t^{(\alpha)}(x,y)E_{x,y} \left[\left(\int_{0}^{t} V(X_s)ds\right)^2\right]dxdy =
2t^2 \int_{0}^{t} \int_{\mathbb{R}^{2d}} V(z_1)V(z_2)p_{t(\lambda_1-\lambda_2)}(z_2, z_1)dz_2dz_1d\lambda_2d\lambda_1.
\]
Thus, by using the fact that $J^2.1$ when consequence of applying Lemma 2.2 to the following expression obtained in Lemma we obtain that the conclusion of the lemma follows from (2.12), (2.11) by setting

Now,\[ (2.11) \int_{\mathbb{R}^{2d}} V(z_1)V(z_2)p^{(2)}_{t_t}(z_2, z_1)dz_1dz_2 = \]
\[ \int_{\mathbb{R}^{2d}} (V(z_1) - V(z_2))V(z_2)p^{(2)}_{t_t}(z_2, z_1)dz_1dz_2 \]
\[ + \int_{\mathbb{R}^{2d}} V^2(z_2)p^{(2)}_{t_t}(z_2, z_1)dz_1dz_2. \]

The second term on the right hand side of equality (2.11) equals $\int_{\mathbb{R}^d} V^2(x)dx$, whereas for the first term, by using (2.9), (2.10) and the Hölder continuity assumption on $V$, we have

\[ (2.12) \left| \int_{\mathbb{R}^{2d}} (V(z_1) - V(z_2))V(z_2)p^{(2)}_{t_t}(z_2, z_1)dz_1dz_2 \right| \]
\[ \leq M \int_{\mathbb{R}^{2d}} |z_1 - z_2|^\gamma|V(z_2)|p^{(2)}_{t_t}(z_2, z_1)dz_1dz_2 \]
\[ = M \int_{\mathbb{R}^{2d}} \left( \int_{\mathbb{R}^{2d}} |z_1 - z_2|^\gamma p^{(2)}_{t_t}(z_2, z_1)dz_1 \right) |V(z_2)|dz_2 \]
\[ = M \||V||1 \mathbb{E}^0[|X_{t_t}|^\gamma]. \]

Thus, by using the fact that

\[ \int_0^1 \int_0^{\lambda_1} (\lambda_1 - \lambda_2)^{\gamma/\alpha} d\lambda_2 d\lambda_1 = \left( \frac{\gamma}{\alpha} + 2 \right)^{-1} \left( \frac{\gamma}{\alpha} + 1 \right)^{-1}, \]
we obtain that the conclusion of the lemma follows from (2.12), (2.11) by setting

\[ R(t) = 2t^2 \int_0^1 \int_0^{\lambda_1} \int_{\mathbb{R}^d} (V(z_1) - V(z_2))V(z_2)p^{(2)}_{t_t}(z_2, z_1)dz_1dz_2d\lambda_1d\lambda_2. \]

Therefore, using that $t^3 \leq t^{2+\frac{\gamma}{\alpha}}$ for $t \in (0, 1)$, we have that Theorem 1.2 is a consequence of applying Lemma 2.2 to the following expression obtained in Lemma 2.1 when $J = 2$,

\[ Q^{(\alpha)}_V(t) = -t \int_{\mathbb{R}^d} V(x)dx + \frac{1}{2} \int_{\mathbb{R}^{2d}} p^{(\alpha)}_{t_t}(x, y)E^t_{x,y} \left( \int_0^t V(X_s)ds \right)^2 dxdy + R_3(t), \]
where we already know that

\[ |R_3(t)| \leq t^{3||V||1||V||\infty}e^{t||V||\infty}. \]

3. General expansion for rapidly decreasing smooth potential

We have already seen in the previous section that by adding an extra regularity condition on the potential $V$, namely, Hölder continuity and using $X_t = t^{1/\alpha}X_1$ in law, we have been able to extract a second term in the expansion of $Q^{(\alpha)}_V(t)$. In this section, we will obtain more terms and find explicit expressions for these which as before will depend on the potential $V$. 
Let $V \in \mathcal{S}(\mathbb{R}^d)$. We denote by $\hat{V}$ the Fourier transform of $V$ with the normalization

$$
(3.1) \quad \hat{V}(\xi) = \int_{\mathbb{R}^d} e^{-ix \cdot \xi} V(x) dx.
$$

We note that due to our definition of $\hat{V}$, we have, by setting $\bar{d}\xi = (2\pi)^{-d}d\xi$,

(i) (Fourier inversion formula)

$$
V(x) = \int_{\mathbb{R}^d} e^{ix \cdot \xi} \hat{V}(\xi) \bar{d}\xi,
$$

and

(ii) (Plancherel identity) For $f, g \in \mathcal{S}(\mathbb{R}^d)$,

$$
\int_{\mathbb{R}^d} e^{-ix \cdot \xi} f(x) g(x) dx = \int_{\mathbb{R}^d} \hat{f}(\theta) \hat{g}(\xi - \theta) \bar{d}\theta.
$$

The fact that $V \in \mathcal{S}(\mathbb{R}^d)$ will allows us to apply the inversion formula to each summand in Lemma 2.1 which in turn will provide the terms obtained in Theorem 1.3. To do this, we need the following proposition.

**Proposition 3.1.** For any $k \geq 2$,

$$
(3.2) \quad \int_{\mathbb{R}^{kd}} \prod_{i=1}^{k} V(z_i) \prod_{j=1}^{k-1} p_{t(\lambda_j - \lambda_{j+1})} (z_j, z_{j+1}) dz_k...dz_1 = \int_{\mathbb{R}^{(k-1)d}} \hat{V}(-\sum_{i=1}^{k-1} \theta_i) \prod_{i=1}^{k-1} \hat{V}(\theta_i) \exp \left( -t \sum_{r=1}^{k-1} (\lambda_r - \lambda_{r+1}) | \sum_{m=1}^{r} \theta_m |^\alpha \right) \bar{d}\theta_{k-1}...\bar{d}\theta_1.
$$

**Proof.** Under the notation given in (2.3) we have

$$
V_k(z^{(k)}) = V_k(z_1, ..., z_k) = \prod_{i=1}^{k} V(z_i);
$$

$$
p(t, z^{(k)}) = \prod_{r=1}^{k-1} p_{t(\lambda_r - \lambda_{r+1})} (z_r, z_{r+1}).
$$

By applying Fourier transform in $\mathbb{R}^{kd}$ and Plancherel identity, we obtain

$$
(3.3) \quad \int_{\mathbb{R}^{kd}} V_k(z^{(k)}) p(t, z^{(k)}) dz^{(k)} = \int_{\mathbb{R}^{kd}} \hat{V}_k(\theta^{(k)}) \hat{p}(t, -\theta^{(k)}) \bar{d}\theta^{(k)}.
$$

Next, it follows easily that if $\theta^{(k)} = (\theta_1, ..., \theta_k), \theta_i \in \mathbb{R}^d$, then

$$
\hat{V}_k(\theta^{(k)}) = \prod_{i=1}^{k} \hat{V}(\theta_i).
$$

On the other hand, we claim that

$$
(3.4) \quad \hat{p}(t, -\theta^{(k)}) = (2\pi)^d \delta \left( \sum_{i=1}^{k} \theta_i \right) \exp \left( -t \sum_{r=1}^{k-1} (\lambda_r - \lambda_{r+1}) | \sum_{m=1}^{r} \theta_m |^\alpha \right).
$$
To see this, we observe by (3.1) that
\[
\tilde{p}(t, -\theta^{(k)}) = \int_{\mathbb{R}^d} \exp \left( i \sum_{j=1}^k \xi_j \cdot \theta_j \right) \prod_{r=1}^{k-1} p_{t(\lambda_r, \lambda_{r+1})}^{(\alpha)}(\xi_r - \xi_{r+1}) d\xi^{(k)}.
\]

By considering the substitutions \( z_r = \xi_r - \xi_{r+1}, \ r \in \{1, \ldots, k-1\} \), we have for any \( j \in \{1, \ldots, k-1\} \) that
\[
\xi_j = \xi_k + \sum_{r=j}^{k-1} z_r.
\]

Therefore, we obtain after interchanging the order of summation that
\[
\sum_{j=1}^{k-1} \xi_j \cdot \theta_j = \sum_{r=1}^{k-1} z_r \cdot \left( \sum_{m=1}^r \theta_m \right) + \xi_k \cdot \sum_{i=1}^{k-1} \theta_i.
\]

Thus, (3.4) follows by using that
\[
\int_{\mathbb{R}^d} \exp \left( i \xi_k \cdot \sum_{i=1}^k \theta_i \right) d\xi_k = (2\pi)^d \delta \left( \sum_{i=1}^k \theta_i \right),
\]
and
\[
\tilde{p}(t, -\theta^{(k)}) = \int_{\mathbb{R}^d} \exp \left( i \sum_{r=1}^{k-1} z_r \cdot \left( \sum_{m=1}^r \theta_m \right) + i \xi_k \cdot \sum_{i=1}^{k-1} \theta_i \right)
\]
\[
\times \prod_{r=1}^{k-1} p_{t(\lambda_r, \lambda_{r+1})}^{(\alpha)}(z_r) dz^{(k-1)} d\xi_k.
\]

Consequently, the conclusion of the proposition follows from (3.3) and (3.4). □

We next recall the Taylor expansion for the exponential function
\[
e^{-x} = \sum_{n=0}^{M} \frac{(-1)^n}{n!} x^n + \frac{(-1)^{M+1}}{(M+1)!} x^{M+1} e^{-x} \beta_{M+1}(x),\]
valid for every \( x \geq 0 \) and integer \( M \geq 0 \), where we call \( \beta_{M+1}(x) \in (0, 1) \) the remainder of order \( M + 1 \).

We also recall that for \( k \geq 2 \) integer, the Binomial theorem asserts that
\[
(x_1 + x_2 + \cdots + x_{k-1})^n = \sum_{(\ell_1, \ldots, \ell_{k-1}) \in \mathbb{N}^{k-1}} \binom{n}{\ell_1, \ell_2, \ldots, \ell_{k-1}} x_1^{\ell_1} x_2^{\ell_2} \cdots x_{k-1}^{\ell_{k-1}}.
\]

Next, bearing in mind the notation given in (2.3), we set \( \gamma_r = \sum_{m=1}^r \theta_m \),
\[
\ell^{(k-1)} = (\ell_1, \ldots, \ell_{k-1}) \in \mathbb{N}^{k-1},
\]
\[
A(n, \ell^{(k-1)}) = \binom{n}{\ell_1, \ell_2, \ldots, \ell_{k-1}} \int_{I_k} \prod_{i=1}^{k-1} (\lambda_i - \lambda_{i+1})^{\ell_i} d\lambda^{(k)},
\]
where
\[
(\ell_1, \ldots, \ell_{k-1}) \in \mathbb{N}^{k-1},
\]
and
\[
\ell^{(k-1)} = (\ell_1, \ldots, \ell_{k-1}) \in \mathbb{N}^{k-1}.
\]
and

\[
T_k(t) = \int_{I_k} \int_{R^{(k-1)d}} \prod_{i=1}^{k-1} \hat{V}(\theta_i) \hat{V}(-\sum_{i=1}^{k-1} \theta_i)
\times \exp \left( -t \sum_{r=1}^{k-1} (\lambda_r - \lambda_{r+1}) \left| \sum_{m=1}^{r} \theta_m \right|^{\alpha} \right) \hat{\theta}^{(k-1)e(k-1)} d\theta^{(k)}.
\]

Therefore, under this notation, we obtain the following expansion for the term \(T_k(t)\).

**Corollary 3.1.** Let \(M \geq 0\) and \(k \geq 2\) be integers. Then

\[
T_k(t) = \sum_{n=0}^{M} \frac{(-t)^n}{n!} C_{n,k}(V) + R_{M+1}^{(k)}(t),
\]

where

\[
R_{M+1}^{(k)}(t) = \frac{(-t)^{M+1}}{(M+1)!} \int_{I_k} \int_{R^{(k-1)d}} \prod_{i=1}^{k-1} \hat{V}(\theta_i) \hat{V}(-\sum_{i=1}^{k-1} \theta_i)
\times \left( \sum_{r=1}^{k-1} (\lambda_r - \lambda_{r+1}) |\gamma_r|^{\alpha} \right)^{M+1} e^{-\Upsilon} \hat{\theta}^{(k-1)e(k-1)} d\theta^{(k)}
\]

for some nonnegative function \(\Upsilon = \Upsilon(t, \lambda^{(k)}, \hat{\theta}^{(k-1)}, M+1)\). The remainder satisfies

\[
R_{M+1}^{(k)}(t) = O(t^{M+1}),
\]

as \(t \downarrow 0\). Moreover, the coefficients are given by

\[
C_{n,k}(V) = \sum_{(\ell_1, \ldots, \ell_{k-1}) \in \mathbb{N}^{k-1}, \ell_1 + \ell_2 + \cdots + \ell_{k-1} = n} A(n, \ell^{(k-1)}) \int_{R^{(k-1)d}} \hat{V}(-\sum_{i=1}^{k-1} \theta_i) \prod_{i=1}^{k-1} \hat{V}(\theta_i)
\times \left| \sum_{m=1}^{r} \theta_m \right|^{\alpha \ell_i} \hat{\theta}^{(k-1)e(k-1)}.
\]

**Proof.** The formula for the coefficients is obtained by applying the Taylor expansion for the exponential function and the Binomial theorem to our expression of \(T_k(t)\) in (3.6).

Next, we proceed to show our claim about the remainder. In order to do so, we point out that \(V \in S(\mathbb{R}^d)\) implies that all quantities to appear below are finite. Also, the constant \(C\) will depend on \(k, M\) and \(\alpha\) and its value may change from line to line. It is easy to observe that for some \(C > 0\), we have

\[
\left( \sum_{r=1}^{k-1} (\lambda_r - \lambda_{r+1}) |\gamma_r|^{\alpha} \right)^{M+1} \leq C \max_{m=1, \ldots, k-1} |\theta_m|^{\alpha(M+1)}.
\]
In particular, if we let \( \Lambda_r = \{ \theta \in \mathbb{R}^d : \max_{m=1, \ldots, k-1} |\theta_m| = |\theta_r| \} \), we arrive at

\[
|\mathcal{R}(k)(t)| \leq C t^{M+1} \sum_{r=1}^{k-1} |\mathcal{V}(-\gamma_k(1))\mathcal{V}(\theta_r)\mathcal{V}\alpha^{(M+1)} \prod_{i=1, i \neq r}^{k-1} |\mathcal{V}(\theta_i)| d\theta^{(k-1)} \leq C t^{M+1} \|\mathcal{V}\|\|(-\Delta)^{\frac{\alpha}{2}}\|_{1} \|\mathcal{V}\|^{k-2}.
\]

Here, \((-\Delta)^{\frac{\alpha}{2}}\) stands for the composite of \((-\Delta)^{\alpha}\) with itself \(M + 1\)-times and this completes the proof.

With Corollary 3.1 at hand, we carry on showing the existence of a general expansion for \(Q_V^{(\alpha)}(t)\) for small time.

**Theorem 3.1.** For any integer \(N \geq 2\),

\[
Q_V^{(\alpha)}(t) = -t \int_{\mathbb{R}^d} V(\theta) d\theta + \sum_{\ell=2}^{N} (-t)^{\ell} C_\ell(V) + \mathcal{O}(t^{N+1}),
\]

as \(t \downarrow 0\). Here,

\[
C_\ell(V) = \sum_{\substack{n+k=\ell \\ \ 2 \leq k}} \frac{1}{n!} C_{n,k}(V),
\]

where \(C_{n,k}(V)\) as defined in Corollary 3.1.

**Proof.** As a result of Lemma 2.1, Corollary 3.1 and (3.2), we have for any integers \(J \geq 2\) and \(M \geq 0\) that

\[
Q_V^{(\alpha)}(t) = -t \int_{\mathbb{R}^d} V(\theta) d\theta + \sum_{k=2}^{J} \sum_{n=0}^{M} \frac{(-t)^{k+n}}{n!} C_{n,k}(V) + R_{M+1,J+1}(t),
\]

where

\[
R_{M+1,J+1}(t) = R_{J+1}(t) + \sum_{k=2}^{J} (-t)^{k} B_{M+1}^{(k)}.
\]

In other words, \(R_{J+1,M+1}(t)\) is the sum of all those remainders provided by Lemma 2.1 and Corollary 3.1. We also point out that due to (2.5) and (3.7), we conclude

\[
R_{M+1,J+1}(t) = \mathcal{O}\left(t^{\min\{J+1,M+3\}}\right),
\]

as \(t \downarrow 0\).

Since \(M\) and \(J\) are arbitrary, given \(N \geq 2\), we may choose \(M\) and \(J\) as large as we desire so that

\[
\min\{J+1,M+3\} \geq N + 1
\]

and such that formula (3.9) can be decomposed as follows

\[
Q_V^{(\alpha)}(t) = -t \int_{\mathbb{R}^d} V(\theta) d\theta + \sum_{\substack{2 \leq n+k \leq N \\ 2 \leq k}} \frac{(-t)^{k+n}}{n!} C_{n,k}(V) + \tilde{R}_{N+1}(t),
\]
where $\hat{R}_{N+1}(t)$ is defined to be
$$
\sum_{n+k \geq N+1 \atop 2 \leq k} \frac{(-t)^{k+n}}{n!} C_{n,k}(V) + R_{M+1,J+1}(t).
$$

Thus, it is easy to observe that $\hat{R}_{N+1}(t) = O(t^{N+1})$ as $t \downarrow 0$.

The conclusion of the theorem follows by noticing that the second terms on the right hand side of both (3.10) and (3.8) are the same under our definition of $C_\ell(V)$. □

Before proceeding, we give an application concerning the coefficients $C_\ell(V)$. The corollary roughly says that we can characterize the potential $V$ from the coefficients under some extra assumptions. This corollary should be compared to the result for the trace ($\alpha = 2$ case) given in [6, Corollary 2.1].

**Corollary 3.2.** Let $V \in S(\mathbb{R}^d)$ be such that $\hat{V} \geq 0$. If $C_\ell(V) = 0$ for some $\ell \geq 2$, then we must have $V(x) = 0$ for all $x \in \mathbb{R}^d$.

**Proof.** By Theorem 3.1 and corollary 3.1, we see that $C_\ell(V) \geq 0$ for all $\ell \geq 2$ when $\hat{V} \geq 0$. In particular, the condition $C_\ell(V) = 0$ for some $\ell \geq 2$ implies that
$$
C_{\ell-2,2}(V) = \left(\frac{\ell-2}{\ell-2}\right) \int_{I_2} (\lambda_1 - \lambda_2)^{\ell-2} d\lambda(2) \int_{\mathbb{R}^d} \hat{V}(-\theta_1) \hat{V}(\theta_1) |\theta_1|^{\alpha(\ell-2)} d\theta = 0.
$$
Therefore, we must have $\hat{V}(\theta_1) \hat{V}(\theta_1) = 0$ for all $\theta_1 \in \mathbb{R}^d$. Now by applying Plancherel identity we have
$$
\int_{\mathbb{R}^d} |V(x)|^2 dx = \int_{\mathbb{R}^d} \hat{V}(-\theta_1) \hat{V}(\theta_1) d\theta_1 = 0
$$
and this gives the claimed result. □

### 4. Computation of Coefficients

In this section we write down explicitly the first five coefficients of the asymptotic expansion given in (3.8). This also proves Theorem 1.3. All the results in the previous section also hold for $\alpha = 2$. Therefore we will consider $0 < \alpha \leq 2$.

In order to find the coefficients $C_3(V)$, $C_4(V)$ and $C_5(V)$, we will resort to Lemma 4.1 below. We start by observing that by means of the inversion formula, it follows easily that

$$
C_{0,k}(V) = \frac{1}{k!} \int_{\mathbb{R}^d} V^k(\theta) d\theta,
$$

for any integer $k \geq 2$.

**Lemma 4.1.** Let $k \geq 2$ be an integer. Assume that $\{\ell_i, i \in \{1, \ldots, k-1\}\}$ is a sequence of nonnegative real numbers satisfying

$$
\sum_{i=1}^{k-1} \ell_i = n,
$$

for some positive real number $n$. Then
(a) If \( k = 2 \), we have
\[
\int_{I_2} (\lambda_1 - \lambda_2)^n d\lambda^{(2)} = \frac{1}{(1 + n)(2 + n)}.
\]

(b) If \( k \geq 3 \), we obtain
\[
\int_{I_k} \prod_{i=1}^{k-1} (\lambda_i - \lambda_{i+1})^{\ell_i} d\lambda^{(k)} = \frac{1}{(k + n)(\ell_{k-1} + 1)} \prod_{i=1}^{k-2} \int_0^1 (1 - s)^{\ell_i} s^{k+n-(i+1+\sum_{j=1}^{i} \ell_j)} ds.
\]

Proof. We only need to prove (b). Let \( \lambda_1 \in (0, 1) \) be fixed. Consider the following change of variables
\[
\lambda_{i+1} = \lambda_is_i,
\]
for \( i \in \{1, \ldots, k-1\} \). Using the fact that \( 0 < \lambda_{i+1} < \lambda_i \) we must have that \( s_i \in (0, 1) \). Notice that this change of variables yields
\[
\lambda_{i+1} = \lambda_1 \prod_{j=1}^i s_j.
\]
Thus, the Jacobian associated to this change of variables is the determinant of an upper triangular matrix and it is given explicitly by the following formula.
\[
\frac{\partial (\lambda_2, \ldots, \lambda_k)}{\partial (s_1, \ldots, s_{k-1})} = \lambda_1^{k-1} \prod_{i=1}^{k-2} s_i^{k-(i+1)}.
\]
Observe that by (4.3) and (4.2) we have
\[
\prod_{i=2}^{k-1} \lambda_i^{\ell_i} = \prod_{i=2}^{k-1} \left( \lambda_1 \prod_{j=1}^i s_j \right)^{\ell_i} = \lambda_1^{\ell_2} \prod_{i=1}^{k-2} s_i^{\ell_i} \prod_{i=2}^{k-1} \lambda_i^{\ell_i} = \lambda_1^n (1-s_{k-1})^{\ell_{k-1}} \prod_{i=1}^{k-2} (1-s_i)^{\ell_i} \prod_{i=2}^{k-1} \lambda_i^{\ell_i} = \lambda_1^n (1-s_{k-1})^{\ell_{k-1}} \prod_{i=1}^{k-2} (1-s_i)^{\ell_i} \prod_{i=1}^{k-2} s_i^{\ell_i}.
\]

From this we conclude that
\[
\prod_{i=1}^{k-1} (\lambda_i - \lambda_{i+1})^{\ell_i} = \prod_{i=1}^{k-1} \lambda_i^{\ell_i} (1-s_i)^{\ell_i} = \lambda_1^n (1-s_{k-1})^{\ell_{k-1}} \prod_{i=1}^{k-2} (1-s_i)^{\ell_i} \prod_{i=1}^{k-2} s_i^{\ell_i}.
\]

As a result, integrating both sides of the above identity, we see that (b) is a consequence of the following equality.
\[
\int_{I_k} \prod_{i=1}^{k-1} (\lambda_i - \lambda_{i+1})^{\ell_i} d\lambda^{(k)} = \int_0^1 \lambda_1^{n+k-1} d\lambda_1 \int_0^1 (1-s_{k-1})^{\ell_{k-1}} ds_{k-1}
\times \int_{[0,1]^{k-2}} \prod_{i=1}^{k-2} (1-s_i)^{\ell_i} s_i^{n+k-(i+1+\sum_{j=1}^{i} \ell_j)} ds^{(k-2)}.
\]

For the computations to be performed below is worth recalling that
\[
E_\alpha(V) = \int_{\mathbb{R}^d} (-\Delta)^{\frac{\alpha}{2}} V(\theta) V(\theta) d\theta = \int_{\mathbb{R}^d} V(-\theta) V(\theta) |\theta|^{\alpha} d\theta = \int_{\mathbb{R}^d} |\nabla V(\theta)|^2 |\theta|^\alpha d\theta.
\]
Lemma 4.2.
\[ C_3(V) = \frac{1}{3!} \left( \int_{\mathbb{R}^d} V^3(\theta) d\theta + \mathcal{E}_\alpha(V) \right). \]

Proof. By Theorem 3.1, we have
\[ C_3(V) = C_{0,3}(V) + C_{1,2}(V). \]

From (4.1), it suffices to compute \( C_{1,2}(V) \). Following Corollary 3.1, we have, by Plancherel Theorem and (1.2), that
\[ C_{1,2}(V) = A(1, 1) \int_{\mathbb{R}^d} \hat{V}(-\theta_2) \hat{V}(\theta_1) |\theta_1|^\alpha d\theta_1 = \frac{1}{6} \int_{\mathbb{R}^d} V(\theta)(-\Delta)^{\frac{\alpha}{2}} V(\theta) d\theta, \]
which gives the formula above. \( \square \)

Lemma 4.3.
\[ C_4(V) = \frac{1}{4!} \left( \int_{\mathbb{R}^d} V^4(\theta) d\theta + 2 \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)^{\frac{\alpha}{2}} V(\theta) d\theta + \int_{\mathbb{R}^d} |(-\Delta)^{\frac{\alpha}{2}} V(\theta)|^2 d\theta \right). \]

Proof. By Theorem 3.1,
\[ C_4(V) = C_{0,4}(V) + C_{1,3}(V) + \frac{1}{2!} C_{2,2}(V). \]

By Corollary 3.1 with \( n = 1 \) and \( k = 3 \), we have
\[ C_{1,3}(V) = A(1, (1, 0)) \int_{\mathbb{R}^{2d}} \hat{V}(\theta_2) \hat{V}(\theta_1) \hat{V}(-\theta_1 - \theta_2)|\theta_1|^\alpha d\theta_2 d\theta_1 + A(1, (0, 1)) \int_{\mathbb{R}^{2d}} \hat{V}(\theta_2) \hat{V}(\theta_1) \hat{V}(-\theta_1 - \theta_2)|\theta_1 + \theta_2|^\alpha d\theta_2 d\theta_1. \]

From Lemma 4.1, we obtain
\[ A(1, (1, 0)) = \left( \frac{1}{1, 0} \right) \frac{1}{4} \int_0^1 (1 - s) s ds = \frac{1}{4!}, \]
\[ A(1, (0, 1)) = \left( \frac{1}{0, 1} \right) \frac{1}{4 \cdot 2} \int_0^1 s^2 ds = \frac{1}{4!}. \]

On the other hand, due to the basic properties of the Fourier transform,
\[ \int_{\mathbb{R}^{2d}} \hat{V}(\theta_2) \hat{V}(\theta_1) \hat{V}(-\theta_1 - \theta_2)|\theta_1 + \theta_2|^\alpha d\theta_2 d\theta_1 = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \hat{V}(\theta_2)(-\Delta)^{\frac{\alpha}{2}} V(-\theta_1 - \theta_2) d\theta_2 \hat{V}(\theta_1) d\theta_1 \\
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i \theta_1 \cdot \theta_2} V(\theta)(-\Delta)^{\frac{\alpha}{2}} V(\theta) d\theta_2 \hat{V}(\theta_1) d\theta_1 \\
= \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)^{\frac{\alpha}{2}} V(\theta) d\theta. \]
A similar argument yields

\[ \int_{\mathbb{R}^d} \hat{V}(\theta_2)\hat{V}(\theta_1)\hat{V}(-\theta_1 - \theta_2)|\theta_1|^\alpha \, d\theta_2 \, d\theta_1 \]

\[ = \int_{\mathbb{R}^d} |\theta_1|^\alpha \hat{V}(\theta_1) \left( \int_{\mathbb{R}^d} \hat{V}(-\theta_1 - \theta_2)\hat{V}(\theta_2) \, d\theta_2 \right) \, d\theta_1 \]

\[ = \int_{\mathbb{R}^d} |\theta_1|^\alpha \hat{V}(\theta_1) \left( \int_{\mathbb{R}^d} e^{i\theta_1 \cdot \theta} V^2(\theta) \, d\theta \right) \, d\theta_1 \]

\[ = \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)^{\frac{3}{2}} V(\theta) \, d\theta. \]

Thus, we arrive at

\[ C_{1,3}(V) = \frac{2}{4!} \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)^{\frac{3}{2}} V(\theta) \, d\theta. \]

Next,

\[ C_{2,2}(V) = A(2, 2) \int_{\mathbb{R}^d} \hat{V}(-\theta_1)\hat{V}(\theta_1)|\theta_1|^{2\alpha} \, d\theta_1 = \frac{2!}{4!} \int_{\mathbb{R}^d} \left|(-\Delta)^{\frac{3}{2}} V(\theta)\right|^2 \, d\theta. \]

Therefore, the announced formula for \( C_4(V) \) follows from the above identities. \( \square \)

**Lemma 4.4.**

\[ C_5(V) = \frac{1}{5!} \left( \int_{\mathbb{R}^d} V^5(\theta) \, d\theta + 2 \int_{\mathbb{R}^d} V^3(\theta)(-\Delta)^{\frac{3}{2}} V(\theta) \, d\theta + 2 \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)^{\frac{3}{2}} V(\theta) \, d\theta \right) \]

\[ + \int_{\mathbb{R}^d} V(\theta) \left|(-\Delta)^{\frac{3}{2}} V(\theta)\right|^2 \, d\theta + \mathcal{E}_\alpha \left((-\Delta)^{\frac{3}{2}} V\right) + \mathcal{E}_\alpha \left(V^2\right), \]

where \((-\Delta)^{\frac{3}{2}}\) denotes the composition of \((-\Delta)^{\frac{3}{2}}\) with itself.

**Proof.** Once again, Theorem 3.1 gives

\[ C_5(V) = C_{0,5}(V) + C_{1,4}(V) + \frac{1}{2!} C_{2,3}(V) + \frac{1}{3!} C_{3,2}(V). \]

The first term \( C_{0,5}(V) \) follows from (4.1). From Corollary 3.1 with \( n = 1 \) and \( k = 4 \), we have

\[ C_{1,4}(V) = A(1, (1, 0, 0)) \int_{\mathbb{R}^{3d}} \hat{V} \left( - \sum_{i=1}^{3} \theta_i \prod_{i=1}^{3} \hat{V}(\theta_i)|\theta_i|^{\alpha} \, d\theta^{(3)} \right) \]

\[ + A(1, (0, 1, 0)) \int_{\mathbb{R}^{3d}} \hat{V} \left( - \sum_{i=1}^{3} \theta_i \prod_{i=1}^{3} \hat{V}(\theta_i) \left| \sum_{m=1}^{2} \theta_m \right|^{\alpha} \, d\theta^{(3)} \right) \]

\[ + A(1, (0, 0, 1)) \int_{\mathbb{R}^{3d}} \hat{V} \left( - \sum_{i=1}^{3} \theta_i \prod_{i=1}^{3} \hat{V}(\theta_i) \left| \sum_{m=1}^{3} \theta_m \right|^{\alpha} \, d\theta^{(3)} \right). \]

The most difficult term to compute in the above equality is the one appearing in (4.5) and we proceed to deal with this one first. By integrating first with respect
to \( \theta_3 \) and applying Plancherel formula gives

\[
(4.7) \quad \int_{\mathbb{R}^2} \hat{V}(\theta_1, \theta_2, \theta_3) \prod_{i=1}^{3} |\theta_i|^{a}\, d\theta_1\, d\theta_2\, d\theta_3
\]

\[
= \int_{\mathbb{R}^2} V^2(\theta) \left( \int_{\mathbb{R}^2} \hat{V}(\theta_1, \theta_2) |\theta_1 + \theta_2|^{a} e^{i\theta_1 + \theta_2} \, d\theta_1 \, d\theta_2 \right) d\theta.
\]

Consider the change of variable \( \theta_2 = z - \theta_1 \), where the independent variable is \( \theta_2 \). Then, the integral in (4.7) between parenthesis equals

\[
\int_{\mathbb{R}^2} \hat{V}(\theta_1) \hat{V}(z - \theta_1) |z|^{a} e^{i\theta_1 z} \, d\theta_1 \, dz.
\]

Thus, integrating the last expression with respect to \( \theta_1 \) gives

\[
\int_{\mathbb{R}^2} |z|^{a} e^{i\theta_1 z} \left( \int_{\mathbb{R}^2} e^{-i\eta z} V^2(\eta) \, d\eta \right) \, d\theta_1 \, dz = \int_{\mathbb{R}^2} |z|^{a} e^{i\theta_1 z} \hat{V}^2(\theta) \, d\theta_1 \, dz = (-\Delta)^{\frac{a}{2}} V^2(\theta).
\]

In other words, we have shown that

\[
\int_{\mathbb{R}^2} \hat{V}(\theta_1, \theta_2, \theta_3) \prod_{i=1}^{3} |\theta_i|^{a}\, d\theta_1\, d\theta_2\, d\theta_3 = \mathcal{E}_a(V^2).
\]

Next, we claim that the other two integral terms in (4.6) equal

\[
\int_{\mathbb{R}^2} V^3(\theta)(-\Delta)^{\frac{a}{2}} V(\theta) \, d\theta.
\]

To see this, it suffices to consider the following equalities.

\[
\int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} \hat{V}(\theta_1, \theta_2, \theta_3) |\theta_1 + \theta_2 + \theta_3|^{a} \, d\theta_1 \, d\theta_2 \right) \hat{V}(\theta_1) \hat{V}(\theta_2) \, d\theta_2
\]

\[
= \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} e^{i\theta_1 + \theta_2} V(\theta)(-\Delta)^{\frac{a}{2}} V(\theta) \, d\theta \right) \, d\theta_1 \, d\theta_2
\]

\[
= \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} e^{i\theta_1 + \theta_2} \hat{V}(\theta_1) \hat{V}(\theta_2) \, d\theta_2 \right) V(\theta)(-\Delta)^{\frac{a}{2}} V(\theta) \, d\theta_1 \, d\theta_2
\]

\[
= \int_{\mathbb{R}^2} V^3(\theta)(-\Delta)^{\frac{a}{2}} V(\theta) \, d\theta,
\]

and

\[
\int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} \hat{V}(\theta_1, \theta_2, \theta_3) |\theta_1|^{a} \, d\theta_1 \right) \hat{V}(\theta_2) \, d\theta_2
\]

\[
= \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} e^{i\theta_1 + \theta_2} V^2(\theta) \, d\theta \right) \, d\theta_1 \, d\theta_2
\]

\[
= \int_{\mathbb{R}^2} V^3(\theta)(-\Delta)^{\frac{a}{2}} V(\theta) \, d\theta.
\]
As far the quantities, \( A(1, (1, 0, 0)), A(1, (0, 1, 0)) \) and \( A(1, (0, 0, 1)) \) we have

\[
A(1, (1, 0, 0)) = \frac{1}{5} \int_{0}^{1} (1-s)s^2 ds \int_{0}^{1} s ds = \frac{1}{5}!
\]

\[
A(1, (0, 1, 0)) = \frac{1}{5} \int_{0}^{1} s^3 ds \int_{0}^{1} (1-s)s ds = \frac{1}{5}!
\]

\[
A(1, (0, 0, 1)) = \frac{1}{5} \cdot \frac{1}{2} \int_{0}^{1} s^3 ds \int_{0}^{1} s^2 ds = \frac{1}{5}!
\]

Therefore, we conclude that

\[
(4.8) \quad C_{1,4}(V) = \frac{1}{5!} \left( 2 \int_{\mathbb{R}^d} V^3(\theta)(-\Delta)^{2} V(\theta) d\theta + \mathcal{L}_a(V^2) \right).
\]

Next, we compute \( C_{2,3}(V) \). This time we have

\[
(4.9) \quad C_{2,3}(V) = A(2, (1, 1)) \int_{\mathbb{R}^d} \hat{V}(-\theta_1 - \theta_2) \hat{V}(\theta_1) \hat{V}(\theta_2) |\theta_1|^\alpha |\theta_1 + \theta_2|^\alpha d\theta(2)
\]

\[
+ A(2, (2, 0)) \int_{\mathbb{R}^d} \hat{V}(-\theta_1 - \theta_2) \hat{V}(\theta_1) \hat{V}(\theta_2) |\theta_1|^{2\alpha} d\theta(2)
\]

\[
+ A(2, (0, 2)) \int_{\mathbb{R}^d} \hat{V}(-\theta_1 - \theta_2) \hat{V}(\theta_1) \hat{V}(\theta_2) |\theta_1 + \theta_2|^{2\alpha} d\theta(2).
\]

The first integral term in the right hand side of above equality equals

\[
\int_{\mathbb{R}^d} |\theta_1|^\alpha \hat{V}(\theta_1) \left( \int_{\mathbb{R}^d} \hat{V}(\theta_1) \hat{V}(\theta_2) |\theta_1 + \theta_2|^{\alpha} d\theta_2 \right) d\theta_1
\]

\[
= \int_{\mathbb{R}^d} |\theta_1|^\alpha \hat{V}(\theta_1) \left( \int_{\mathbb{R}^d} e^{i \theta_1 \cdot \theta_2} V(\theta)(-\Delta)^{2} V(\theta) d\theta \right) d\theta_1
\]

\[
= \int_{\mathbb{R}^d} V(\theta) \left( (-\Delta)^{2} V(\theta) \right)^2 d\theta.
\]

As for the other two integral terms in (4.9), we claim they both equal

\[
\int_{\mathbb{R}^d} V^2(\theta)(-\Delta)^{2} V(\theta) d\theta,
\]

since the third integral term equals

\[
\int_{\mathbb{R}^d} \hat{V}(\theta_1) \left( \int_{\mathbb{R}^d} \hat{V}(\theta_2) \hat{V}(\theta_1 + \theta_2)^{2\alpha} d\theta_2 \right) d\theta_1
\]

\[
= \int_{\mathbb{R}^d} \hat{V}(\theta_1) \left( \int_{\mathbb{R}^d} e^{i \theta_1 \cdot \theta_2} V(\theta)(-\Delta)^{2} V(\theta) d\theta \right) d\theta_1,
\]

whereas the second one equals

\[
\int_{\mathbb{R}^d} |\theta_1|^{2\alpha} \hat{V}(\theta_1) \left( \int_{\mathbb{R}^d} \hat{V}(\theta_2) \hat{V}(\theta_1 + \theta_2) d\theta_2 \right) d\theta_1
\]

\[
= \int_{\mathbb{R}^d} |\theta_1|^{2\alpha} \hat{V}(\theta_1) \left( \int_{\mathbb{R}^d} e^{i \theta_1 \cdot \theta_2} V(\theta) d\theta \right) d\theta_1.
\]
As for the coefficients in front of the integral terms, we have

\[
A(2, (1, 1)) = \left(\frac{2}{1} \right) \frac{1}{5} \cdot \frac{2}{2} \int_0^1 (1 - s)^2 ds = \frac{2}{5!}
\]

\[
A(2, (2, 0)) = \left(\frac{2}{2} \right) \frac{1}{5} \int_0^1 (1 - s)^2 ds = \frac{2}{5!}
\]

\[
A(2, (0, 2)) = \left(\frac{2}{0} \right) \frac{1}{5} \cdot \frac{3}{3} \int_0^1 s^2 ds = \frac{2}{5!}
\]

Therefore,

\[
C_{2,3}(V) = \frac{2!}{5!} \int_{\mathbb{R}^d} V(\theta)|(-\Delta)^{\frac{3}{2}} V(\theta)|^2 d\theta + \frac{2 \cdot 2!}{5!} \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)^{\frac{3}{2}} V(\theta) d\theta.
\]

Likewise, we obtain

\[
C_{3,2}(V) = A(3, 3) \int_{\mathbb{R}^d} \tilde{V}(-\theta_1) \tilde{V}(\theta_1)|^{3\alpha} d\theta_1
\]

\[
= \frac{1}{20} \int_{\mathbb{R}^d} (\Delta)^{\frac{3}{2}} V(\theta)(-\Delta)^{\frac{3}{2}} V(\theta) d\theta = \frac{3!}{5!} E_\alpha \left((\Delta)^{\frac{3}{2}} V\right).
\]

Combining (4.1), (4.8), (4.10), and (4.11), we obtain our expression for \(C_5(V)\).

In the case of the Laplacian \(\alpha = 2\), the signs of the coefficients can be used to give information on the poles on the metamorphic extension of the resolvent of the operator \(H_V\); see for example [6, Theorem 4.1]. In particular, it is shown in [6] that the first five coefficients in the trace expansion are non-negative provided the potential is non-negative. Our computations above yield a similar result for the first five coefficients of the heat content. More precisely we have

**Corollary 4.1.** Suppose \(V \in \mathcal{S}(\mathbb{R}^d), \, V \geq 0\). Then \(C_\ell(V) \geq 0\), for \(1 \leq \ell \leq 5\).

**Proof.** With

\[
C_1(V) = \int_{\mathbb{R}^d} V(\theta) d\theta, \quad C_2(V) = \frac{1}{2} \int_{\mathbb{R}^d} V^2(\theta) d\theta,
\]

and

\[
C_3(V) = \frac{1}{3!} \left( \int_{\mathbb{R}^d} V^3(\theta) d\theta + E_\alpha(V) \right),
\]

the assertion trivially holds for these coefficients.

We can rewrite the expression in Lemma 4.3 for \(C_4(V)\) as

\[
C_4(V) = \frac{1}{4!} \int_{\mathbb{R}^d} \left( V^4(\theta) + 2 V^2(\theta)(-\Delta)^{\frac{3}{2}} V(\theta) + \left|(-\Delta)^{\frac{3}{2}} V(\theta)\right|^2 \right) d\theta
\]

\[
= \frac{1}{4!} \int_{\mathbb{R}^d} \left| V^2(\theta) + (-\Delta)^{\frac{3}{2}} V(\theta) \right|^2 d\theta
\]

and this shows that \(C_4(V) \geq 0\).
For $C_5(V)$, we re-group the expression given by Lemma 4.4 as follows.

\[
C_5(V) = \frac{1}{5!} \int_{\mathbb{R}^d} V(\theta) \left( V^4(\theta) + 2V^2(\theta)(-\Delta)\hat{\mathcal{V}}(\theta) + \left| (\Delta)\hat{\mathcal{V}}(\theta) \right|^2 \right) d\theta
\]

\[
+ \frac{1}{5!} \left( \mathcal{E}_\alpha ((-\Delta)\hat{\mathcal{V}}^2) + 2 \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)\hat{\mathcal{V}}^2(\theta) d\theta + \mathcal{E}_\alpha (V^2) \right)
\]

\[
= \frac{1}{5!} \int_{\mathbb{R}^d} V(\theta) \left| V^2(\theta) + (-\Delta)\hat{\mathcal{V}}(\theta) \right|^2 d\theta
\]

\[
+ \frac{1}{5!} \left( \mathcal{E}_\alpha ((-\Delta)\hat{\mathcal{V}}^2) + 2 \int_{\mathbb{R}^d} V^2(\theta)(-\Delta)\hat{\mathcal{V}}^2(\theta) d\theta + \mathcal{E}_\alpha (V^2) \right).
\]

If $V$ is non-negative the first of the last two terms above is clearly nonnegative. We claim the last term is also non-negative. To show this, we use Plancherel’s identity for the second term and write the Dirichlet form in terms of the Fourier transform. However, we need to be a little careful here since the Fourier transform of a real valued function may be complex valued. Below we write $Re(z)$ for the real part of the complex number $z$ and use the fact that for real valued functions, $\hat{V}(-\theta) = \overline{V(\theta)}$. We write

\[
2\int_{\mathbb{R}^d} V^2(\theta)(-\Delta)\hat{\mathcal{V}}(\theta)d\theta = \int_{\mathbb{R}^d} \hat{V}^2(\theta)|\theta|^{2\alpha} \hat{V}(\theta)d\theta + \int_{\mathbb{R}^d} \hat{V}^2(\theta)|\theta|^{2\alpha} \overline{\hat{V}(\theta)}d\theta
\]

\[
= \int_{\mathbb{R}^d} \hat{V}^2(\theta)|\theta|^{2\alpha} \hat{V}(\theta)d\theta + \int_{\mathbb{R}^d} \hat{V}^2(\theta)|\theta|^{2\alpha} \overline{\hat{V}(\theta)}d\theta
\]

\[
= 2\int_{\mathbb{R}^d} |\theta|^{2\alpha} Re(\hat{V}^2(\theta)\overline{\hat{V}(\theta)})d\theta.
\]

Similarly,

\[
\mathcal{E}_\alpha (V^2) = \int_{\mathbb{R}^d} |\theta|^{2\alpha} |\hat{V}(\theta)|^2 d\theta \quad \text{and} \quad \mathcal{E}_\alpha ((-\Delta)\hat{\mathcal{V}}^2) = \int_{\mathbb{R}^d} |\theta|^{3\alpha} |\hat{\mathcal{V}}(\theta)|^2 d\theta.
\]

Putting these identities together gives

\[
\mathcal{E}_\alpha ((-\Delta)\hat{\mathcal{V}}^2) + 2\int_{\mathbb{R}^d} V^2(\theta)(-\Delta)\hat{\mathcal{V}}^2(\theta)d\theta + \mathcal{E}_\alpha (V^2)
\]

\[
= \int_{\mathbb{R}^d} |\theta|^{2\alpha} |V(\theta)|^2 + 2|\theta|^{\alpha} Re(\hat{V}^2(\theta)\overline{\hat{V}(\theta)}) + |\hat{V}^2(\theta)|^2 |\theta|^{\alpha} d\theta
\]

\[
= \int_{\mathbb{R}^d} |\theta|^{\alpha} V(\theta) + \hat{V}^2(\theta)|^2 |\theta|^{\alpha} d\theta.
\]

This together with our previous estimate shows that $C_5(V) \geq 0$, for $V \geq 0$. □

**Remark 4.1.** It is interesting to observe that for all $V \in \mathcal{S} (\mathbb{R}^d)$ (regardless of the sign), $C_2(V)$ and $C_4(V)$ are nonnegative. Whether or not this pattern remains as we move up along the even integers is an interesting question. With some patience one may be able to test this for $C_6(V)$ and perhaps even $C_8(V)$ but the general term is not clear at all.

The probabilistic and Fourier transform techniques of this paper have been used recently in [2] to prove the existence of decompositions for additive functionals for one dimensional Cauchy and relativistic Cauchy stable processes. For more on this line of work, we refer the interested reader to [2], [24] and references therein.
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